
NI 

IN 
US 20200218254A1 

( 19 ) United States 
( 12 ) Patent Application Publication ( 10 ) Pub . No .: US 2020/0218254 A1 

Sohn et al . ( 43 ) Pub . Date : Jul . 9 , 2020 

( 54 ) CONTROL METHOD OF ROBOT 

( 71 ) Applicant : LG Electronics Inc. , Seoul ( KR ) 
( 72 ) Inventors : Byungkuk Sohn , Seoul ( KR ) ; 

Byungjoon Kim , Seoul ( KR ) 

G05D 1/02 ( 2006.01 ) 
G06Q 30/06 ( 2006.01 ) 

( 52 ) U.S. CI . 
CPC G05D 1/0022 ( 2013.01 ) ; G050 170088 

( 2013.01 ) ; G01C 2123476 ( 2013.01 ) ; B62B 
3/14 ( 2013.01 ) ; G06Q 30/0617 ( 2013.01 ) ; 

G06Q 30/0631 ( 2013.01 ) ; G05D 2201/0203 
( 2013.01 ) ; G05D 1/0231 ( 2013.01 ) ( 73 ) Assignee : LG Electronics Inc. , Seoul ( KR ) 

( 21 ) Appl . No .: 16 / 731,572 
( 22 ) Filed : Dec. 31 , 2019 ( 57 ) ABSTRACT 

( 30 ) Foreign Application Priority Data 

Jan. 3 , 2019 ( KR ) PCT / KR2019 / 000086 

Publication Classification 

A method of controlling a robot , including operating in a 
following travel mode of following a user , operating in a 
guide mode for providing an escort service of providing 
guidance to a predetermined destination according to a 
received detection signal , and switching back to the follow 
ing travel mode upon detecting specific movement of the 
user , in the guide mode . 

( 51 ) Int . Cl . 
G05D 1/00 
GOIC 21/34 

( 2006.01 ) 
( 2006.01 ) 

900 

F 
SAY ' HEY , CHLOE ' IF YOU 
WANT TO SHOP TOGETHER . 9100 RECOMMENDED ! 

PRODUCT OF 
THIS WEEK 

920 HEY , CHLOE ! 

- 000 
TUT 

- - 

Li 
- 

INIT 

930 NICE TO MEET YOU . I WILL 
ACTIVATE THE FOLLOWING TRAVEL MODE . 

9407 ACTIVATE THE FOLLOWING 
TRAVEL MODE . 



FIG . 1 
100d 

1 

10002 

100c1 

10003 

Patent Application Publication 

oli mlo HOTEL 

SHOPPING MALL 

0 0 

100b 

to 

? 

0000 

??? 

10 

20 

HOUSE 

LG Cloud 

30 

Jul . 9 , 2020 Sheet 1 of 20 

E1 

C T1 

T2 

E2 

T3 

B2B 

B2C HOME 

US 2020/0218254 A1 



FIG . 2A 

10 

11 

12 

100 

CONTROL , Admin server 

Common server 

Client 

Device 

11b 

Patent Application Publication 

41 

Admin app server 

CONTROL , Snapshot , Proxy api 
( F / W INQUIRY ETC. ) 

Web browser CONTROL ADMINISTRATOR 

Snapshot Connection 
11a 

100a . 

1000 

DEVICE ADMINISTRATION , CONTROL , FOTA ADMINISTRATION , AND LOCATION INQUIRY 

DEVICE ADMINISTRATION , CONTROL , FOTA ADMINISTRATION , AND LOCATION INQUIRY 

CONTROL , Service server 

Common server 

42 

( FAV INQUIRY ETC. ) 

DB 

Storage 

MAP UPLOAD AND DOWNLOAD 

Jul . 9 , 2020 Sheet 2 of 20 

App ( USER ) 

MAP DOWNLOAD 

Snapshot , Proxy api ( F / W INQUIRY ETC. ) 

USER WITHDRAWAL 
USER AUTHENTICATION 

MAP INQUIRY 

USER AUTHENTICATION 

US 2020/0218254 A1 

matt 

http 

USER ADMINISTRATION SERVER 

WEB SERVER 



Patent Application Publication Jul . 9 , 2020 Sheet 3 of 20 US 2020/0218254 A1 

FIG . 2B 

2 

ROBOT CONTROL PLATFORM 

UI , APP 3a 3b 

CONTROL ADMIN App 

- 

CONTROL SERVICE SERVER 4a 

BASIC SERVICES 
STATE 

MONITORING DIAGNOSIS REMOTE 
CONTROL 

ROBOT LOCATION 
TRACKING 

SCHEDULE 
ADMINISTRATION 

STATISTICS 
/ REPORT 

4b 

COMMON FUNCTIONS 

ROBOT 
AUTHENTICATION 

USER ROLE 
ADMINISTRATION 

OPERATION HISTORY 
ADMINISTRATION 

ROBOT 
ADMINISTRATION 

FIRMWARE 
ADMINISTRATION Push 

ROBOT GROUP 
ADMINISTRATION 

MAP 
ADMINISTRATION ANNOUNCEMENT 

40 

DEDICATED FUNCTION 

- - - - 



Patent Application Publication Jul . 9 , 2020 Sheet 4 of 20 US 2020/0218254 A1 

FIG . 20 

211 

WAITING CHARGING GUIDING 
5 1 1 

210 
212a 

212b 

2120 

FIG . 2D 

22 

22km 

32 



Patent Application Publication Jul . 9 , 2020 Sheet 5 of 20 US 2020/0218254 A1 

FIG . 3 

witamininin 

10 100 

Robot Product data 
Space / Object / Usage data 

Data Analysis 
& Learn 

External Information 



Patent Application Publication Jul . 9 , 2020 Sheet 6 of 20 US 2020/0218254 A1 

FIG . 4 

100a 
100d 

110a 

1350 



Patent Application Publication Jul . 9 , 2020 Sheet 7 of 20 US 2020/0218254 A1 

FIG . 5 

1250 1000 
120b 

1816 

O 

* 
X 

eures 

1 12b 



Patent Application Publication Jul . 9 , 2020 Sheet 8 of 20 US 2020/0218254 A1 

FIG . 6A 

1000 

182a 

180ca 

1800 
180cb 

182b 

1600 

OP2 

OP3 
1710 OP1 



Patent Application Publication Jul . 9 , 2020 Sheet 9 of 20 US 2020/0218254 A1 

FIG . 6B 

100c1 180ca 

182a 

C 

16001 180cb 

400c 

OP3 
OP2 

1600 



Patent Application Publication Jul . 9 , 2020 Sheet 10 of 20 US 2020/0218254 A1 

FIG . 6C 

10002 180ca 

16002 

180cb 

4000 

OP3 
OP2 

1600 

OP1 



AN 
New *** M Set 

V. we 

www . 

***** 

Patent Application Publication Jul . 9 , 2020 Sheet 11 of 20 US 2020/0218254 A1 

FIG . 6D 

180ca 
10003 

16003 

180cb 
W 

wowa 
S / . 

* 

my 

4000 

OP3 
OP2 
1600 



Patent Application Publication Jul . 9 , 2020 Sheet 12 of 20 US 2020/0218254 A1 

FIG . 7 

170 

100 SENSOR UNIT 

120 140 
160 IMAGE 

ACQUISITION UNIT DRIVING UNIT 

125 180 
SPEECH 

INPUT UNIT CONTROLLER 
SOUND 

OUTPUT UNIT -181 
130 

DISPLAY 182 
STORAGE UNIT 

190 

COMMUNICATION 
UNIT 



Patent Application Publication Jul . 9 , 2020 Sheet 13 of 20 US 2020/0218254 A1 

FIG . 8 

START 

FOLLOWING TRAVEL MODE -S810 

S820 
NO SEARCH OR 

COMMENDATION 
REQUEST ? 

YES 

GUIDE FOR RECOMMENDED 
PRODUCT S830 

S840 
NO GUIDANCE REQUEST ? 

IYES 

GUIDE MODE S850 

END 



Patent Application Publication Jul . 9 , 2020 Sheet 14 of 20 US 2020/0218254 A1 

FIG . 9 

900 

910 SAY " HEY , CHLOE ' IF YOU 
WANT TO SHOP TOGETHER . 

RECOMMENDED 
PRODUCT OF 
THIS WEEK 

920 HEY , CHLOE ! 

2000 
IN 

11 TAN 
TR 

- 

930 NICE TO MEET YOU . I WILL 
ACTIVATE THE FOLLOWING TRAVEL MODE . 

940 ACTIVATE THE FOLLOWING 
TRAVEL MODE . 

- 



2 

ANA AL 

th ... 

Patent Application Publication Jul . 9 , 2020 Sheet 15 of 20 US 2020/0218254 A1 

FIG . 10 

?? ????? ???? ??? ????? ?? Leices whatsam 

? h 
1 with with 

1000 

0 0 0 0 
. - . - . - . - . - 

... ** Wiring WW * WARTA WWW . 

VAN ve 
Rain 

his 

A. 

PIE WWW ' YA'.wuuuu YA . MY ***** 

10003 



Patent Application Publication Jul . 9 , 2020 Sheet 16 of 20 US 2020/0218254 A1 

FIG . 11 

1130 

80,800 WON . 
IF YOU WANT TO PAY , SCAN 
QR CODE WITH PHONE . 

182a 

1120 

182b 

1110 



Patent Application Publication Jul . 9 , 2020 Sheet 17 of 20 US 2020/0218254 A1 

FIG . 12 

900 

D 

1210 RECOMMEND 
SNACK 

11 

1220 CHEESE ' A ' IS GOOD TODAY . 

1230 NICE , GUIDE ME . 



Patent Application Publication Jul . 9 , 2020 Sheet 18 of 20 US 2020/0218254 A1 

FIG . 13 

R21122 

LG Cloud 

1300 

1 

????? 7.7 , yy , ! 



Patent Application Publication Jul . 9 , 2020 Sheet 19 of 20 US 2020/0218254 ? 1 9 

FIG . 14 

900 

? 

1410 
? ???? ) PLEASE FOLLOW ME . 

? 

-- 
?? . ??? 

? ?? ? T = f + 1 ? 
? 

? 

? 

100c3 

100c3 



Patent Application Publication Jul . 9 , 2020 Sheet 20 of 20 US 2020/0218254 A1 

FIG . 15 

START 

GUIDANCE MODE S1510 

MONITOR MOVEMENT S1520 

S1530 
SPECIFIC NO 

MOVEMENT DETECTED ? 

YES 

FOLLOWING TRAVEL MODE -S1540 

END 



US 2020/0218254 A1 Jul . 9 , 2020 

CONTROL METHOD OF ROBOT Technical Solution 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application claims the benefit of PCT Inter 
national Application No. PCT / KR2019 / 000086 , filed on Jan. 
3 , 2019 , which is hereby expressly incorporated by reference 
into the present application . 

TECHNICAL FIELD 

[ 0002 ] The present invention relates to a robot and a 
control method thereof , and more particularly , to a robot and 
a control method for providing a service by a robot while 
switching to a mode suitable for a situation . 

[ 0012 ] In accordance with an aspect of the present inven 
tion , the above and other objects can be accomplished by the 
provision of a robot and a method of controlling the same for 
automatically switching an operation mode while moving or 
providing a service and for providing an optimal service . 
[ 0013 ] In accordance with another aspect of the present 
invention , the above and other objects can be accomplished 
by the provision of a method of controlling a robot , includ 
ing operating in a following travel mode of following a user , 
operating in a guide mode for providing an escort service of 
providing guidance to a predetermined destination accord 
ing to a received detection signal , and switching back to the 
following travel mode upon detecting specific movement of 
the user , in the guide mode . 
[ 0014 ] In accordance with another aspect of the present 
invention , the above and other objects can be accomplished 
by the provision of a method of controlling a robot , includ 
ing operating in a guiding mode of providing guidance while 
moving ahead of a user , monitoring movement of the user 
while traveling in the guide mode , and converting into a 
following travel mode of following the user upon detecting 
specific movement of the user . 

BACKGROUND ART 

[ 0003 ] Robots have been developed for industrial use to 
administrate some parts of factory automation . Recently , the 
application fields of robots have further expanded , leading to 
the development of medical robots , aerospace robots , etc. 
and the manufacture of robots used in general homes for 
domestic uses . Among such robots , an autonomous mobile 
robot is referred to as a mobile robot . 
[ 0004 ] With the increase in the use of robots , the demand 
for robots capable of providing various types of information , 
entertainment , and services in addition to the repeated 
performance of simple functions has increased . 
[ 0005 ] Accordingly , robots for use in a home , stores , and 
public facilities so as to communicate with people are being 
developed . 
[ 0006 ] In addition , services using a mobile robot that is 
capable of traveling autonomously have been proposed . For 
example , the cited reference ( Korean Patent Application 
Publication No. 10-2008-0090150 , Published on Oct. 8 , 
2008 ) proposes a service robot capable of providing a 
service based on a current position thereof while moving in 
a service area , a service system using the service robot , and 
a method of controlling the service system using the service 
robot . 
[ 0007 ] However , a robot that provides service while mov 
ing for a specific user is not capable of changing an 
operation mode according to a situation while moving or 
providing a service . 
[ 0008 ] Accordingly , there is a need for a method of 
providing a service by a robot while appropriately switching 
to a mode according to a situation . 

Advantageous Effects 
[ 0015 ) According to at least one of the embodiments of the 
present invention , a service may be provided in various 
operation modes , thereby improving use convenience . 
[ 0016 ] According to at least one of the embodiments of the 
present invention , an operation mode may be actively con 
verted while movement or provision of a service and an 
optimal service may be provided . 
[ 0017 ] In addition , according to at least one of the embodi 
ments of the present invention , carrying and recommenda 
tion services related to shopping may be provided . 
[ 0018 ] Various other effects of the present invention will 
be directly or suggestively disclosed in the following 
detailed description of the invention . 

DESCRIPTION OF DRAWINGS 

DISCLOSURE 

Technical Problem 

[ 0009 ] It is an object of the present invention to provide a 
robot and a control method thereof for providing a service in 
various operation modes . 
[ 0010 ] It is another object of the present invention to 
provide a robot and a control method thereof for actively 
switching an operation mode to provide an optimal service 
while movement or provision of a service . 
[ 0011 ] It is another object of the present invention to 
provide a robot and a control method thereof for providing 
a carrying service and a recommendation service related to 
shopping 

[ 0019 ] FIG . 1 is a diagram illustrating the construction of 
a robot system according to an embodiment of the present 
invention . 
[ 0020 ] FIGS . 2A to 2D are reference diagrams illustrating 
a robot service delivery platform included in the robot 
system according to the embodiment of the present inven 
tion . 
[ 0021 ] FIG . 3 is a reference diagram illustrating learning 
using data acquired by a robot according to an embodiment 
of the present invention . 
[ 0022 ] FIGS . 4 , 5 , and 6A to 6D are diagrams exemplarily 
illustrating robots according to embodiments of the present 
invention . 
[ 0023 ] FIG . 7 illustrates an example of a simple internal 
block diagram of a robot according to an embodiment of the 
present invention . 
[ 0024 ] FIG . 8 is a flowchart illustrating a method of controlling a robot according to an embodiment of the 
present invention . 
[ 0025 ] FIGS . 9 to 14 are reference diagrams for explana 
tion of a service provided at a big - box store by a robot 
according to an embodiment of the present invention . 
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[ 0026 ] FIG . 15 is a flowchart illustrating a method of 
controlling a robot according to an embodiment of the 
present invention . 

BEST MODE 

22 

to 

[ 0027 ] Reference will now be made in detail to embodi 
ments , examples of which are illustrated in the accompany 
ing drawings . However , the present invention may be 
embodied in many different forms and should not be con 
strued as being limited to the embodiments set forth herein . 
[ 0028 ] In the following description , with respect to con 
stituent elements used in the following description , the 
suffixes " module " and " unit " are used or combined with 
each other only in consideration of ease in the preparation of 
the specification , and do not have or indicate mutually 
different meanings . Accordingly , the suffixes “ module ” and 
" unit " may be used interchangeably . 
[ 0029 ] It will be understood that although the terms “ first , ” 
“ second , ” etc. , may be used herein to describe various 
components , these components should not be limited by 
these terms . These terms are only used to distinguish one 
component from another component . 
[ 0030 ] FIG . 1 is a diagram illustrating the configuration of 
a robot system according to an embodiment of the present 
invention . 
[ 0031 ] Referring to FIG . 1 , the robot system 1 according 

an embodiment of the present invention may include one 
or more robots 100a , 1006 , 100c1 , 100c2 , and 100c3 and 
may provide services at various places , such as an airport , a 
hotel , a big - box store , a clothing store , a logistics center , and 
a hospital . For example , the robot system 1 may include at 
least one of a guide robot 100a for providing guidance for 
a specific place , article , and service , a home robot 100b for 
interacting with a user at home and communicating with 
another robot or electronic device based on user input , 
delivery robots 100c1 , 100c2 , and 100c3 for delivering 
specific articles , or a cleaning robot 100d for performing 
cleaning while traveling autonomously . 
[ 0032 ] In detail , the robot system 1 according to 
embodiment of the present invention includes a plurality of 
robots 100a , 100b , 100c1 , 100c2 , 100c3 , and 100d and a 
server 10 for administrating and controlling the plurality of 
robots 100a , 100b , 100c1 , 100c2 , 100c3 , and 100d . 
[ 0033 ] The server 10 may remotely monitor and control 
the state of the plurality of robots 100a , 100b , 100c1 , 100c2 , 
100c3 , and 100d , and the robot system 1 may provide more 
effective services using the plurality of robots 100a , 100b , 
100c1 , 100c2 , 100c3 , and 100d . 
[ 0034 ] In more detail , the robot system 1 may include 
various types of robots 100a , 1000 , 100c1 , 100c2 , 100c3 , 
and 100d . Accordingly , services may be provided through 
the respective robots , and more various and convenient 
services may be provided through cooperation between the 
robots . 
[ 0035 ] The plurality of robots 100a , 100b , 100c1 , 100c2 , 
100c3 , and 100d and the server 10 may include a commu 
nication element that supports one or more communication 
protocols and may communicate with each other . In addi 
tion , the plurality of robots 100a , 100b , 100c1 , 100c2 , 
100c3 , and 100d and the server 10 may communicate with 
a PC , a mobile terminal , or another external server . 
[ 0036 ] For example , the plurality of robots 100a , 100b , 
100c1 , 100c2 , 100c3 , and 100d and the server 10 may 

communicate with each other using a message queuing 
telemetry transport ( MQTT ) scheme . 
[ 0037 ] Alternatively , the plurality of robots 100a , 100b , 
100c1 , 100c2 , 100c3 , and 100d and the server 10 may 
communicate with each other using a hypertext transfer 
protocol ( HTTP ) scheme . 
[ 0038 ] In addition , the plurality of robots 100a , 100b , 
100c1 , 100c2 , 100c3 , and 100d and the server 10 may 
communicate with a PC , a mobile terminal , or another 
external server using the HTTP or MQTT scheme . 
[ 0039 ] Depending on the cases , the plurality of robots 
100a , 100b , 100c1 , 100c2 , 100c3 , and 100d and the server 
10 may support two or more communication protocols , and 
may use the optimal communication protocol depending on 
the type of communication data or the type of a device 
participating in communication . 
[ 0040 ] The server 10 may be embodied as a cloud server , 
whereby a user may use data stored in the server 10 and a 
function or service provided by the server 10 using any of 
various devices , such as a PC or a mobile terminal , which is 
connected to the server 10. The cloud server 10 may be 
operatively connected to the robots 100a , 100b , 100c1 , 
100c2 , 100c3 , and 100d and may monitor and control the 
robots 100a , 100 , 100c1 , 100c2 , 100c3 , and 100d to 
remotely provide various solutions and content . 
[ 0041 ] The user may check or control information on the 
robots 100a , 1006 , 100c1 , 100c2 , 100c3 , and 100d in the 
robot system using the PC or the mobile terminal . 
[ 0042 ] In the specification , the ' user ' may be a person who 
uses a service through at least one robot , and may include an 
individual consumer who purchases or rents a robot and uses 
the robot in a home or elsewhere , managers and employees 
of a company that provides a service to an employee or a 
consumer using a robot , and consumers that use a service 
provided by such a company . Thus , the ' user ' may include 
business - to - consumer ( B2C ) and business - to - business 
( B2B ) cases . 
[ 0043 ] The user may monitor the state and location of the 
robots 100a , 1000 , 100c1 , 100c2 , 100c3 , and 100d in the 
robot system and may administrate content and task sched 
ules using the PC or the mobile terminal . 
[ 0044 ] The server 10 may store and administrate informa 
tion received from the robots 100a , 100b , 100c1 , 100c2 , 
100c3 , and 100d and other devices . 
[ 0045 ] The server 10 may be a server that is provided by 
the manufacturer of the robots 100a , 100 , 100c1 , 100c2 , 
100c3 , and 100d or a company engaged by the manufacturer 
to provide services . 
[ 0046 ] The system according to the present invention may 
be operatively connected to two or more servers . 
[ 0047 ] For example , the server 10 may communicate with 
external cloud servers 20 , such as El and E2 , and with third 
parties 30 providing content and services , such as T1 , T2 , 
and T3 . Accordingly , the server 10 may be operatively 
connected to the external cloud servers 20 and with third 
parties 30 and may provide various services . 
[ 0048 ] The server 10 may be a control server for admin 
istrating and controlling the robots 100a , 100b , 100c1 , 
100c2 , 100c3 , and 100d . 
[ 0049 ] The server 10 may collectively or individually 
control the robots 100a , 100b , 100c1 , 100c2 , 100c3 , and 
100d . In addition , the server 10 may group at least some of 
the robots 100a , 100b , 100c1 , 100c2 , 100c3 , and 100d and 
may perform control for each group . 

an 
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[ 0050 ] The server 10 may be configured as a plurality of 
servers , to which information and functions are distributed , 
or as a single integrated server . 
[ 0051 ] Because the server 10 may be configured as a 
plurality of servers , to which information and functions are 
distributed , or as a single integrated server and may admin 
istrate the overall service using the robots , the server may be 
called a robot service delivery platform ( RSDP ) . 
[ 0052 ] FIGS . 2A to 2D are reference diagrams illustrating 
a robot service delivery platform included in the robot 
system according to the embodiment of the present inven 
tion . 

[ 0053 ] FIG . 2A exemplarily illustrates a communication 
architecture of a robot service delivery platform according to 
an embodiment of the present invention . 
[ 0054 ] Referring to FIG . 2A , the robot service delivery 
platform 10 may include one or more servers 11 and 12 and 
may administrate and control robots 100 , such as the guide 
robot 100a or the cleaning robot 100d . 
[ 0055 ] The robot service delivery platform 10 may include 
a control server 11 that communicates with a client 40 
through a web browser 41 or an application 42 in a mobile 
terminal and administrates and controls the robots 100 and 
a device administration server 12 for relaying and adminis 
trating data related to the robot 100 . 
[ 0056 ] The control server 11 may include a control / service 
server 11a for providing a control service capable of moni 
toring the state and location of the robots 100 and admin 
istrating content and task schedules based on user input 
received from the client 40 and an administrator application 
server 11b that a control administrator is capable of access 
ing through the web browser 41 . 
[ 0057 ] The control / service server 11a may include a data 
base , and may respond to a service request from the client 
40 , such as robot administration , control , firmware over the 
air ( FOTA ) upgrade , and location inquiry . 
[ 0058 ] The control administrator may be capable of 
accessing the administrator application server 11b under the 
authority of the administrator , and the administrator appli 
cation server may administrate functions related to the robot , 
applications , and content . 
[ 0059 ] The device administration server 12 may function 
as a proxy server , may store metadata related to original 
data , and may perform a data backup function using a 
snapshot indicating the state of a storage device . 
[ 0060 ] The device administration server 12 may include a 
storage for storing various data and a common server that 
communicates with the control / service server 11a . The com 
mon server may store various data in the storage , may 
retrieve data from the storage , and may respond to a service 
request from the control / service server 11a , such as robot 
administration , control , firmware over the air , and location 
inquiry . 
[ 0061 ] In addition , the robots 100 may download map data 
and firmware data stored in the storage . 
[ 0062 ] Because the control server 11 and the device 
administration server 12 are separately configured , it is not 
necessary to store data in the storage or to retransmit the 
data , which may be advantageous in terms of the processing 
speed and time and effective administration may be easily 
achieved in terms of security . 

[ 0063 ] The robot service delivery platform 10 is a set of 
servers that provide services related to the robot , and may 
mean all components excluding the client 40 and the robots 
100 in FIG . 2A . 
[ 0064 ] For example , the robot service delivery platform 10 
may further include a user administration server 13 for 
administrating user accounts . The user administration server 
13 may administrate user authentication , registration , and 
withdrawal . 
[ 0065 ] In some embodiments , the robot service delivery 
platform 10 may further include a map server 14 for pro 
viding map data and data based on geographical informa 
tion . 
[ 0066 ] The map data received by the map server 14 may 
be stored in the control server 11 and / or the device admin 
istration server 12 , and the map data in the map server 14 
may be downloaded by the robots 100. Alternatively , the 
map data may be transmitted from the map server 14 to the 
robots 100 according to a request from the control server 11 
and / or the device administration server 12 . 
[ 0067 ] The robots 100 and the servers 11 and 12 may 
include a communication element that support one or more 
communication protocols and may communicate with each 
other . 
[ 0068 ] Referring to FIG . 2A , the robots 100 and the 
servers 11 and 12 may communicate with each other using 
the MQTT scheme . The MQTT scheme is a scheme in which 
a message is transmitted and received through a broker , and 
is advantageous in terms of low power and speed . In the case 
in which the robot service delivery platform 10 uses the 
MQTT scheme , the broker may be constructed in the device 
administration server 12 . 
[ 0069 ] In addition , the robots 100 and the servers 11 and 
12 may support two or more communication protocols , and 
may use the optimal communication protocol depending on 
the type of communication data or the type of a device 
participating in communication . FIG . 2A exemplarily illus 
trates a communication path using the MQTT scheme and a 
communication path using the HTML scheme . 
[ 0070 ] The servers 11 and 12 and the robots 100 may 
communicate with each other using the MQTT scheme 
irrespective of the type of the robots . 
[ 0071 ] The robots 100 may transmit the current state 
thereof to the servers 11 and 12 through an MQTT session , 
and may receive remote control commands from the servers 
11 and 12. For MQTT connection , a digital certificate of 
authentication , such as a personal key ( issued for SCR 
generation ) , an X.509 certificate of authentication received 
at the time of robot registration , a certificate of device 
administration server authentication , or other authentication 
schemes may be used . 
[ 0072 ] In FIG . 2A , the servers 11 , 12 , 13 , and 14 are 
classified based on the functions thereof . However , the 
present invention is not limited thereto . Two or more func 
tions may be performed by a single server , and a single 
function may be performed by two or more servers . 
[ 0073 ] FIG . 2B exemplarily illustrates a block diagram of 
the robot service delivery platform according to the embodi 
ment of the present invention , and exemplarily illustrates 
upper - level applications of a robot control platform related 
to robot control . 
[ 0074 ] Referring to FIG . 2B , the robot control platform 2 
may include a user interface 3 and functions / services 4 
provided by the control / service server 11a . 
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[ 0075 ] The robot control platform 2 may provide a web 
site - based control administrator user interface 3a and an 
application - based user interface 3b . 
[ 0076 ] The client 40 may use the user interface 3b , pro 
vided by the robot control platform 2 through a device used 
by the client 40 itself . 
[ 0077 ] FIGS . 2C and 2D are diagrams showing an 
example of a user interface provided by the robot service 
delivery platform 10 according to the embodiment of the 
present invention . 
[ 0078 ] FIG . 2C illustrates a monitoring screen 210 related 
to a plurality of guide robots 100a . 
[ 0079 ] Referring to FIG . 2C , the user interface screen 210 
provided by the robot service delivery platform 10 may 
include state information 211 of the robots and location 
information 212a , 212b , and 212c of the robots . 
[ 0080 ] The state information 211 may indicate the current 
state of the robots , such as guiding , waiting , or charging . 
[ 0081 ] The location information 212a , 212b , and 2120 
may indicate the current location of the robots on a map 
screen . In some embodiments , the location information 
212a , 212b , and 212c may be displayed using different 
shapes and colors depending on the state of the correspond 
ing robot , and may thus provide a larger amount of infor 
mation . 
[ 0082 ] The user may monitor the operation mode of the 
robot and the current location of the robot in real time 
through the user interface screen 210 . 
[ 0083 ] FIG . 2D illustrates monitoring screens related to an 
individual guide robot 100a . 
[ 0084 ] Referring to FIG . 2D , when the individual guide 
robot 100a is selected , a user interface screen 220 including 
history information 221 for a predetermined time period 
may be provided . 
[ 0085 ] The user interface screen 220 may include current 
location information of the selected individual guide robot 
100a . 
[ 0086 ] The user interface screen 220 may further include 
notification information 222 about the separate guide robot 
100a , such as the remaining capacity of a battery and 
movement thereof . 
[ 0087 ] Referring to FIG . 2B , the control / service server 11a 
may include common units 4a and 4b including functions 
and services that are commonly applied to a plurality of 
robots and a dedicated unit 4c including specialized func 
tions related to at least some of the plurality of robots . 
[ 0088 ] In some embodiments , the common units 4a and 4b 
may be classified into basic services 4a and common func 
tions 4b . 
[ 0089 ] The common units 4a and 4b may include a state 
monitoring service for checking the state of the robots , a 
diagnostic service for diagnosing the state of the robots , a 
remote control service for remotely controlling the robots , a 
robot location tracking service for tracking the location of 
the robots , a schedule administration service for assigning , 
checking , and modifying tasks of the robots , a statistics / 
report service capable of checking various statistical data 
and analysis reports , and the like . 
[ 0090 ] The common units 4a and 4b may include a user 
role administration function of administrating the authority 
of a robot authentication function user , an operation history 
administration function , a robot administration function , a 
firmware administration function , a push function related to 
push notification , a robot group administration function of 

setting and administrating groups of robots , a map admin 
istration function of checking and administrating map data 
and version information , an announcement administration 
function , and the like . 
[ 0091 ] The dedicated unit 4c may include specialized 
functions obtained by considering the places at which the 
robots are operated , the type of services , and the demands of 
customers . The dedicated unit 4c may mainly include a 
specialized function for B2B customers . For example , in the 
case of the cleaning robot 100d , the dedicated unit 4c may 
include a cleaning area setting function , a function of 
monitoring a state for each site , a cleaning reservation 
setting function , and a cleaning history inquiry function . 
[ 0092 ] The specialized function provided by the dedicated 
unit 4c may be based on functions and services that are 
commonly applied . For example , the specialized function 
may also be configured by modifying the basic services 4a 
or adding a predetermined service to the basic services 4a . 
Alternatively , the specialized function may be configured by 
partially modifying the common function . 
[ 0093 ] In this case , the basic service or the common 
function corresponding to the specialized function provided 
by the dedicated unit 4c may be removed or inactivated . 
[ 0094 ] FIG . 3 is a reference view illustrating learning 
using data acquired by a robot according to an embodiment 
of the present invention . 
[ 0095 ] Referring to FIG . 3 , product data acquired through 
an operation of a predetermined device , such as a robot 100 , 
may be transmitted to the server 10 . 
[ 0096 ] For example , the robot 100 may transmit data 
related to a space , an object , and usage to the server 10 . 
[ 0097 ] Here , the data related to a space , an object , and 
usage may be data related to recognition of a space and an 
object recognized by the robot 100 or may be image data of 
a space or object acquired by an image acquisition unit 120 
( refer to FIG . 7 ) . 
[ 0098 ] In some embodiments , the robot 100 and the server 
10 may include a software or hardware type artificial neural 
network ( ANN ) trained to recognize at least one of the 
attributes of a user , the attributes of speech , the attributes of 
a space , or the attributes of an object , such as an obstacle . 
[ 0099 ] According to an embodiment of the present inven 
tion , the robot 100 and the server 10 may include a deep 
neural network ( DNN ) trained using deep learning , such as 
a convolutional neural network ( CNN ) , a recurrent neural 
network ( RNN ) , or a deep belief network ( DBN ) . For 
example , the deep neural network ( DNN ) , such as the 
convolutional neural network ( CNN ) , may be installed in a 
controller 140 ( refer to FIG . 7 ) of the robot 100 . 
[ 0100 ] The server 10 may train the deep neural network 
( DNN ) based on the data received from the robot 100 and 
data input by a user , and may then transmit the updated data 
of the deep neural network ( DNN ) to the robot 100. Accord 
ingly , the deep neural network ( DNN ) of artificial intelli 
gence included in the robot 100 may be updated . 
[ 0101 ] The usage related data may be data acquired in the 
course of use of a predetermined product , e.g. , the robot 100 , 
may include usage history data and sensing data acquired by 
a sensor unit 170 ( refer to FIG . 7 ) . 
[ 0102 ] The trained deep neural network ( DNN ) may 
receive input data for recognition , may recognize the attri 
butes of a person , an object , and a space included in the input 
data , and may output the result . 
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[ 0103 ] The trained deep neural network ( DNN ) may 
receive input data for recognition , and may analyze and train 
usage related data of the robot 100 and may recognize the 
usage pattern and the usage environment . 
[ 0104 ] The data related to a space , an object , and usage 
may be transmitted to the server 10 through a communica 
tion unit 190 ( refer to FIG . 7 ) . 
[ 0105 ] The server 10 may train the deep neural network 
( DNN ) based on the received data , may transmit the updated 
configuration data of the deep neural network ( DNN ) to the 
robot 10 , and may then update the data . 
[ 0106 ] Accordingly , a user experience UX in which the 
robot 100 becomes smarter and evolves along with continual 
use thereof may be provided . 
[ 0107 ] The robot 100 and the server 10 may also use 
external information . For example , the server 10 may syn 
thetically use external information acquired from other 
service servers 20 and associated therewith and may provide 
an excellent user experience UX . 
[ 0108 ] The server 10 may receive a speech input signal 
from a user and may perform speech recognition . To this 
end , the server may include a speech recognition module , 
and the speech recognition module may include an artificial 
neural network trained to perform speech recognition on 
input data and to output the speech recognition result . 
[ 0109 ] In some embodiments , the server 10 may include a 
speech recognition server for speech recognition . In addi 
tion , the speech recognition server may also include a 
plurality of servers for performing assigned speech recog 
nition procedure . For example , the speech recognition server 
may include an automatic speech recognition ( ASR ) server 
for receiving speech data and converting the received speech 
data into text data and a natural language processing ( NLP ) 
server for receiving the text data from the automatic speech 
recognition server , analyzing the received text data , and 
determining a speech command . Depending on the cases , the 
speech recognition server may further include a text to 
speech ( TTS ) server for converting the text speech recog 
nition result output by the natural language processing 
server into speech data and transmitting the speech data to 
another server or device . 
[ 0110 ] According to the present invention , because the 
robot 100 and / or the server 10 are capable of performing 
speech recognition , user speech may be used as input for 
controlling the robot 100 . 
[ 0111 ] According to the present invention , the robot 100 
may actively provide information or output speech for 
recommending a function or a service first , and thus more 
various and active control functions may be provided to the 

[ 0115 ] The guide robot 100a may include a display 110a 
and may display a predetermined image , such as a user 
interface screen . 
[ 0116 ] The guide robot 100a may display a user interface 
( UI ) image including events , advertisements , and guide 
information on the display 110a . The display 110a may be 
configured as a touchscreen and may also be used as an input 
element . 
[ 0117 ] The guide robot 100a may receive user input , such 
as touch input or speech input , and may display information 
on an object or a place corresponding to the user input on a 
screen of the display 110a . 
[ 0118 ] In some embodiments , the guide robot 100a may 
include a scanner for identifying a ticket , an airline ticket , a 
barcode , a QR code , and the like for guidance . 
[ 0119 ] The guide robot 100a may provide an escort ser 
vice of directly guiding a user to a specific destination while 
moving to the specific destination in response to a user 
request . 
[ 0120 ] The cleaning robot 100d may include a cleaning 
tool 135d , such as a brush , and may clean a specific space 
while autonomously moving . 
[ 0121 ] The mobile robots 100a and 100d may perform 
assigned tasks while traveling in specific spaces . The mobile 
robots 100a and 100d may perform autonomous travel , in 
which the robots move while generating a path to a specific 
destination , or following travel , in which the robots follow 
people or other robots . To prevent a safety - related accident , 
the mobile robots 100a and 100d may travel while detecting 
and avoiding an obstacle based on image data acquired by 
the image acquisition unit 120 or sensing data acquired by 
the sensor unit 170 while moving . 
[ 0122 ] FIG . 5 is a front view illustrating an outer appear 
ance of a home robot according to an embodiment of the 
present invention . 
[ 0123 ] Referring to FIG . 5 , the home robot 100b includes 
main bodies 111b and 112b for forming an outer appearance 
thereof and accommodating various components . 
[ 0124 ] The main bodies 111b and 112b may include a 
body 111b for forming a space for various components 
included in the home robot 100b , and a support unit 112b 
disposed at the lower side of the body 111b for supporting 
the body 1116 . 
[ 0125 ] The home robot 100b may include a head 110b 
disposed at the upper side of the main bodies 111b and 112b . 
A display 182b for displaying an image may be disposed on 
a front surface of the head 110b . 
[ 0126 ] In the specification , the forward direction may 
positive y - axis direction , the upward and downward direc 
tion may be a z - axis direction , and the leftward and right 
ward direction may be an x - axis direction . 
[ 0127 ] The head 1106 may be rotated about the x axis 
within a predetermined angular range . 
[ 0128 ] Accordingly , when viewed from the front , the head 
110b may nod in the upward and downward direction in the 
manner in which a human head nods in the upward and 
downward direction . For example , the head 110b may 
perform rotation and return within a predetermined range 
once or more in the manner in which a human head nods in 
the upward and downward direction . 
[ 0129 ] In some embodiments , at least a portion of the front 
surface of the head 100b , on which the display 1826 
corresponding to the face of the human is disposed , may be 
configured to nod . 

be a 

user . 

[ 0112 ] FIGS . 4 , 5 , and 6A to 6D are diagrams showing 
examples of robots according to embodiments of the present 
invention . The robots 100 may be disposed or may travel in 
specific spaces and may perform assigned tasks . 
[ 0113 ] FIG . 4 illustrates an example of mobile robots that 
are mainly used in a public place . The mobile robot is a robot 
that autonomously moves using wheels . Accordingly , the 
mobile robot may be a guide robot , a cleaning robot , a 
domestic robot , a guard robot . However , the present inven 
tion is not limited at to the type of the mobile robot . 
[ 0114 ] FIG . 4 illustrates an example of a guide robot 100a 
and a cleaning robot 100d . 
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[ 0130 ] Thus , in the specification , although an embodiment 
in which the entire head 110b is moved in the upward and 
downward direction is described , unless particularly other 
wise , the operation in which the head 110b nods in the 
upward and downward direction may be replaced by the 
operation in which at least a portion of the front surface of 
the head , on which the display 182b is disposed , nods in the 
upward and downward direction . 
[ 0131 ] The body 111b may be configured to rotate in the 
leftward and rightward direction . That is , the body 1116 may 
be configured to rotate at 360 degrees about the z axis . 
[ 0132 ] In some embodiments , the body 111b may also be 
configured to rotate about the x axis within a predetermined 
angular range , and thus the body may move in the manner 
of bowing in the upward and downward direction . In this 
case , as the body 111b rotates in the upward and downward 
direction , the head 110b may also rotate about the axis about 
which the body 111b is rotated . 
[ 0133 ] Thus , in the specification , the operation in which 
the head 110b nods in the upward and downward direction 
may include both the case in which the head 110b rotates 
about a predetermined axis in the upward and downward 
direction when viewed from the front and the case in which , 
as the body 111b nods in the upward and downward direc 
tion , the head 110b connected to the body 111b also rotates 
and thus nods . 
[ 0134 ] The home robot 100b may include an image acqui 
sition unit 1206 for capturing an image of surroundings of 
the main bodies 111b and 112b , or an image of at least a 
predetermined range based on the front of the main bodies 
1116 and 112b . 
[ 0135 ] The image acquisition unit 120b may capture an 
image of the surroundings of the main bodies 1116 and 112b 
and an external environment and may include a camera 
module . A plurality of cameras may be installed at respective 
positions to improve photographing efficiency . In detail , the 
image acquisition unit 120b may include a front camera 
provided at the front surface of the head 110b for capturing 
an image of the front of the main bodies 111b and 112b . 
[ 0136 ] The home robot 100b may include a speech input 
unit 125b for receiving user speech input . 
[ 0137 ] The speech input unit 125b may include or may be 
connected to a processing unit for converting analog sound 
into digital data and may convert a user input speech signal 
into data to be recognized by the server 10 or the controller 
140 . 
[ 0138 ] The speech input unit 125b may include a plurality 
of microphones for improving the accuracy of reception of 
user speech input and determining the location of a user . 
( 0139 ] For example , the speech input unit 125b may 
include at least two microphones . 
[ 0140 ] The plurality of microphones ( MIC ) may be spaced 
apart from each other at different positions and may acquire 
and convert an external audio signal including a speech 
signal into an electrical signal . 
[ 0141 ] At least two microphones , that is , input devices , 
may be required to estimate a sound source from which 
sound is generated and the orientation of the user , and as the 
physical distance between the microphones increases , reso 
lution ( angle ) in detecting the direction increases . In some 
embodiments , two microphones may be disposed on the 
head 110b . Two microphones may be further disposed on the 
rear surface of the head 110b , and thus the location of the 
user in a three - dimensional space may be determined . 

[ 0142 ] Sound output units 181b may be disposed on the 
left and right surfaces of the head 110b and may output 
predetermined information in the form of sound . 
[ 0143 ] The outer appearance and configuration of the 
robot exemplified in FIG . 5 is exemplary and the present 
invention is not limited thereto . For example , the entire 
robot 110 may tilt or swing in a specific direction , differently 
from the rotational direction of the robot 100 exemplified in 
FIG . 5 . 
[ 0144 ] FIGS . 6A to 6D are diagrams showing examples of 
delivery robots 100c , 100c1 , 100c2 , and 100c3 for deliver 
ing predetermined articles . 
[ 0145 ] Referring to the drawings , the delivery robots 100c , 
100c1 , 100c2 , and 100c3 may travel in an autonomous or 
following manner , each of the delivery robots may move to 
a predetermined place while carrying a load , an article , or a 
carrier C , and depending on the cases , each of the delivery 
robots may also provide an escort service of guiding a user 
to a specific place . 
[ 0146 ] The delivery robots 100c , 100c1 , 100c2 , and 100c3 
may travel autonomously at a specific place and may pro 
vide guidance to a specific place or may deliver loads , such 
as baggage . 
[ 0147 ] The delivery robots 100c , 100c1 , 100c2 , and 100c3 
may follow a user while maintaining a predetermined dis 
tance from the user . 
[ 0148 ] In some embodiments , each of the delivery robots 
100c , 100c1 , 100c2 , and 100c3 may include a weight sensor 
for detecting the weight of a load to be delivered , and may 
inform the user of the weight of the load detected by the 
weight sensor . 
[ 0149 ] A modular design may be applied to each of the 
delivery robots 100c , 100c1 , 100c2 , and 100c3 and may 
provide services optimized depending on the use environ 
ment and purpose . 
[ 0150 ] For example , the basic platform 100c may include 
a traveling module 160c , which is in charge of traveling and 
includes a wheel and a motor , and a UI module 180c , which 
is in charge of interacting with a user and includes a display , 
a microphone , and a speaker . 
[ 0151 ] Referring to the drawings , the traveling module 
160c may include one or more openings OP1 , OP2 , and 
OP3 . 
[ 0152 ] The first opening OP1 may be formed in the 
traveling module 160c to allow a front lidar to be operable , 
and may be formed over the front to the side of the outer 
circumferential surface of the traveling module 160c . 
[ 0153 ] The front lidar may be disposed in the traveling 
module 160c to face the first opening OP1 . Accordingly , the 
front lidar may emit a laser through the first opening OP1 . 
[ 0154 ] The second opening OP2 may be formed in the 
traveling module 160c to allow a rear lidar to be operable , 
and may be formed over the rear to the side of the outer 
circumferential surface of the traveling module 160c . 
[ 0155 ] The rear lidar may be disposed in the traveling 
module 160c to face the second opening OP2 . Accordingly , 
the rear lidar may emit a laser through the second opening 
OP2 . 
[ 0156 ] The third opening OP3 may be formed in the 
traveling module 160c to allow a sensor disposed in the 
traveling module , such as a cliff sensor for detecting whether 
a cliff is present on a floor within a traveling area , to be 
operable . 
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[ 0157 ] A sensor may be disposed on the outer surface of 
the traveling module 160c . An obstacle sensor , such as an 
ultrasonic sensor 171c , for detecting an obstacle may be 
disposed on the outer surface of the traveling module 160c . 
[ 0158 ] For example , the ultrasonic sensor 171c may be a 
sensor for measuring a distance between an obstacle and 
each of the delivery robots 100c , 100c1 , 100c2 , and 100c3 
using an ultrasonic signal . The ultrasonic sensor 171c may 
detect an obstacle adjacent to each of the delivery robots 
100c , 100c1 , 100c2 , and 100c3 . 
[ 0159 ] For example , a plurality of ultrasonic sensors 1710 
may be configured to detect obstacles adjacent to the deliv 
ery robots 100c , 100c1 , 100c2 , and 100c3 in all directions . 
The ultrasonic sensors 171c may be spaced apart from each 
other along the circumference of the traveling module 160c . 
[ 0160 ] In some embodiments , the UI module 180c may 
include two displays 182a and 182b , and at least one of the 
two displays 182a and 182b may be configured in the form 
of a touchscreen and may also be used as an input element . 
[ 0161 ] The UI module 180c may further include the 
camera of the image acquisition unit 120. The camera may 
be disposed on the front surface of the UI module 180c and 
may acquire image data of a predetermined range from the 
front of the UI module 180c . 
[ 0162 ] In some embodiments , at least a portion of the UI 
module 180c may be configured to rotate . For example , the 
UI module 180c may include a head unit 180ca configured 
to rotate in the leftward and rightward direction and a body 
unit 180cb for supporting the head unit 180ca . 
[ 0163 ] The head unit 180ca may rotate based on an 
operation mode and a current state of the delivery robots 
100c , 100c1 , 100c2 , and 100c3 . 
[ 0164 ] The camera may be disposed at the head unit 180ca 
and may acquire image data of a predetermined range in a 
direction in which the head unit 180a is oriented . 
[ 0165 ] For example , in the following travel mode in which 
the delivery robots 100c , 100c1 , 100c2 , and 100c3 follow a 
user , the head unit 180ca may rotate to face forwards . In the 
guide mode in which the delivery robots 100c , 100c1 , 
100c2 , and 100c3 provide an escort service of guiding a user 
to a predetermined destination while moving ahead of the 
user , the head unit 180ca may rotate to face backwards . 
[ 0166 ] The head unit 180ca may rotate to face a user 
identified by the camera . 
[ 0167 ] The porter robot 100c1 may further include a 
delivery service module 160c1 for accommodating a load as 
well as components of the basic platform 100c . In some 
embodiments , the porter robot 100c1 may include a scanner 
for identifying a ticket , an airline ticket , a barcode , a QR 
code , and the like for guidance . 
[ 0168 ] The serving robot 100c2 may further include a 
serving service module 160c2 for accommodating serving 
articles as well as the components of the basic platform 
100c . For example , serving articles in a hotel may corre 
spond to towels , toothbrushes , toothpaste , bathroom sup 
plies , bedclothes , drinks , foods , room service items , or other 
small electronic devices . The serving service module 160c2 
may include a space for accommodating serving articles and 
may stably deliver the serving articles . The serving service 
module 160c2 may include a door for opening and closing 
the space for accommodating the serving articles , and the 
door may be manually and / or automatically opened and 
closed . 

[ 0169 ] The cart robot 100c3 may further include a shop 
ping cart service module 160c3 for accommodating cus 
tomer shopping articles as well as the components of the 
basic platform 100c . The shopping cart service module 
160c3 may include a scanner for recognizing a barcode , a 
QR code , and the like of a shopping article . 
[ 0170 ] The service modules 160c1 , 160c2 , and 160c3 may 
be mechanically coupled to the traveling module 160c 
and / or the UI module 180c . The service modules 160c1 , 
160c2 , and 160c3 may be conductively coupled to the 
traveling module 160c and / or the UI module 180 and may 
transmit and receive a signal . Accordingly , they may be 
organically operated . 
[ 0171 ] To this end , the delivery robots 100c , 100c1 , 
100c2 , and 100c3 may include a coupling unit 400c for 
coupling the traveling module 160c and / or the UI module 
180 to the service modules 160c1 , 160c2 , and 160c3 . 
[ 0172 ] FIG . 7 is a schematic internal block diagram illus 
trating an example of a robot according to an embodiment of 
the present invention . 
[ 0173 ] Referring to FIG . 7 , the robot 100 according to the 
embodiment of the present invention may include a control 
ler 140 for controlling an overall operation of the robot 100 , 
a storage unit 130 for storing various data , and a commu 
nication unit 190 for transmitting and receiving data to and 
from another device such as the server 10 . 
[ 0174 ] The controller 140 may control the storage unit 
130 , the communication unit 190 , a driving unit 160 , a 
sensor unit 170 , and an output unit 180 in the robot 100 , and 
thus may control an overall operation of the robot 100 . 
( 0175 ] The storage unit 130 may store various types of 
information required to control the robot 100 and may 
include a volatile or nonvolatile recording medium . The 
recording medium may store data readable by a micropro 
cessor and may include , for example , a hard disk drive 
( HDD ) , a solid state disk ( SSD ) , a silicon disk drive ( SDD ) , 
a ROM , a RAM , a CD - ROM , a magnetic tape , a floppy disk , 
and an optical data storage device . 
[ 0176 ] The controller 140 may control the communication 
unit 190 to transmit the operation state of the robot 100 or 
user input to the server 10 or the like . 
[ 0177 ] The communication unit 190 may include at least 
one communication module , may connect the robot 100 to 
the Internet or to a predetermined network , and may com 
municate with another device . 
[ 0178 ] The communication unit 190 may be connected to 
a communication module provided in the server 10 and may 
process transmission and reception of data between the robot 
100 and the server 10 . 
[ 0179 ] The robot 100 according to the embodiment of the 
present invention may further include a speech input unit 
125 for receiving user speech input through a microphone . 
[ 0180 ] The speech input unit 125 may include or may be 
connected to a processing unit for converting analog sound 
to digital data and may convert a user input speech signal 
into data to be recognized by the server 10 or the controller 
140 . 
[ 0181 ] The storage unit 130 may store data for speech 
recognition , and the controller 140 may process the user 
speech input signal received through the speech input unit 
125 , and may perform a speech recognition process . 
[ 0182 ] The speech recognition process may be performed 
by the server 10 , not by the robot 100. In this case , the 
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controller 140 may control the communication unit 190 to 
transmit the user speech input signal to the server 10 . 
[ 0183 ] Alternatively , simple speech recognition may be 
performed by the robot 100 , and high - dimensional speech 
recognition such as natural language processing may be 
performed by the server 10 . 
[ 0184 ] For example , upon receiving speech input includ 
ing a predetermined keyword , the robot 100 may perform an 
operation corresponding to the keyword , and other speech 
input may be performed through the server 10. Alternatively , 
the robot 100 may merely perform wake word recognition 
for activating a speech recognition mode , and subsequent 
speech recognition of the user speech input may be per 
formed through the server 10 . 
[ 0185 ] The controller 140 may perform control to enable 
the robot 100 to perform a predetermined operation based on 
the speech recognition result . 
[ 0186 ] The robot 100 may include an output unit 180 and 
may display predetermined information in the form of an 
image or may output the predetermined information in the 
form of sound . 
[ 0187 ] The output unit 180 may include a display 182 for 
displaying information corresponding to user command 
input , a processing result corresponding to the user com 
mand input , an operation mode , an operation state , and an 
error state in the form of an image . In some embodiments , 
the robot 100 may include a plurality of displays 182 . 
[ 0188 ] In some embodiments , at least some of the displays 182 may configure a layered structure along with a touchpad 
and may configure a touchscreen . In this case , the display 
182 configuring the touchscreen may also be used as an 
input device for allowing a user to input information via 
touch as well as an output device . 
[ 0189 ] The output unit 180 may further include a sound 
output unit 181 for outputting an audio signal . The sound 
output unit 181 may output an alarm sound , a notification 
message about the operation mode , the operation state , and 
the error state , information corresponding to user command 
input , and a processing result corresponding to the user 
command input in the form of sound under the control of the 
controller 140. The sound output unit 181 may convert an 
electrical signal from the controller 140 into an audio signal , 
and may output the audio signal . To this end , a speaker may 
be embodied . 
[ 0190 ] In some embodiments , the robot 100 may further 
include an image acquisition unit 120 for capturing an image 
of a predetermined range . 
[ 0191 ] The image acquisition unit 120 may capture an 
image of the periphery of the robot 100 , an external envi 
ronment , and the like , and may include a camera module . A 
plurality of cameras may be installed at predetermined positions for photographing efficiency . 
[ 0192 ] The image acquisition unit 120 may capture an 
image for user recognition . The controller 140 may deter 
mine an external situation or may recognize a user ( a 
guidance target ) based on the image captured by the image 
acquisition unit 120 . 
[ 0193 ] When the robot 100 is a mobile robot such as the 
guide robot 100a , the delivery robots 100c , 100c1 , 100c2 , 
and 100c3 , and the cleaning robot 100d , the controller 140 
may perform control to enable the robot 100 to travel based 
on the image captured by the image acquisition unit 120 . 
[ 0194 ] The image captured by the image acquisition unit 
120 may be stored in the storage unit 130 . 

[ 0195 ] When the robot 100 is a mobile robot such as the 
guide robot 100a , the delivery robots 100c , 100c1 , 100c2 , 
and 100c3 , and the cleaning robot 100d , the robot 100 may 
further include a driving unit 160 for movement . The driving 
unit 160 may move a main body under the control of the 
controller 140 . 
[ 0196 ] The driving unit 160 may include at least one 
driving wheel for moving the main body of the robot 100 . 
The driving unit 160 may include a driving motor connected 
to the driving wheel for rotating the driving wheel . Respec 
tive driving wheels may be installed on left and right sides 
of the main body and may be referred to as a left wheel and 
a right wheel . 
[ 0197 ] The left wheel and the right wheel may be driven 
by a single driving motor , but as necessary , a left wheel 
driving motor for driving the left wheel and the right wheel 
driving motor for driving the right wheel may be separately 
installed . A direction in which the main body travels may be 
changed to the left or to the right based on a rotational speed 
difference between the left wheel and the right wheel . 
[ 0198 ] An immobile robot 100 such as the home robot 
100b may include a driving unit 160 for performing a 
predetermined action as described above with reference to 
FIG . 5 . 
[ 0199 ] In this case , the driving unit 160 may include a 
plurality of driving motors for rotating and / or moving the 
body 111b and the head 110b . 
[ 0200 ] The robot 100 may include a sensor unit 170 
including sensors for detecting various data related to an 
operation and state of the robot 100 . 
[ 0201 ] The sensor unit 170 may further include an opera 
tion sensor for detecting an operation of the robot 100 and 
outputting operation information . For example , a gyro sen 
sor , a wheel sensor , or an acceleration sensor may be used 
as the operation sensor . 
[ 0202 ] The sensor unit 170 may include an obstacle sensor 
for detecting an obstacle . The obstacle sensor may include 
an infrared sensor , an ultrasonic sensor , an RF sensor , a 
geomagnetic sensor , a position sensitive device ( PSD ) sen 
sor , a cliff sensor for sensing whether a cliff is present on a 
floor within a traveling area , and a light detection and 
ranging ( lidar ) . 
[ 0203 ] The obstacle sensor senses an object , particularly 
an obstacle , present in the direction in which the mobile 
robot 100 travels ( moves ) , and transfers information on the 
obstacle to the controller 140. In this case , the controller 140 
may control the motion of the robot 100 depending on the 
position of the detected obstacle . 
[ 0204 ] FIG . 8 is a flowchart illustrating a method of 
controlling a robot according to an embodiment of the 
present invention . 
[ 0205 ] Referring to FIG . 8 , the robot 100 according to an 
embodiment of the present invention may be operated in a 
following travel mode in which the robot follows a user 
( S810 ) . 
[ 0206 ] The robot 100 according to an embodiment of the 
present invention may be operated in a following travel 
mode in which the robot 100 travels and follows the user . 
[ 0207 ] In the present embodiment , the robot 100 may be 
the delivery robots 100c1 , 100c2 , and 100c3 that move 
while carrying an article of a user . The delivery robots 
100c1 , 100c2 , and 100c3 may carry the article of the user 
and may follow the user in the following travel mode . 
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[ 0208 ] In more detail , in the present embodiment , the 
robot 100 may be the cart robot 100c3 . The cart robot 100c3 
may travel in an autonomous or following manner and may 
be operated in a following travel mode in which the robot 
follows and travels based on a predetermined user , and 
alternatively in a guidance mode in which the robot per 
forms an escort service for providing guidance for a prede 
termined destination while moving ahead of the user while 
traveling autonomously . 
[ 0209 ] The cart robot 100c3 may carry a shopping article 
of a customer . The cart robot 100c3 may include a scanner 
for identifying product information such as a barcode and 
may provide an additional service related to shopping , such 
as checking product information or payment while carrying 
the shopping article . 
[ 0210 ] The robot 100 may receive user input including a 
product inquiry or recommendation service request ( S820 ) . 
[ 0211 ] The product inquiry service request may be a 
request for inquiry of a predetermined product , in which 
case a user makes a request for inquiry of a predetermined 
product using various elements . For example , the user may 
input a search keyword for a predetermined product , such as 
a product name or a category title , in the form of touch or 
speech , and the robot 100 may search for the input keyword 
such as a product name or a category title from a pre - stored 
database or a database connected to a network . 
[ 0212 ] The recommendation service request may be a 
request for a recommendation of a predetermined product , in 
which case a user makes a request for a recommendation of 
a product via speech input or touch input on the display 182 . 
[ 0213 ] When the recommendation service request is made 
to a user who performs an interaction for a specific product 
or an event , the robot 100 may identify predetermined data 
or may communicate with the server 10 to identify a specific 
product or an event as a recommended product or event . 
[ 0214 ] According to an embodiment of the present inven 
tion , upon receiving user input including the product inquiry 
or the recommendation service request ( S820 ) , the robot 100 may output a guidance message for providing guidance for 
a recommended product in the form of an image and / or 
speech in response to the user input ( S830 ) . 
[ 0215 ] There , the guided recommended product may be at 
least one product that is selected among the search result , the 
determined recommended product , or an event , and if nec 
essary , a plurality of recommended products may be pro 
posed . 
[ 0216 ] As described above , the robot 100 may be the cart 
robot 100c3 . In this case , the cart robot 100c3 may scan a bar 
code of a predetermined product using a scanner included 
therein , and may output the scan result including article 
information of the predetermined product in the form of an 
image and / or speech . 
[ 0217 ] A bar code may represent a word , a number , or the 
like in a pattern configured in black and white , may be 
disposed on a wrapper of a product or a tag , and may 
simplify product information input , and payment . Accord 
ingly , if necessary , the QR code may be a two - dimensional 
barcode and may be included in the definition of a bar code 
in the specification . 
[ 0218 ] In the specification , although an example of prod 
uct identification and data processing using barcode scan 
ning is described , another type of product identification or a 
data processing method may also be applied . 

[ 0219 ) According to an embodiment of the present inven 
tion , the cart robot 100c3 may include a scanner and may 
scan a barcode of a predetermined product . The scan result 
may be uttered via speech through the sound output unit 181 . 
A scan result image may be displayed on a first display 181a 
and / or a second display 181b included in the cart robot 
100c3 . 
[ 0220 ] The cart robot 100c3 may identify the recom 
mended product based on at least one or more articles that 
are scanned on that day . Here , the recommended product 
may be a product related to the one or more articles that are 
scanned on that day . 
[ 0221 ] The cart robot 100c3 may store product informa 
tion that is scanned by a current user that is using a service , 
and when there is a product recommendation request of the 
user , a product related to at least one scanned products may 
be recommended . 
[ 0222 ] The product related to the scanned product may be 
a product with a high probability of being used along with 
the scanned product , a product that is discounted or is being 
promoted because the product is of the same type as the 
related product , supplies required for an operation of the 
scanned product , a component , or an accessory . 
[ 0223 ] For example , the cart robot 100c3 may recommend 
other ingredients for a corresponding food or recipe to a user 
who scans one of the ingredients for the specific food or 
recipe . 
[ 0224 ] The cart robot 100c3 may recommend another 
product of a manufacturer of the scanned product or a 
product similar to the scanned product . The similar product 
may be selected among products belonging to the same 
category as the scanned product , and when beer is scanned , 
soju , which falls in the category of liquor , may be recom 
mended , or another type of beer may be recommended . 
[ 0225 ] According to an embodiment of the present inven 
tion , the robot 100 may identify a user . 
[ 0226 ] For example , the cart robot 100c3 may include a 
scanner for identifying a barcode or the like , and may 
recognize a user by recognizing a barcode or a QR code 
included in a card proposed by the user or an image of an 
electronic device and comparing the recognized information 
with a pre - stored customer database . 
[ 0227 ] The cart robot 100c3 may acquire an image of the 
face of a user positioned at a front side through the image 
acquisition unit 120 and may compare the acquired user face 
image data with a pre - stored customer database to recognize 
the user . 
[ 0228 ] When the cart robot 100c3 does not include a 
customer database due to a reason such as a security policy , 
a data usage amount restriction , or a system resource limit , 
the cart robot 100c3 may recognize a barcode and a QR 
code , may transmit the recognized identification information 
to the server 10 , and may receive the checked user infor 
mation from the server 10 . 
[ 0229 ] The server 10 may also transmit a previous pur 
chase history or preferred product information of the iden 
tified user to the robot 100 . 
[ 0230 ] In this case , the robot 100 may identify the recom 
mended product based on the previous purchase history or 
preferred product information of the user , received from the 
server 10 . 
[ 0231 ] The server 10 may identify the recommended prod 
uct based on the previous purchase history or preferred 
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product information of the user and may transfer informa 
tion on the identified recommended product to the robot 100 . 
[ 0232 ] According to an embodiment of the present inven 
tion , the robot 100 may output a guidance message for 
providing guidance for the recommended product in the 
form of an image and / or speech in response to the user input 
( S830 ) , and the user may view or disregard a guidance 
message for providing guidance for the recommended prod 
uct , may directly move , or may make a request for an escort 
service . 
[ 0233 ] Upon receiving user input for a request for an 
escort service in which a robot performs guidance while 
moving to a place corresponding to the recommended prod 
uct ( S840 ) , the robot 100 may switch to a guide mode in 
which the robot performs guidance while moving ahead of 
the user to the place corresponding to the recommended 
product ( S850 ) . 
[ 0234 ] According to the present invention , the robot 100 
may determine the case in which guidance for a specific 
product is necessary through an interaction with the user and 
may switch to an active guide mode from a passive follow 
ing travel mode . 
[ 0235 ] When the user searches for a product or makes a 
request for a recommendation , recommended product infor 
mation may be provided and use of an escort serviced may 
also be actively induced . 
[ 0236 ] For example , upon detecting specific movement of 
the user , for example , when the user looks around or merely 
stays in the same place for a predetermined time , the robot 
100 may induce search , recommendation , and an escort 
service , for example , " What product are you looking for ? " 
to the user . 
[ 0237 ] Thus , aversion to use of the service provided by the 
robot may be reduced , and use of the service may also spread 
to people who are not familiar with or do not use the service 
by the robot . 
[ 0238 ] In some embodiments , the switching to the guide 
mode may include uttering a speech message for guidance 
for switching to the guide mode . That is , the robot 100 that 
follows the user may output one or more speech messages 
indicating that the robot 100 is operated in a guide mode in 
which the robot actively guides the user through , for 
example , “ I'm switching to guide mode ” , “ I will guide you 
to X ” , or “ Please follow me ” and may start guidance . 
Accordingly , the user may recognize the mode switch of the 
robot 100 . 
[ 0239 ] The switching to the guide mode may include 
moving to a predetermined position adjacent to the user 
based on an expected path to a place corresponding to the 
recommended product , and uttering a speech message for 
guidance for switching to the guide mode . 
[ 0240 ] For example , the robot 100 may move to a specific 
position selected based on an expected path among positions 
within a predetermined range from the user , may output one 
or more speech messages indicating that the robot 100 is 
operated in the guide mode in which the robot that follows 
the user actively guides the user , and may then start guid 
ance . Accordingly , the user may recognize the mode switch 
of the robot 100 and may smoothly follow the robot 100 . 
[ 0241 ] The robot 100 that is currently operated in the 
guide mode may monitor movement of the user based on 
sensing data detected by the sensor unit 170 and / or the user 
image data acquired through a camera . 

[ 0242 ] For example , a user who currently uses a service 
may be tracked using a sensor such as a rear lidar or an 
ultrasonic sensor of the sensor unit 170 , and movement of 
the user may be monitored . 
[ 0243 ] Alternatively , movement of the user may be moni 
tored based on the user image data acquired through the 
image acquisition unit 120 . 
[ 0244 ] For example , the user who currently uses a service 
may be tracked and movement of the user may be monitored 
using a camera included in the UI module 180c . 
[ 0245 ] In this case , at least a portion of the UI module 
180c included in the camera may be rotated . For example , 
the head unit 180a of the UI module 180c may be rotated to 
be oriented toward the user who follows the UI module 
180c . 
[ 0246 ] Movement of the user may be monitored by syn 
thetically using data acquired through the sensor unit 170 
and the image acquisition unit 120 . 
[ 0247 ] Upon detecting specific movement of the user , the 
robot 100 may switch to the following travel mode in which 
the robot follows the user . Here , the specific movement may 
be path departure of the user or rapid change of a user 
activity . 
[ 0248 ] The case in which the user who follows the robot 
100 in the guide mode moves off a travel path may be the 
case in which guidance not necessary any longer , for 
example , the case in which the user is interested in another 
product on the travel path or stops shopping , or in which 
another urgent situations arises . Thus , the robot 100 may be 
operated in the following travel mode in which the robot 
follows the user who moves off the travel path . 
[ 0249 ] When the user rapidly changes an operation , for 
example , when a following user rapidly stops , or when a 
stationary user suddenly moves , there is any reason for the 
rapid change of the user activity , and thus guidance may be 
first terminated . 
[ 0250 ] Accordingly , the robot 100 may switch to the 
following travel mode in which the robot follows the user 
who changes their operation . 
[ 0251 ] The robot 100 may utter a speech message for 
providing guidance for switching to the following travel 
mode through the sound output unit 181 . 
[ 0252 ] The robot 100 may utter a speech message for 
asking to switch back to the guide mode through the sound 
output unit 181 , and thus a user who intends to check another 
product for a while or intends to use an escort service may 
ask to switch back to the guide mode , and thus may easily 
select switching to the guide mode . 
[ 0253 ] When the robot 100 arrives at a place correspond 
ing to the recommended product or there is predetermined 
user input , an operation in the guide mode may be termi 
nated . 
[ 0254 ] When the cart robot 100c3 arrives at a place 
corresponding to the recommended product , the guide mode 
may be terminated and may switch to the following travel 
mode . 
[ 0255 ] When the recommended product is scanned , the 
cart robot 100c3 may recognize that guidance is successfully 
performed , and thus the guide mode may be terminated . 
[ 0256 ] Alternatively , when the recommended product is 
not scanned for a predetermined time after the cart robot 
100c3 arrives at the place corresponding to the recom 
mended product , the guidance speech message may be 
uttered and then the guide mode may be terminated . 
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[ 0257 ] A user who is guided to a specific product or a 
specific display shelf may freely determine purchase using 
an escort service . Accordingly , to support shopping of 
another product of a user who does not want to make a 
purchase after checking the recommended product , when the 
recommended product is not scanned for a predetermined 
time after the cart robot 100c3 arrives at the place corre 
sponding to the recommended product , the guidance speech 
message may be uttered and then the guide mode may be 
terminated . 
[ 0258 ] FIGS . 9 to 14 are reference diagrams for explana 
tion of a service provided at a big - box store by a robot 
according to an embodiment of the present invention . 
[ 0259 ] The robot 100 such as the cart robot 100c3 may 
induce service use while traveling autonomously in a service 
place such as a big - box store . For example , when a customer 
makes a request to the cart robot 100c3 for a service via 
speech recognition or touching a display or makes a request 
for activation of the following travel mode , the cart robot 
100c3 may support shopping while following the customer 
in the following travel mode . 
[ 0260 ] Referring to FIG . 9 , the cart robot 100c3 that 
travels autonomously may output a speech guidance mes 
sage 910 for providing guidance for a method of using a 
service or a calling expression such as “ Say ' Hey , Chloe ' if 
you want shopping together . ” through the sound output unit 
181 . 

[ 0261 ] When a customer 900 utters speech including the 
calling expression ( 920 ) , the cart robot 100c3 may stop and 
may output speech guidance messages 930 and 940 such as 
“ Nice to meet you . I will activate the following travel 
mode . ” or “ Enjoy shopping while I follow you . ” . 
[ 0262 ] The customer 900 may put a product in the service 
module 160c3 of the cart robot 100c3 that follows the 
customer in the following travel mode and may easily enjoy 
shopping while using a carry service of the cart robot 100c3 . 
[ 0263 ] The customer 900 may scan a product using a 
scanner included in the cart robot 100c3 and may enjoy 
shopping while putting the product in the service module 
160c3 of the cart robot 100c3 . 
[ 0264 ] Referring to FIG . 10 , the customer 900 may scan 
wine 1000 using a scanner and may put the product in the 
service module 160c3 of the cart robot 100c3 . 
[ 0265 ] The cart robot 100c3 may output the result of 
scanning the wine 1000 . 
[ 0266 ] For example , product information such as the name 
or price of the scanned product may be displayed on a first 
display 182a and / or a second display 182b . 
[ 0267 ] Alternatively , a list and prices of products that are 
scanned on that day may be updated and displayed on the 
first display 182a and / or the second display 182b . 
[ 0268 ] The UI module 180c of the cart robot 100c3 may 
output an image on which the price is counted according to 
the scan result . 
[ 0269 ] When there is service input corresponding to shop 
ping completion or the cart robot 100c3 arrives at a checkout 
counter such as an autonomous checkout counter , the cart 
robot 100c3 may assist payment of the customer . According 
to an embodiment of the present invention , the cart robot 
100c3 may provide a simple payment service along with 
user input or arrival at the checkout counter . 

[ 0270 ] Accordingly , the customer 900 may enjoy their 
shopping using the cart robot 100c3 without intervention or 
impedance of another person and may easily carry and pay 
for a product . 
[ 0271 ] Referring to FIG . 11 , the cart robot 100c3 may 
output a guidance message 1110 indicating payment in the 
form of an image and / or speech , a payment image 1120 may 
be activated in the first display 182a of the UI module 180c , 
and then , the sound output unit 181 may output a speech 
guidance message 1130 for providing guidance for payment . 
[ 0272 ] In some embodiments , product information on one 
or more products to be paid for may be displayed on the 
second display 182b of the UI module 180c . 
[ 0273 ] Referring to FIG . 12 , the customer 900 may make 
a request to the cart robot 100c3 that follows the customer 
900 in the following travel mode for a recommendation of 
a predetermined product ( 1210 ) . 
( 0274 ] In this case , the cart robot 100c3 may output a 
guidance message 1220 for providing guidance for a rec 
ommended product in response to user input including a 
product recommendation service request , and upon receiv 
ing user input 1230 including an escort service request , the 
cart robot 100c3 may switch to the guide mode . 
[ 0275 ] According to an embodiment of the present inven 
tion , the cart robot 100c3 may download information on a 
displayed position of a product , an event , or promotion in a 
big - box store 1300 from the server 10. The cart robot 100c3 
may recommend a product according to the event or the 
promotion based on the information downloaded from the 
server 10 . 
[ 0276 ] If necessary , the cart robot 100c3 may communi 
cate with the server 10 and may receive information on a 
product or an event that is searched or requested to be 
recommended by the customer 900 . 
[ 0277 ] In some embodiments , when a specific product is 
scanned , the cart robot 100c3 may recommend a related 
product of the scanned specific product without a particular 
request of the customer 900. For example , the cart robot 
100c3 may recommend a product being promoted among the 
same type of products as the scanned specific product , or a 
product to be used along with the scanned specific product . 
[ 0278 ] While scanning the specific product , the cart robot 
100c3 may provide a user interface for searching for another 
product or recommending another product . When the cus 
tomer 900 opts to search for or receive recommendations for 
other products through the provided user interface , the cart 
robot 100c3 may provide to the retrieved or recommended 
product ( 1220 ) . 
[ 0279 ] When the user input 1230 including an escort 
service request such as a positive answer in response to the 
recommended product guidance 1220 is received , the cur 
rent mode may switch to the guide mode . 
[ 0280 ] The customer 900 may make a request anytime to 
the cart robot 100c3 that follows the customer 900 in the 
following travel mode for guidance for a predetermined 
product or a place . 
[ 0281 ] For example , the customer 900 may make a request 
to the cart robot 100c3 that follows the customer 900 in the 
following travel mode for an escort service to a place at 
which products of a specific product group such as cheese 
are displayed , in the form of speech . 
[ 0282 ] The cart robot 100c3 that receives the request for 
guidance to the display shelf on which cheese products are 
displayed may utter a speech guidance message for provid 
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ing guidance to the display shelf of the corresponding item 
according to the request of the customer 900 . 
[ 0283 ] The cart robot 100c3 may display a rough map 
indicating a position of the corresponding item on the first 
display 182a or the like . 
[ 0284 ] When the guide mode begins , the cart robot 100c3 
may move to a predetermined position adjacent to the user 
based on an expected path to a place corresponding to the 
recommended product and may utter a speech message for 
guidance for switching to the guide mode . 
[ 0285 ] Referring to FIG . 14 , the cart robot 100c3 may 
move to the specific position selected in consideration of the 
expected path within a predetermined range based on the 
customer 900. For example , the cart robot 100c3 may move 
to a front side of the customer 900 based on the expected 
path and direction . 
[ 0286 ] The cart robot 100c3 may output one or more 
speech messages 1410 indicating that the robot 100 is 
operated in the guide mode in which the robot that follows 
the user actively guides the user and may start guidance . 
Accordingly , the user may recognize the mode switching of 
the robot 100 and may smoothly follow the cart robot 100c3 . 
[ 0287 ] FIG . 15 is a flowchart illustrating a method of 
controlling a robot according to an embodiment of the 
present invention . 
[ 0288 ] Referring to FIG . 15 , the robot 100 according to an 
embodiment of the present invention may be operated in a 
guide mode in which the robot performs guidance while 
moving ahead of the user ( S1510 ) . 
[ 0289 ] The robot 100 according to an embodiment of the 
present invention may be operated in a following travel 
mode in which the robot moves while following the user . 
[ 0290 ] In the present embodiment , the robot 100 may be 
the delivery robots 100c1 , 100c2 , and 100c3 that move 
while carrying articles of the user . 
[ 0291 ] In more detail , in the present embodiment , the 
robot 100 may be the cart robot 100c3 . The cart robot 100c3 
may travel in an autonomous or following manner and may 
be operated in a following travel mode in which the robot 
follows and travels based on a predetermined user and in a 
guidance mode in which the robot performs an escort service 
for providing guidance for a predetermined destination 
while moving ahead of the user while traveling autono 
mously . 
[ 0292 ] The cart robot 100c3 may carry a shopping article 
of a customer . The cart robot 100c3 may include a scanner 
for identifying product information such as a barcode and 
may provide an additional service related to shopping , such 
as checking product information or processing payment 
while carrying the shopping article . 
[ 0293 ] The robot 100 that is currently operated in the 
guide mode may monitor movement of the user while 
traveling in the guide mode ( S1520 ) . 
[ 0294 ] The robot 100 may monitor movement of the user 
based on sensing data detected by the sensor unit 170 and / or 
the user image data acquired through a camera ( S1520 ) . 
[ 0295 ] For example , a user who currently uses a service 
may be tracked using a sensor such as a rear lidar or an 
ultrasonic sensor of the sensor unit 170 , and movement of 
the user may be monitored . 
[ 0296 ] Alternatively , movement of the user may be moni 
tored based on the user image data acquired through the 
image acquisition unit 120 . 

[ 0297 ] For example , the user who currently uses a service 
may be tracked and movement of the user may be monitored 
using a camera included in the UI module 180c . 
[ 0298 ] In this case , at least a portion of the UI module 
180c included in the camera may be rotated . For example , 
the head unit 180a of the UI module 180c may be rotated to 
be oriented toward the user who follows the robot . 
[ 0299 ] Movement of the user may be monitored by syn 
thetically using data acquired through the sensor unit 170 
and the image acquisition unit 120 . 
[ 0300 ] Upon detecting specific movement of the user 
( S1530 ) , the robot 100 may switch to the following travel 
mode in which the robot follows the user ( S1540 ) . Here , the 
specific movement may be path departure of the user or 
rapid change in a user activity . 
[ 0301 ] The case in which the user who follows the robot 
100 in the guide mode moves off a travel path may be the 
case in which guidance is not necessary any longer , for 
example , the case in which the user is interested in another 
product on the travel path or stops shopping , or other urgent 
situations occur . Thus , the robot 100 may be operated in the 
following travel mode in which the robot follows the user 
who moves off the travel path . 
[ 0302 ] When the user rapidly changes an operation , for 
example , when a following user rapidly stops , or when a 
stationary user suddenly moves , there is any reason for the 
rapid change of the user activity , and thus guidance may be 
first terminated . 
[ 0303 ] Accordingly , the robot 100 may switch to the 
following travel mode in which the robot follows the user 
who changes their operation . 
[ 0304 ] The robot 100 may utter a speech message for 
providing guidance for switching to the following travel 
mode through the sound output unit 181 . 
[ 0305 ] The robot 100 may utter a speech message for 
asking to switch back to the guide mode through the sound 
output unit 181 , and thus a user who intends to check another 
product for a while or intends to use an escort service may 
ask to switch back to the guide mode , and thus may easily 
select switching back to the guide mode . 
[ 0306 ] The robot 100 may track the user and may follow 
the user through at least one element of a front lidar , an 
ultrasonic sensor , or a camera . 
[ 0307 ] In some embodiment , along with switching to the 
following travel mode ( S1540 ) , at least a portion of the UI 
module 180c including a camera may be rotated . For 
example , the head unit 180a of the UI module 180c may be 
rotated to be oriented toward the user moves ahead of the 
head unit 180a . 
[ 0308 ] The customer 900 may make a request to the robot 
100 such as the cart robot 100c3 that moves ahead of the 
customer 900 in the guide mode for switching to the 
following travel mode . 
[ 0309 ) Accordingly , upon receiving touch or speech input 
for making a request for switching to the following travel 
mode during an operation in the guide mode , the robot 100 
such as the cart robot 100c3 may switch to the following 
travel mode . 
[ 0310 ] The robot , the robot system including the robot , 
and the method of controlling the robot system according to 
the present invention are not limitedly applied to the con 
structions and methods of the embodiments as previously 
described ; rather , all or some of the embodiments may be 
selectively combined to achieve various modifications . 
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[ 0311 ] The robot , the robot system including the robot , 
and the method of controlling the robot system according to 
the embodiment of the present invention may be imple 
mented as code that can be written on a processor - readable 
recording medium and thus read by a processor . The pro 
cessor - readable recording medium may be any type of 
recording device in which data is stored in a processor 
readable manner . The processor - readable recording medium 
may include , for example , read only memory ( ROM ) , ran 
dom access memory ( RAM ) , compact disc read only 
memory ( CD - ROM ) , magnetic tape , a floppy disk , and an 
optical data storage device , and may be implemented in the 
form of a carrier wave transmitted over the Internet . In 
addition , the processor - readable recording medium may be 
distributed over a plurality of computer systems connected 
to a network such that processor - readable code is written 
thereto and executed therefrom in a decentralized manner . 
[ 0312 ] It will be apparent that , although the preferred 
embodiments have been shown and described above , the 
present invention is not limited to the above - described 
specific embodiments , and various modifications and varia 
tions can be made by those skilled in the art without 
departing from the gist of the appended claims . Thus , it is 
intended that the modifications and variations should not be 
understood independently of the technical spirit or prospect 
of the present invention . 

What is claimed : 
1. A method of controlling a robot , the method compris 

ing : 
initially operating the robot , by a controller of the robot , 

in a following travel mode to follow behind or at a side 
of a user ; 

switching the robot from the following traveling mode to 
a guide mode , by the controller , in response to a 
received detection signal and escorting the user to a 
predetermined destination ; and 

switching the robot from the guide mode to the following 
travel mode , by the controller , upon detecting a specific 
movement of the user during the guide mode . 

2. The method of claim 1 , wherein the received detection 
signal is a signal corresponding to a request for an escort 
service from the user . 

3. The method of claim 2 , wherein the switching to the 
guide mode from the following travel mode includes : 

receiving a user input including a product search request 
or a product recommendation request ; 

outputting a guidance message for providing guidance for 
a recommended product in response to the user input ; 

receiving the request for the escort service for guiding the 
user to a place corresponding to the recommended 
product ; and 

guiding the user to the place corresponding to the recom 
mended product while moving the robot ahead of the 

6. The method of claim 5 , wherein the recommended 
product is a product related to the one or more articles 
scanned during the predetermined period of time . 

7. The method of claim 3 , wherein the switching to the 
guide mode from the following travel mode further includes : 

identifying the user ; 
receiving a previous purchase history or a preferred 

product information of the user from a server ; and 
identifying the recommended product based on the 

received previous purchase history or the preferred 
product information of the user . 

8. The method of claim 3 , wherein the switching to the 
guide mode from the following travel mode further includes : 
moving the robot to a predetermined position adjacent to 

the user based on an expected path to the place corre 
sponding to the recommended product ; and 

uttering , by the robot , a speech message for providing 
guidance for switching to the guide mode . 

9. The method of claim 3 , further comprising terminating 
the guide mode upon the robot arriving at the place corre 
sponding to the recommended product or scanning of the 
recommended product . 

10. The method of claim 3 , further comprising terminat 
ing the guide mode after a guidance speech message is 
uttered by the robot when the recommended product is not 
scanned during a predetermined time after the robot arrives 
at the place corresponding to the recommended product . 

11. The method of claim 2 , wherein the switching to the 
guide mode from the following travel mode includes : 

receiving a user input including an event search request or 
an event recommendation request ; 

outputting a guidance message for providing guidance for 
a recommended event in response to the user input ; 

receiving the request for the escort service for guiding the 
user to a place corresponding to the recommended 
event ; and 

guiding the user to the place corresponding to the recom 
mended event while moving the robot ahead of the user . 

12. The method of claim 1 , further comprising monitoring 
movement of the user and detecting the specific movement 
of the user based on sensing data detected by a sensor 
module of the robot or user image data acquired through a 
camera of the robot . 

13. The method of claim 1 , wherein switching to the guide 
mode further includes rotating a user interface module 
including a camera to face the user . 

14. The method of claim 1 , wherein the specific move 
ment of the user is a path departure by the user during 
escorting the user to the predetermined destination or a rapid 
change in an activity of the user . 

15. The method of claim 1 , further comprising uttering , by 
the robot , a speech message asking whether to switch back 
to the following travel mode during the guide mode or to 
switch back to the guide mode during the following travel 
mode . 

16. A robot , comprising : 
a main body ; 
a service module configured to provide a preset service to 

a user , the service module being located at the main 
body ; 

a user interface configured to receive input from the user 
and to provide information , the user interface being 
located at the main body ; 

a driver configured to move the main body ; and 

user . 

4. The method of claim 3 , wherein the switching to the 
guide mode from the following travel mode further includes : 
scanning a bar code of an article ; and 
outputting a scan result including product information of 

the scanned article . 
5. The method of claim 4 , wherein the switching to the 

guide mode from the following travel mode further includes 
identifying the recommended product based on one or more 
articles scanned during a predetermined period of time . 



US 2020/0218254 A1 Jul . 9 , 2020 
14 

a controller configured to : 
operate the driver such that the robot follows the user 

during a following travel mode ; 
operate the driver such that the robot escorts the user to 

a predetermined destination during a guide mode ; 
switch from the following travel mode to the guide 
mode in response to a received detection signal ; and 

switch from the guide mode to the following travel 
mode upon detecting a specific movement of the user 
during the guide mode . 

17. The robot of claim 16 , wherein the user interface is 
configured to receive a signal corresponding to a request for 
the escort service from the user as the received detection 
signal . 

18. The robot of claim 17 , wherein the user interface is 
rotatable , and 

wherein the controller is configured to rotate the user 
interface to face the user when switching to the guide 
mode . 

19. The robot of claim 17 , further comprising : 
a sensor module including at least one sensor configured 

to detect a surrounding environment movement and 
movement of the user ; and 

a camera configured to acquire user image data , 
wherein the controller is configured to detect the specific 
movement of the user based on sensing data detected 
by the sensor module or the user image data acquired 
by the camera . 

20. The robot of claim 17 , wherein the controller is 
configured to , while operating in the guide mode , switch to 
the following travel mode upon receiving a touch input or a 
speech input by the user interface for making a request for 
switching to the following travel mode . 


