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SYSTEMS OR NEXT GENERATION EMERGENCY SYSTEMS

(57) The invention relates to a method and a system
for automated switchover timer’s tuning on network sys-
tems or Next Generation Emergency Systems, wherein
the sending, by a master node, a heartbeat and/or ARP
ping to one or more backup nodes and/or a surveillance
unit according to preconfigured switchover timer values
to check if the master node is still active. Further, sending,
by the one or more backup nodes and/or a surveillance
unit, an additional first Session Initiation Protocol, SIP,

OPTION message to the master node after receiving the
heartbeat and/or the ARP ping or if the heartbeat and/or
ARP ping fails to be received according to the switchover
timer values. Performing, by an administrator or an ad-
ministrative unit of the network, a switchover or failover
to a backup node in case the first SIP OPTION message
is not answered with "200ok" by the master node accord-
ing to a preconfigured time value.
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Description

Description

[0001] The present invention relates to a method and
a system for automated switchover timer’s tuning on net-
work systems or Next Generation Emergency Systems.
[0002] Switchover is the manual switch from one sys-
tem to a redundant or standby computer server, system,
or network upon the failure or abnormal termination of
the previously active server, system, or network, or to
perform system maintenance, such as installing patches,
and upgrading software or hardware.
[0003] The automatic switchover of a redundant sys-
tem in the event of an error condition without human in-
tervention is called failover. The manual switchover in
case of an error would be used if an automatic failover
is not available, possibly because the overall system is
too complex.
[0004] The switchover time is very critical on some net-
work systems like Next Generation Emergency systems
(NG911/NG112, wherein 911 is primarily used in North
America and 112 is primarily used in Europe). Different
from an enterprise environment network system, the
switchover time in a redundant system like in a Next Gen-
eration Emergency System needs to be much shorter,
limited to a very few seconds only.
[0005] The Border Control Function (BCF) provides a
secure entry into the Emergency Services IP Network
(ESInet) for emergency calls presented to the network.
The BCF incorporates a firewall, admission control, and
may include anchoring of session and media as well as
other security mechanisms to prevent deliberate or ma-
licious attacks on Public Safety Answering Points
(PSAPs) or other entities connected to the ESInet.
[0006] Thereby, the ESInet is a managed IP network
that is used for emergency services communications,
and which can be shared by all public safety agencies.
It provides the IP (Internet Protocol) transport infrastruc-
ture upon which independent application platforms and
core services can be deployed, including, but not restrict-
ed to, those necessary for providing NG911/NG112 serv-
ices. ESInets may be constructed from a mix of dedicated
and shared facilities. ESInets may be interconnected at
local, regional, state, federal, national and international
levels to form an IP-based inter-network (network of net-
works). The term ESInet designates the network, not the
services that run on the network.
[0007] In Next Generation Emergency Systems, the
emergency caller should not hear silence or stay in an
unsupported conversation for more than 4 up to 6 sec-
onds according to the current NENA (National Emergen-
cy Number Association) and EENA (European Emergen-
cy Number Association) standards.
[0008] For this purpose, the timers in the switchover
mechanism from the BCF system were adjusted to the
minimum value possible. To test these timer conditions,
multiple performance tests were executed, e. g. in the

Boca Raton, or the California Governor’s Office of Emer-
gency Services (Cal OES) Project Staging Laboratory.
[0009] In test scenarios, the timers for the switchover
time from the BCF were validated, and a reduction of the
switchover timeout from 15 to 4 seconds was achieved
without false positives. However, after some time, a prob-
lem was identified in the NG911 Staging Lab test trails.
The network started to become slow, and the Address
Resolution Protocol (ARP) pings started to fail, triggering
a switchover mechanism on a backup system, and caus-
ing it a split-brain with the master node.
[0010] Split-brain is a computer term, based on an
analogy with the medical Split-brain syndrome. It indi-
cates data or availability inconsistencies originating from
the maintenance of two separate data sets with overlap
in scope, either because of servers in a network design,
or a failure condition based on servers not communicat-
ing and synchronizing their data to each other. This last
case is also commonly referred to as a network partition.
[0011] The split-brain problem was solved after in-
creasing the ARP timers manually on both the master
and the backup system. After that, some improvements
in the redundancy mechanism were implemented to pro-
vide a faster switchover process. At this point, the prob-
lem seemed to be solved although this had the conse-
quence of the switchover time increased to 5 seconds
(on the average).
[0012] When the BCF was deployed in the first live
PSAP operation, an instability problem and a split-brain
condition was verified once again. To mitigate the insta-
bility, the stand-by BCF was disconnected, the redun-
dancy was disabled and the BCF was set as a stand-
alone system.
[0013] Instead of increasing the timers once again, the
redundancy mechanism was redesigned to improve re-
liability and agility and the switchover timers were main-
tained. The solution is currently working, but it can only
be reliable if the network capacity remains stable at the
point it is today.
[0014] Therefore, currently, there is no automatic
method to avoid unnecessary switchovers and to adapt
the minimum reliable values of the ARP ping on redun-
dancy systems (like the NG911/NG112 systems) based
on the network conditions. As observed in the problems
described a delay in the network can affect the commu-
nication between nodes in such cases, and only manual
configuration could be done in both nodes and keep the
calls working and avoid wrong switchovers. It was found
that when the redundant systems are in this situation,
the transfer of a configuration (like the values of ARP
ping timers) would not work. In this state the backup node
will try to assume the ’active position’ in the network,
causing a lot of problems such as the call fails Secure
Shell Protocol (SSH) disconnections, etc. The final val-
ues for the switchover were discovered only after several
trials because the network speed was not stable.
[0015] The most common solution for this problem in
the state of the art is to set the proper switchover timers
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in order to obtain the fastest switchover timeout but with-
out causing a split-brain condition. This is obtained by
tests considering a lot of aspects such as the architecture
of the system and the network reliability.
[0016] For example, server failover clustering is a high
availability platform that is constantly monitoring the net-
work connections and health of the nodes in a cluster. If
a node is not reachable over the network, then recovery
actions are taken to recover and bring applications and
services online on another node in the cluster. These
default settings deliver the best behavior for most cus-
tomers, however, as clusters are stretched from being
inches to possibly miles apart, the cluster may become
exposed to additional and potentially unreliable network-
ing components between the nodes. Another factor is
that the quality of commodity servers is constantly in-
creasing, coupled with augmented resiliency through re-
dundant components (such as dual power supplies, Net-
work Information Center (NIC) teaming, and multi-path
I/O), the number of non-redundant hardware failures may
potentially be fairly rare. Because hard failures may be
less frequent, some customers may wish to tune the clus-
ter for transient failures where the cluster is more resilient
to brief network failures between the nodes. By increas-
ing the default failure thresholds, the sensitivity to brief
network issues that last a short period of time can be
decreased. The implementation mentioned above uses
a concept already known, namely heartbeat / ARP ping.
However, this method is widely known and is even used
by BCF and other network enterprise systems.
[0017] Thereby, a heartbeat is a periodic signal gen-
erated by a hardware or software to indicate normal op-
eration or to synchronize other parts of a computer sys-
tem. Heartbeat mechanism is one of the common tech-
niques in mission critical systems for providing high avail-
ability and fault tolerance of network services by detect-
ing the network or systems failures of nodes or daemons
which belong to a network cluster - administered by a
master server - for the purpose of automatic adaptation
and rebalancing of the system by using the remaining
redundant nodes on the cluster to take over the load of
failed nodes for providing constant services. Usually, a
heartbeat is sent between machines at a regular interval
in the order of seconds, a heartbeat message. If the end-
point does not receive a heartbeat for a time - usually a
few heartbeat intervals - the machine that should have
sent the heartbeat is assumed to have failed. Heartbeat
messages are typically sent non-stop on a periodic or
recurring basis from the originator’s start-up until the orig-
inator’s shutdown. When the destination identifies a lack
of heartbeat messages during an anticipated arrival pe-
riod, the destination may determine that the originator
has failed, shutdown, or is generally no longer available.
[0018] It would be almost impossible to set an ideal
timer as these test methods don’t have a guaranteed
response, moreover, the mentioned type of configuration
can overload a problematic network with ARP ping pack-
ets using the "aggressive monitoring" option, for exam-

ple. Even so, increasing sensibility or decreasing with
test parameters without guarantee of delivery, it is not
possible to reach the ideal timers for the local network at
that moment. This method is not dynamic as the network
has problems and does not prevent the system from be-
ing out of communication with the other peer. There are
already numerous documented problems that prove that
this concept is not ideal and that it contemplates issues
that leave the system inoperative. Other solutions could
be made in terms of trade-offs such as a space-time
trade-off, a time-storage trade-off or others. However, it
is important to understand that there is no right answer
here and that the optimal setting may depend on the spe-
cific business needs and service level agreements.
[0019] Other solutions deal with what is known as ag-
gressive monitoring. This provides the fastest fault de-
tection and recovery from severe failures, ensuring the
highest level of availability. Clustering is less forgiving of
short-term failures and in some situations can lead to
premature failover of resources in the event of short-term
network failures.
[0020] Another option is the so-called relaxed monitor-
ing. This provides a more lenient fault detection that offers
greater tolerance to short, transient network problems.
These longer timeouts mean that cluster recovery from
severe failures takes more time and extends downtime.
[0021] There are solutions in the state of the art dealing
with automatic failover scenarios, thereby handling
failovers with network partitions (split-brain scenario).
These methods suggest implementing a 30 second delay
when a node fails before it performs an automatic failover.
This prevents transient network issues or slowness from
causing a node to be failed over when it shouldn’t be.
However, in an emergency system it is unacceptable for
a system to wait 30 seconds to make a fallback decision.
30 seconds without calls could be a tragedy. This method
is neither dynamic nor has test parameters for an attempt
to identify optimal timers.
[0022] US 20120124431 A1 describes a method and
system for client recovery strategy in a redundant server
configuration. It is desirable to use small values for pa-
rameters to detect failures and failover to an alternate
server as quickly as possible, minimizing downtime and
failed requests. However, it should be appreciated that
failing over to an alternate server uses resources on that
server to register the client and to retrieve the context
information for that client. If too many clients failover si-
multaneously, an excessive number of registration at-
tempts may drive the alternate server into an overload.
Therefore, it may be advantageous to avoid failovers for
minor transient failures (such as blade failovers or tem-
porarily slow processes due to a burst of traffic). Further,
the failure detection time is improved by collecting his-
torical data on response times and the number of retries
necessary for a successful response. Thus, TIMEOUT
and/or the maximum number of retries can be adaptively
adjusted to detect faults and trigger a recovery, as com-
pared to the standard protocol timeout, and retry strategy
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more rapidly. It should be appreciated that collecting the
data and adaptively adjusting the timing parameters may
be accomplished using a variety of techniques. However,
in at least one form, the data or response times and/or
the number of retries are tracked or maintained (e. g. by
the client) for a predetermined period, e. g. daily. In such
a scenario, the tracked data may be used to make the
adaptive or dynamic adjustment. For example, it may be
determined (e. g. by the client) that the adjusted value
for the timer is set at a certain percentage (e. g. 60 %)
higher than the longest successful response time tracked
for a given period, e. g. for the day and/or the previous
day. In a variation, the values may be updated periodi-
cally, e. g. every 15 minutes, every 100 packets, etc., to
suit the needs of the network. This historical data may
also be used to implement adjustments based on predic-
tive behavior. In this described method, all failure han-
dling is for the server, that is, the server-side will adjust
the timers according to the response of some tests.
[0023] All solutions above are not fit for the dynamic
situation and the restricted requirement to have a 4 sec-
ond maximum silence/unattended call on NG911/NG112
systems during a switchover.
[0024] Furthermore, all existing methods are not able
to re-establish the connection between master (server)
and backup.
[0025] Therefore, the present invention is based on the
object to provide a method and a corresponding system
for automated switchover timer’s tuning on network sys-
tems or Next Generation Emergency Systems. In partic-
ular, a method and a system for automated switchover
timer’s tuning which generate a 4 second maximum si-
lence/unattended call duration on NG911/NG112 sys-
tems during a switchover.
[0026] This object is solved by a method having the
features according to claim 1 and a system having the
features of claim 9. Preferred embodiments of the inven-
tion are defined in the respective dependent claims.
[0027] A node in sense of the invention is defined as
one of the redundancy server elements. This can be usu-
ally the master or slave in a network.
[0028] A master server according to the invention is
defined as the server which is currently active mode and
is responsible for the process of the node pair at a given
moment.
[0029] A backup server in sense of the invention is de-
fined as a server in a stand-by mode and is used to take
over the mastership in case of a master node problem.
[0030] According to the invention, a method for auto-
mated switchover timer’s tuning on network systems or
Next Generation Emergency Systems is provided, the
method comprising the steps S1) sending, by a master
node, a heartbeat and/or ARP ping to one or more backup
nodes and/or a surveillance unit according to preconfig-
ured switchover timer values to check if the master node
is still active.
[0031] Then S2) sending, by the one or more backup
node and/or the surveillance unit, an additional first Ses-

sion Initiation Protocol, SIP, OPTION message to the
master node after receiving the heartbeat and/or the ARP
ping or if the heartbeat and/or ARP ping fails to be re-
ceived according to the switchover timer values.
[0032] And S3) performing, by an administrator or an
administrative unit of the network, a switchover or failover
to a backup node in case the first SIP OPTION message
is not answered with "200ok" by the master node accord-
ing to a preconfigured time value.
[0033] According to a preferred embodiment, the
method further comprises after sending, by the one or
more backup node and/or the surveillance unit, the ad-
ditional first Session Initiation Protocol, SIP, OPTION
message to the master node further comprising, S4) rec-
alibrating and decreasing, by the master node, the
switchover timer values by sending a second SIP OP-
TION message comprising a new header indicating the
altered switchover timer values, in case the heartbeat
and/or the ARP ping have been successfully performed,
and the first SIP OPTION has been answered with
"200ok" by the master node in the preconfigured time
value.
[0034] Then, S5) storing, by the master node, the
switchover timer values which did not cause a heartbeat
and/or ARP ping failure in a database.
[0035] S6) repeating the steps S1, S2, S4 and S5 until
the heartbeat and/or ARP ping fails.
[0036] And S7) recalibrating, by the master node, the
last stored switchover timer values which did not cause
a heartbeat and/or ARP ping failure from the database
by using a SIP OPTION message comprising a header
indicating the last stored switchover timer values.
[0037] The adjustment of the switchover timers using
SIP OPTIONS, guarantees the delivery and makes the
timers flexible instead of static ones with long-timers that
can cause numerous problems. After the heartbeat / ARP
ping from the master node fails to be recognized by the
one or more backup node and/or the surveillance unit,
the one or more backup nodes and/or a surveillance unit
sends the first SIP OPTIONS event to check if the system
is online. If this SIP option is returned by the master node,
the one or more backup nodes and/or a surveillance unit
will know that the master node is still running and will not
try to assume itself as the active master.
[0038] The master node can initiate an auto-configu-
ration of some network parameters (ARP ping, SIP tim-
ers, etc.). These reconfigured timers are then sent by the
master node in a second OPTIONS with a new SIP head-
er that contains the news values. Further, the second
SIP OPTION can also be used to cause the heartbeat /
ARP ping to be performed again. Through this high-level
layer (SIP with delivery guarantee), both nodes (master
and the one or more backup nodes and/or the surveil-
lance unit) can be reconfigured via XML and a connection
between nodes can also be re-established if the commu-
nication no longer works, e. g. due to a network failure.
[0039] According to another preferred embodiment,
the method further comprises after sending, by the one
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or more backup node and/or the surveillance unit, the
additional first Session Initiation Protocol, SIP, OPTION
message to the master node, S8) recalibrating and in-
creasing, by the master node, the switch over timer val-
ues by sending a second SIP OPTION message com-
prising a new header indicating the altered switchover
timer values, in case the heartbeat and/or the ARP ping
fails, and the first SIP OPTION has been answered with
"200ok" by the master node in the preconfigured time
value.
[0040] Then S9) repeating the method steps S1, S2
and S8 until the heartbeat and/or ARP ping is successful.
[0041] And S10) storing, by the master node, the
switchover timer values which did not cause a heartbeat
and/or ARP ping failure in a database.
[0042] According to still another preferred embodi-
ment, wherein the surveillance unit is at least one of an-
other server of the network, a gateway of the network, a
Border Control Function, BCF, a Session Border Control,
SBC, or any other boundary network equipment as such.
[0043] Further, according to a preferred embodiment,
wherein the master node and the one or more backup
node comprising each a real Internet Protocol, IP, ad-
dress and/or wherein the master node comprising addi-
tionally a Virtual IP, VIP, to determine the mastership in
the network.
[0044] The redundancy system (the master) is in
charge of notifying that it is using the VIP by sending an
ARP ping to the surveillance unit which can be a network
gateway.
[0045] According to yet another preferred embodi-
ment, wherein the switchover timer values comprising a
master down timer to consider that the master node is
not active or down, a heartbeat timer which is the time
to send an heartbeat to another node in the network, a
ping timer, which is the interval to send pings to another
node in the network, a ping timeout, which is the interval
to receive a ping from another node in the network.
[0046] Further, according to a preferred embodiment,
the method further comprises using, by the network ele-
ment, a gateway of the network, a Border Control Func-
tion, BCF, a Session Border Control, SBC, or any other
boundary network equipment as such, a retry timer to
control a test cadence and to collect network reliability.
[0047] According to yet another preferred embodi-
ment, wherein the retry timer in a network with dynamic
variations is dynamically set to a value of seconds, min-
utes, or hours and/or wherein the retry timer in a stable
network is dynamically set to a value of minutes, hours
or days; and wherein the dynamical setting is performed
according to the connectivity of the master node in the
network.
[0048] According to the invention, a system for auto-
mated switchover timer’s tuning on network systems or
Next Generation Emergency Systems is provided, the
system is configured to perform the steps of the method.
[0049] According to a preferred embodiment, the sys-
tem further comprises at least a master node, one or

more backup nodes, a surveillance unit, a preconfigured
set of switchover timer values and a database.
[0050] According to another preferred embodiment,
the system further comprises an application configured
to recalibrate the switchover timers.
[0051] According to still another preferred embodi-
ment, the system further comprises an administrator, or
an administrator unit configured to perform the switcho-
ver or failover to the one or more backup node in case
the master node is down or not active.
[0052] According to yet another aspect of the present
invention, a program element is provided, which when
being executed by a processor is adapted to carry out
steps of the method for automated switchover timer’s tun-
ing on network systems or Next Generation Emergency
Systems.
[0053] According to another aspect of the present in-
vention, a computer-readable medium comprising pro-
gram code is provided, which when being executed by a
processor is adapted to carry out steps of the method for
automated switchover timer’s tuning on network systems
or Next Generation Emergency Systems.
[0054] A computer-readable medium may be a floppy
disk, a hard disk, an USB (Universal Serial Bus) storage
device, a RAM (Random Access Memory), a ROM (Read
Only Memory) or an EPROM (Erasable Programmable
Read Only Memory). A computer-readable medium may
also be a data communication network, e. g. the Internet,
which may allow downloading a program code.
[0055] It has also to be noted that aspects of the in-
vention have been described with reference to different
subject-matters. In particular, some aspects or embodi-
ments have been described with reference to apparatus
type claims whereas other aspects have been described
with reference to method type claims. However, a person
skilled in the art will gather from the above and the fol-
lowing description that, unless otherwise notified, in ad-
dition to any combination between features belonging to
one type of a subject-matter also any combination be-
tween features relating to different types of subject-mat-
ters is considered to be disclosed with this text. In par-
ticular combinations between features relating to the ap-
paratus type claims and features relating to the method
type claims are considered to be disclosed.
[0056] The invention and embodiments thereof will be
described below in further detail in connection with the
drawing(s).

Fig. 1 shows a flowchart for determining a minimal
timers’ configuration according to an embodi-
ment of the invention.

Fig. 2 shows another flowchart for communication re-
covery according to another embodiment of the
invention.

[0057] Fig. 1 schematically shows a flow chart for de-
termining a minimum timer configuration.
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[0058] The invention has the objective to develop an
automatic method to determine the fastest switchover
time, taking into account the best current values for a
switchover mechanism and considering the dynamic as-
pects as network reliability and speed, system load ca-
pacity, and any other external events that could contrib-
ute to the switchover timeout.
[0059] Currently, in most redundant systems, as soon
as a change is made on the master node that requires a
restart (host name, Network Time Protocol, etc.), it is
rebooted. The backup node remains in backup mode and
waits for the master node to reboot and validate the da-
tabase. The master node then copies the database to
the backup node, which then reboots.
[0060] Currently, the default and minimum fixed timers
for switchover are set to the following values.
[0061] Master down timer - It is a timer to consider that
the master node is down, meaning it is not working prop-
erly due to any kind of failure. The minimum value for this
timer is 3 seconds while the maximum value is 15 sec-
onds. A default value of 5 seconds is used.
[0062] Heartbeat timer - The time to send a heartbeat
to the other host. As described a heartbeat is a periodic
signal generated by a hardware or software to indicate
normal operation or to synchronize other parts of a com-
puter system. The minimum value for this timer is 1 sec-
ond while the maximum value is 6 seconds. A default
value of 2 seconds is used.
[0063] When setting the master down timer and the
heartbeat timer, the master down timer must be 2 times
larger than the heartbeat timer.
[0064] Ping timer - It is the timer interval to send pings
to other nodes. Ping is a computer network administration
software utility used to test the reachability of a host on
an Internet Protocol (IP) network. It is available for virtu-
ally all operating systems that have networking capability,
including most embedded network administration soft-
ware. Ping measures the round-trip time for messages
sent from the originating host to a destination computer
that are echoed back to the source. The minimum value
for this timer is 3 seconds while the maximum value is
30 seconds. A default value of 10 seconds is used.
[0065] Ping timeout - It is the time to receive a ping
from the other host. The minimum value for this timer is
7 seconds while the maximum value is 60 seconds. A
default value of 30 seconds is used.
[0066] When setting the ping timer and the ping time-
out, the ping timeout must be 2 times larger than the ping
timer.
[0067] These minimum timer values described above
have already been tested in a network with limitations,
below these values, the architecture does not currently
allow the switchover to be done. The maximum values
result in 15 seconds for the switchover to be triggered.
[0068] As shown in Fig. 1, the master node uses a min-
imum switchover timer configuration. The heartbeat timer
is preset to 4 seconds, the ping timer to 2 seconds, the
ping timeout to 6 seconds and the master down timer to

8 seconds. With this preset timer configuration, the sys-
tem checks whether a heartbeat and/or ARP ping signal
from the master node can be received and/or is echoed
back to the backup node or a surveillance unit of the
network (step S1 in Fig. 1 and in Fig. 2). If the heartbeat
and/or the ARP ping is echoed back to the backup node
or the surveillance unit with the preconfigured minimum
timer values, this is also noted in a database. This data
collection, for example, allows to configure a retry timer.
[0069] A retry timer is used to control a test cadence
and to collect network reliability. This retry timer can be
configured according to the customer specifications. In
a network with dynamic variations, this timer can be set
to a low value, whereas in a stable network it could be
set to higher values (once a day, for example). It will be
activated via the interface of the master node, and once
active it will activate the mechanism until it is deactivated
again via the interface.
[0070] In addition to the heartbeat / APR ping, a first
Session Initiation Protocol (SIP) OPTION message is
sent from the backup node or a surveillance unit of the
network to the master node by using a higher-level layer
protocol, namely SIP (see step S2 in Fig. 1 and Fig. 2).
In response to this first SIP OPTION message, a second
SIP OPTION message is sent by the master node with
a new SIP header in Extensible Markup Language (XML)
format to the backup node (shown as S4 of Fig. 1). This
SIP header contains a new configuration of the switcho-
ver timer values. The master node receives a "200ok"
response from the backup node. Then a configuration
update of the switchover timer on the master node is
initiated via a network application (see step S5 in Fig. 1).
Then, depending on the setting of the retry timer, the
master node sends another heartbeat and/or ARP ping
signal to the backup node or the surveillance unit, but
this new ping signal is now based on the altered switch-
over timer values.
[0071] The system is configured in such a way that
when the heartbeat and/or ARP ping is successfully re-
ceived or echoed back from the master node, the time
intervals of the switchover timers are reduced. These al-
tered timer values are forwarded by the SIP OPTION
messages with a new header in XML format to the backup
node and the master node by the network application via
SIP signaling protocol or any other protocol. The network
application can run inside the master and is responsible
to receive the new timer values and update the node with
the new configuration using these data. Subsequently, a
heartbeat and/or ARP ping is used to check whether
these new altered timer values are still functional. This
flow will be repeated until the system finds the minimal
timer configuration, meaning the minimum time values
for the timers at which the system still functions.
[0072] With this constant testing mechanism, the best-
configured success values can be obtained, and they
can be stored in a database. When these values are sta-
bilized for a configurable time, the retry time could be
reduced or even disabled until there is some other net-
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work event that triggers the mechanism again (e. g. IPs
conflicts, ARP ping failure, etc.). Since network speed
variations are constant, this makes the network perform-
ance dynamic, so it would be ideal for this tuning loop to
run in reduced times. The retry timer will be set with a
minimum value (for example, 1 second), and a maximum
value (1 time a day, for example). This may vary accord-
ing to customer requirements. It is extremely important
that this retry timer changes dynamically according to the
connectivity tests, because if this time becomes fixed, or
the times of previous test results stored in a database
are used to obtain an average, for example, the oppor-
tunity to obtain the best values if the network has im-
proved performance at any given time will be lost.
[0073] This flow is independent of the switchover ac-
tion, what is done in this logic is to find the best times
through this innovative way with the use of SIP (OP-
TIONS), so that when a traditional way fails, it is also
possible to recover the system’s communication in cases
that the timers are too low. Then it would be possible to
re-establish the communication between the nodes by
resetting both with bigger timers which is shown in Fig. 2.
[0074] Shown is Fig. 2 is a scenario to recover the com-
munication between the master node and the one or more
backup node or a surveillance unit of the network (not
shown). The steps in this scenario are the same as those
in Fig. 1, except that if the heartbeat and/or ARP ping
echo is not received in the given time values by the back-
up node or the surveillance unit (indicated by "FAIL" in
Fig. 2) then the backup node or master node sends also
a first SIP OPTION message to the master node to de-
termine if it is still active before a switchover is performed
(see step S2 in Fig.2).
[0075] If the master node is still active, it sends a sec-
ond SIP OPTION with a new header in XML format to
the backup node and the master node with increased
switchover timer values (step S8 in Fig.2). This re-con-
figuration is repeated until the heartbeat and/or ARP ping
is again functional (steps S9/S10 in Fig. 2).
[0076] With this type of system setup, the system can
be automatically and dynamically adapted to the network
conditions without a premature accidental switchover be-
ing made even though the master node is still active but
does not appear to be accessible in the defined time in-
terval due to the network conditions.
[0077] Currently, a system of the state of the art uses
the traditional way (ARP ping), if it fails (for the number
of times configured), then the switchover is triggered on
the backup side, and the communication and adjustment
recovery logic with the master starts again until it is reset
with the best values again.
[0078] Redundant systems usually work with one Vir-
tual IP (VIP), and two real IPs (master and backup). The
VIP is used to determine the mastership in the network.
The redundancy system (the master) is in charge of no-
tifying that it is using the VIP by sending an ARP ping to
the network gateway or the surveillance unit.
[0079] There are situations where the VIP ownership

could cause conflicts, for example, when there is an out-
age in the network and both sides (master and backup)
try to assume with the VIP, or when the switchover proc-
ess is too fast, and the backup tries to assume the mas-
tership.
[0080] There is a way to prevent this by receiving the
following alarm from the network:
[Tue Jul 20 10:28:10 2021] ICMPv6: NA: someone ad-
vertises our address
2605;97ο0;2061;7321;0001;0000;0000;0001 on eth1 is
already in use!
[0081] It is also part of this method to use this as a
trigger point to stop the process of switchover timer de-
creasing and reverse it to increasing the values until the
network system finds stability again. It could also be used
to inform the system to increase the timers until estab-
lishing the redundancy again.
[0082] The automatic adjustment using the two proto-
cols with different layers such as SIP and ARP ping and
the internal recognition of network problems (like the du-
plicity of the Virtual IP detected by the gateway) is a dif-
ferential from what is deployed currently on the enterprise
network systems.
[0083] It should be noted that the term "comprising"
does not exclude other elements or steps and the "a" or
"an" does not exclude a plurality. Further, elements de-
scribed in association with different embodiments may
be combined.
[0084] It should also be noted that reference signs in
the claims shall not be construed as limiting the scope
of the claims.

Claims

1. A method for automated switchover timer’s tuning
on network systems or Next Generation Emergency
Systems, wherein the method comprising the steps
of:

step S1) sending, by a master node, a heartbeat
and/or ARP ping to one or more backup nodes
and/or a surveillance unit according to precon-
figured switchover timer values to check if the
master node is still active;
step S2) sending, by the one or more backup
node and/or the surveillance unit, an additional
first Session Initiation Protocol, SIP, OPTION
message to the master node after receiving the
heartbeat and/or the ARP ping or if the heartbeat
and/or ARP ping fails to be received according
to the switchover timer values;
step S3) performing, by an administrator or an
administrative unit of the network, a switchover
or failover to a backup node in case the first SIP
OPTION message is not answered with "200ok"
by the master node according to a preconfigured
time value.
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2. The method according to claim 1, wherein after send-
ing, by the one or more backup node and/or the sur-
veillance unit, the additional first Session Initiation
Protocol, SIP, OPTION message to the master node
further comprising,

step S4) recalibrating and decreasing, by the
master node, the switchover timer values by
sending a second SIP OPTION message com-
prising a new header indicating the altered
switchover timer values, in case the heartbeat
and/or the ARP ping have been successfully
performed, and the first SIP OPTION has been
answered with "200ok" by the master node in
the preconfigured time value;
step S5) storing, by the master node, the switch-
over timer values which did not cause a heart-
beat and/or ARP ping failure in a database;
step S6) repeating the steps S1, S2, S4 and S5
until the heartbeat and/or ARP ping fails; and
step S7) recalibrating, by the master node, the
last stored switchover timer values which did not
cause a heartbeat and/or ARP ping failure from
the database by using a SIP OPTION message
comprising a header indicating the last stored
switchover timer values.

3. The method according to any of the preceding
claims, wherein the method after sending, by the one
or more backup node and/or the surveillance unit,
the additional first Session Initiation Protocol, SIP,
OPTION message to the master node further com-
prising

step S8) recalibrating and increasing, by the
master node, the switchover timer values by
sending a second SIP OPTION message com-
prising a new header indicating the altered
switchover timer values, in case the heartbeat
and/or the ARP ping fails, and the first SIP OP-
TION has been answered with "200ok" by the
master node in the preconfigured time value;
step S9) repeating the method of the steps S1,
S2 and S8 until the heartbeat and/or ARP ping
is successful; and
step S10) storing, by the master node, the
switchover timer values which did not cause a
heartbeat and/or ARP ping failure in a database.

4. The method according to any of the preceding
claims, wherein the surveillance unit is at least one
of another server of the network, a gateway of the
network, a Border Control Function, BCF, a Session
Border Control, SBC, or any other boundary network
equipment as such.

5. The method according to any of the preceding
claims, wherein the master node and the one or more

backup nodes comprising each a real Internet Pro-
tocol, IP, address and/or wherein the master node
comprising an additionally a Virtual IP, VIP, to deter-
mine the mastership in the network.

6. The method according to any of the preceding
claims, wherein the switchover timer values compris-
ing a master down timer to consider that the master
node is not active or down, a heartbeat timer which
is the time to send an heartbeat to another node in
the network, a ping timer, which is the interval to
send pings to another node in the network, a ping
timeout, which is the interval to receive a ping from
another node in the network.

7. The method according to any of the preceding
claims, wherein the method further comprising, us-
ing, by the Session Border Control, SBC, or any other
boundary network equipment as such, a retry timer
to control a test cadence and to collect network re-
liability.

8. The method according to claim 7, wherein the retry
timer in a network with dynamic variations is dynam-
ically set to a value of seconds, minutes, or hours
and/or wherein the retry timer in a stable network is
dynamically set to a value of minutes, hours or days;
and wherein the dynamical setting is performed ac-
cording to the connectivity of the master node in the
network.

9. A system for automated switchover timer’s tuning on
network systems or Next Generation Emergency
Systems, wherein the system is configured to per-
form the method according to any of the claims 1 to 8.

10. The system according to claim 9, wherein the system
comprising at least a master node, one or more back-
up nodes, a surveillance unit, a preconfigured set of
switchover timer values and a database.

11. The system according to claim 9 or 10, wherein the
system further comprising an application configured
to recalibrate the switchover timers.

12. The system according to claim 9 to 11, wherein the
system further comprising an administrator, or an
administrator unit configured to perform the switch-
over or failover to the one or more backup node in
case the master node is down or not active.
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