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RETROFITTABLE MASK MOUNT SYSTEM
FOR COGNITIVE LOAD REDUCING
PLATFORM

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of provisional
Patent Application Ser. No. 62/758,438, filed Nov. 9, 2018,
assigned to the assignee of the present application, and
incorporated herein by reference.

BACKGROUND

[0002] Inhigh stress and oftentimes hazardous work envi-
ronments-including firefighting, search & rescue, oil and
gas, surgery, fighter pilots, mining, special ops, and the like,
one false step has critical consequences, but so do too many
slow steps. Go too fast and something life-threatening may
be missed; go too slow and the results could be doubly
devastating. The challenges of effectively and safely per-
forming critical work in harsh and obscured environments
have always existed. These challenges combine the physical
strain imposed by hazardous terrain with the mental distress
placed upon the individual operating within them. Critical
human performance in high-stress environments is limited
by how rapidly and effectively the brain can process impov-
erished or jumbled sensory inputs. Until now technology has
been leveraged primarily to increase the amount of infor-
mation provided to the senses, but not designed to specifi-
cally enhance the brain’s existing (and unmatched) cognitive
ability to make sense of that information.

[0003] For example, several emergency response systems
are centered on the use of thermal imaging cameras (TICs)
and augmented reality (AR) optics to provide a hands-free
thermal display to the user. Current systems are typically
carried by a crewmembers who must iteratively scan, men-
tally process and communicate what they perceive. Current
handheld and hands-free TICs lack the computational
resources and software required to unobtrusively offer
advanced image processing and data visualization features
to all crewmembers in real-time. This capability and time
gap in the visual understanding of hazardous environments
has been identified as a significant causative factor in
responder line of duty deaths. Such systems cause crew-
members, such as first responders, to operate in a Stop,
Look, Process and Remember paradigm, which is cumber-
some and time consuming.

[0004] Accordingly, there is a need for improved methods
and systems for integrating improved components, such as
a TIC, with a government certified or compliant face mask,
such as a self-contained breathing apparatus (SCBA), in a
manner that the SCBA retains its certification after the
integration.

BRIEF SUMMARY

[0005] The exemplary embodiment provides a retrofittable
mount system for a mask having a mask window in a
cognitive load reducing platform. A sensor is removably
mounted to the mask to collect information about an envi-
ronment as sensor data. The sensor is removably mounted to
the mask with a first mount mechanism that does not
penetrate the mask window. A processor is coupled to the
sensor, wherein the processor executes one or more cogni-
tive enhancement engines to process the sensor data from
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the sensor into enhanced characterization data. An output
device is removably mounted to the mask with a second
mount mechanism without penetrating the mask window.
The output device electronically receives the enhanced
characterization data from the processor and communicates
the enhanced characterization data to a wearer of the mask.
The enhanced characterization data is integrated into natural
senses of the wearer and optimized for the performance of
a specific task of the wearer to reduce the cognitive load of
the wearer.

[0006] According to the method and system disclosed
herein, once the components of the cognitive load reducing
platform are integrated with a government certified or com-
pliant face mask, such as a self-contained breathing appa-
ratus (SCBA), for example, the nature of the noninvasive
integration ensures that the SCBA retains its certification.

BRIEF DESCRIPTION OF SEVERAL VIEWS OF
THE DRAWINGS

[0007] FIG. 1 is a diagram illustrating one embodiment of
a cognitive load reducing platform according to one embodi-
ment.

[0008] FIGS. 2A, 2B and 2C are diagrams illustrating
components of the cognitive load reducing platform in a
firefighting vision system embodiment.

[0009] FIGS. 3A and 3B are diagrams illustrating an
example of the enhanced images displayed on the display
unit.

[0010] FIG. 4 is a diagram illustrating an example com-
mand and control interface of the cognitive load reducing
platform.

[0011] FIG. 5 illustrates the retrofittable mask mount
system noninvasively integrating components of the cogni-
tive load reducing platform with a conventional face mask.
[0012] FIGS. 6A-6C illustrate an example embodiment for
the sensor in and the first attachment mechanism that mounts
the sensor to the face mask.

[0013] FIG. 7 illustrate another embodiment for the sensor
and the first attachment mechanism that mounts different
sensors to the face mask.

[0014] FIG. 8 illustrates components comprising the sec-
ond attachment mechanism that mounts the output device to
the face mask.

[0015] FIGS. 9A and 9B show a wired connection
between the display unit and the computer complex of the
Sensor.

DETAILED DESCRIPTION

[0016] The exemplary embodiment relates to a retrofit-
table mask mount system for a cognitive load reducing
platform. The following description is presented to enable
one of ordinary skill in the art to make and use the invention
and is provided in the context of a patent application and its
requirements. Various modifications to the exemplary
embodiments and the generic principles and features
described herein will be readily apparent. The exemplary
embodiments are mainly described in terms of particular
methods and systems provided in particular implementa-
tions. However, the methods and systems will operate effec-
tively in other implementations. Phrases such as “exemplary
embodiment”, “one embodiment” and “another embodi-
ment” may refer to the same or different embodiments. The
embodiments will be described with respect to systems
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and/or devices having certain components. However, the
systems and/or devices may include more or less compo-
nents than those shown, and variations in the arrangement
and type of the components may be made without departing
from the scope of the invention. The exemplary embodi-
ments will also be described in the context of particular
methods having certain steps. However, the method and
system operate effectively for other methods having differ-
ent and/or additional steps and steps in different orders that
are not inconsistent with the exemplary embodiments. Thus,
the present invention is not intended to be limited to the
embodiments shown, but is to be accorded the widest scope
consistent with the principles and features described herein.
[0017] In many critical, high-stress activities, such as
firefighting, specialized tools have been developed to sup-
port challenging environments and critical objectives of
crewmembers engaged in the high-stress activities. For the
most part, these tools have evolved to support the crew-
members’ physical needs—heat protection, airway protec-
tion, forcible entry, fire suppression, and the like. In the past
10-15 years, a greater focus has been placed on supporting
the crewmembers’ informational needs, including hazardous
environment detection, communication, and safety alerting.
For example, hearing aids, binoculars, and seismic sensors
all increase the collection of information, but don’t increase
crewmembers’ abilities to process or critically discern that
extra information. Polarized glasses, gas monitors, thermal
imagers, and the like all collect information, but still do not
address the time and stress penalty required to absorb and
interpret all that information. This “more is better” approach
is both distracting and inefficient.

[0018] Unfortunately, often times stress is the limiting
factor to crewmembers successfully completing these criti-
cal and dangerous activities. These are, by definition, high-
stress environments and the difficulty in absorbing more and
more information is made worse by stress. The health of the
crewmembers is also compromised by stress, and regrettably
contributes to a majority of crewmembers fatalities every
year.

[0019] The exemplary embodiments are directed to a
retrofittable mount system for a cognitive load reducing
platform that leverages the principles of neuroscience and
the tools of computer vision to reduce the cognitive load of
a user and elevate human performance in high stress envi-
ronments. The principles of neuroscience are used to inte-
grate sensor data into the natural senses (e.g., visual per-
ception) of the user in a manner that is optimized for the task
athand, e.g. search and rescue, and computer vision supplies
the means in one embodiment. The cognitive load reducing
platform significantly enhances the crewmembers’ or user’s
ability to make well informed decisions rapidly when oper-
ating in complex environments where cognitive abilities
decline. A premise of the cognitive load reducing platform
is that if thinking and understanding are easier for crew-
members, then crewmembers can achieve objectives more
rapidly, spend less time in harsh conditions, and have
potentially reduced stress levels because of the real-time
assurance or reinforcement of a human sense, i.e., vision,
hearing and or touch. Example users of the cognitive load
reducing platform include, but are not limited to, firefighters,
surgeons, soldiers, police officers, search and rescue and
other types of first responders.

[0020] FIG. 1 is a diagram illustrating one embodiment of
a cognitive load reducing platform according to one embodi-
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ment. In one embodiment, the cognitive load reducing
platform is a wearable electronic system worn on the body
of a user when the user is engaged in complex, high stress
environments that reduce cognitive abilities.

[0021] The cognitive load reducing platform 10 com-
prises, one or more sensors 12a-12n (collectively sensors
12) that collect information about an environment as sensor
data. The information collected about the environment refers
primarily to sensor data that can be used for navigation and
detecting hazards, but also to a user’s health status. In one
embodiment, the sensors are worn by the crewmembers. For
example, multiple sensors may be incorporated into a sensor
package that is worn by one or more crewmembers. In
another embodiment, other sensors may be remote from the
crewmembers, such as on a drone equipped with a camera,
toxicity detector, and the like.

[0022] Example categories of sensors include situational
awareness sensors and biometric sensors for health status.
The situational awareness sensors collect data about the
user’s external environment for environmental hazard detec-
tion and navigation. Examples of situational awareness
sensors for hazard detection may include, but are not limited
to: cameras (e.g., a TIC, a drone camera), a spectrometer, a
photosensor, magnetometer, a seismometer, an acoustic sen-
sor, a gas detector, a chemical sensor, a radiological sensor,
a voltage detector, a flow sensor, a scale, a thermometer, a
pressure sensor, and the like. Examples of situational aware-
ness sensors used for user navigation may include, but are
not limited to: an inertial measurement unit (IMU), a GPS
sensor, a speedometer, a pedometer, an accelerometer, an
altimeter, a barometer, an attitude indicator, a depth gauge,
a compass (e.g., a fluxgate compass), a gyroscope, and the
like. Examples of biometric sensors that measure health
conditions/status of the user may include, but are not limited
to: a heart rate sensor, a blood pressure monitor, a glucose
sensor, an electrocardiogram (EKG or ECG) sensor, an
electroencephalogram (EEG) sensor, an electromyography
(EMG) senor, a respiration sensor, and a neurological sensor.
[0023] The platform also includes a high-speed processor
complex 14 coupled to the sensors 12. The high-speed
processor complex 14 includes a memory 16, a communi-
cation interface 19, and one or more processors 18, such as
graphics processor units (GPUs). The processor/GPUs 18
execute one more software-based cognitive enhancement
engines 20 to process the sensor data from the sensors 12
into enhanced characterization data that incorporate contex-
tual and physiological visuals, auditory and/or haptic cues.
The cognitive load reducing platform 200 is sensor agnostic
and as any type of sensor can be added to the platform as
long a corresponding cognitive enhancement engine 20 is
provided to process and present that sensor data.

[0024] The cognitive load reducing platform 10 further
includes one or more output devices 22 coupled to the
processor complex 14 to electronically communicate the
enhanced characterization data to the user such that the
enhanced characterization data is integrated into natural
senses of the wearer in a manner that is optimized for the
performance of a specific task of the user to reduce the
cognitive load of the user. In one embodiment, the output
devices 22 may be implemented as a visual display, head-
phones/ear buds and/or a haptic device.

[0025] Prior solutions increase the amount of information
provided to the user’s senses without specifically enhancing
the brain’s existing (and unmatched) cognitive ability to
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make sense of that information. The cognitive load reducing
platform 10, in contrast, filters, summarizes, and focuses
sensor data into the enhanced characterization data compris-
ing contextual and physiological visuals, audio and/or haptic
cues to create a new category called “Assisted Perception”
that significantly reduces complexity and cognitive load
(and accompanying stress)—and decreases Time-To-Clarity
required to save lives. The cognitive load reducing platform
10 is designed to reduce risk, improve human safety, and
save lives. The platform has shown performance improve-
ments of 267% (e.g., reducing the time to complete mission
critical search and rescue tasks from 4.5 mins to 1.7 mins).

[0026] The cognitive load reducing platform supports the
introduction of life-saving, Assisted Perception solutions to
high-stress environments. One example use of this new
category of Assisted Perception is as a firefighting vision
system. In this embodiment, the cognitive load reducing
platform is a real-time computer vision engine designed to
aid first responders as they navigate smoke filled, hazardous
environments with little or no visible light. In this embodi-
ment, the cognitive load reducing platform increases the
speed and safety of first responders in the field with a focus
upon navigation and visual communication applications.
The Assisted Perception of the cognitive load reducing
platform dramatically enhances one’s ability to make well
informed decisions rapidly when operating in complex envi-
ronments where cognitive abilities decline.

[0027] Several emergency response systems are based on
the use of a thermal camera and AR optics to provide a
hands-free imaging system to the user. However, the cog-
nitive load reducing platform provides a novel integrated
design of these hardware and software elements into a
system that efficiently integrates into natural human visual
perception in a manner that decreases stress in the field. In
the first responder embodiment, the platform combines a
unique combination of enhanced thermal imaging, aug-
mented reality (AR), and environment visualization and
mapping capabilities.

[0028] FIGS. 2A and 2B are diagrams illustrating compo-
nents of the cognitive load reducing platform in the fire-
fighting vision system embodiment. Referring to FIG. 2A, in
one embodiment, the cognitive load reducing platform 200
comprises two components: 1) an assisted perception module
221 integrated with a face mask 224 (or simply “mask”) of
the SCBA worn by each user/crewmember; and ii) a com-
mand and control interface 226 displayed on a display
device 228 to a person of authority, such as an incident
commander. The command and control interface 226
enables the person of authority to manage the incident and
the crewmembers wearing respective assisted perception
modules 221 by displaying the enhanced characterization
data from each of the respective assisted perception mod-
ules.

[0029] Each of the assisted perception modules 221 com-
prises a modular set of components including a TIC 212, a
processor complex 214 in communication with the TIC 212
for executing an edge enhancement engine 220, and a
display unit 222, which is removably attached to the mask
224. In relation to FIG. 1, the TIC 212 in FIG. 2A comprises
one of the sensors 12 of the platform 200, the display unit
222 comprises the output device 22, and the edge enhance-
ment engine 220 comprises the cognitive enhancement
engine 20 executed on the processor complex 214.
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[0030] In the embodiment shown, the display unit 222
may comprise an augmented reality (AR) display unit, a
virtual reality (VR) display unit, or a head-mounted projec-
tion display unit. In the AR embodiment, the AR display unit
may comprise optical see through glasses that can be either
binocular or monocular, or optics integrated into the mask
window. FIG. 2A shows an embodiment where the display
unit 222 comprises an AR monocular display.

[0031] FIG. 2B is a diagram showing a VR embodiment
for the display unit. VR display unit 230 comprises an
immersive headset that includes at least one display and
sensors to track position and orientation (not shown). In the
embodiment shown, the VR display unit 230 comprises a
monocular display, although stereoscopic displays are also
possible. The VR display unit 230 may be integrated within
a housing of TIC 232 or is attachable to the TIC 232.
[0032] FIG. 2C is a diagram showing an exploded view of
the assisted perception module 221 showing additional
components in a wireless embodiment. The TIC 212 cap-
tures thermal image data of obstacles and objects 251 and
sends the thermal image data via a cable 250 to the processor
complex 14. The exploded view of the processor complex 14
shows that the processor complex 14 is powered by batteries
252 and the communication interface 19 of FIG. 1 is coupled
to an antenna 254 to wirelessly transmit enhanced image
data to the display unit 222. The display unit 222 further
includes a processing board 256 with an antenna 258 to
receive the enhanced image data wirelessly transmitted from
the processor complex 14. The processing board 256 relays
the enhanced image data to a digital signal processing board
260, which processes the enhanced image data for display on
the display unit 222 directly in front of the user’s eye.
[0033] As stated above, in one embodiment, the cognitive
load reducing platform is a wearable electronic system. As
such, there are many placement embodiments for the com-
ponents of the cognitive load reducing platform. In most
embodiments, all components are located on, or otherwise
carried by, a user. For example, FIGS. 2A and 2B illustrate
an embodiment where the TIC 212 (sensors 12) and the
display unit 222 (output device 22) are carried by the user by
virtue of being integrated with mask 224. The processor
complex 214 is also worn by the user, such as being clipped
to a belt or clothing, stowed in a pouch or a pocket, or
attached to a back frame of the SCBA.

[0034] In some embodiments, however, the sensors 12
and/or the processor complex 14 may be located remote
from the user. As an example, consider the use case where
aremote gas sensor controlled by a third party sends gas data
to a cognitive enhancement engine 20 executed by the
processor complex 14 to process. In one embodiment, the
gas sensor data from the remote gas sensor could be pushed
to the cognitive load reducing platform where the sensor
data is processed locally by the corresponding cognitive
enhancement engine 20. However, in another, the processor
complex 14 may be implemented as a remote server in the
cloud that wirelessly receives sensor data of various types.
A third party could collect and push the gas sensor data into
the cognitive load reducing platform in the cloud where the
processor complex 14 converts an output into a brain
optimized visual format sent for display to the user on the
output device 22.

[0035] There are also many communication embodiments
for the components of the cognitive load reducing platform.
For example, in the embodiment shown in FIGS. 2A and 2B,
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the TIC 212 communicates with the processor complex 214
over a wired connection via cable 250. However, in an
alternative embodiment, the TIC 212 wirelessly communi-
cates with the processor complex 14. In the embodiment
shown in FIGS. 2A and 2B, the processor complex 214
communicates with the display unit over a wireless connec-
tion. However, in an alternative embodiment, the processor
complex 214 communicates with the display unit over a
wired connection. In yet a further embodiment, the TIC 212
and the processor complex 214 may be integrated together
within a common housing, in which case the TIC 212 is in
direct communication with the processor complex 214, and
the communication between the processor complex 214 and
the display unit 222 could be over a wired or wireless
connection. In either embodiment, the display unit 222
would still communicate wirelessly with the central com-
mand display device 228.

[0036] Inone embodiment, the display unit 222 (including
digital signal processing board 260, processing board 256,
and antenna 258) is mounted inside the mask 224. However,
in an alternative embodiment, the display unit 222 is
mounted outside the mask 224. For example, the display
itself may be positioned outside the mask 224, while the
digital signal processing board 260, processing board 256
and antenna 258, may be worn by the user, such as being
clipped to a belt or clothing, stowed in a pouch or a pocket,
or attached to a back frame of the SCBA.

[0037] According to one aspect of the disclosed embodi-
ments, the edge enhancement engine 220 in the firefighting
embodiment performs high speed processing on the thermal
images from the TIC 212 to enhance the edges or outlines of
objects and obstacles and projects the enhanced outlines as
an AR image on the AR glasses/monocle in the user’s field
of view, so the user can see and effectively navigate in
obscure conditions without overwhelming the user’s ability
to process the displayed information. The edge enhancement
engine 220 provides a stream of visual formation to field of
view of the wearer that increases the luminosity and contrast
of edges in the image to appear as a decluttered, enhanced
cartoon image. In this embodiment, the enhanced cartoon
image produced by the platform dramatically enhances the
user’s ability to make well-informed decisions rapidly when
operating in complex environments where cognitive abilities
decline, such as a first responder (e.g., fire fighter or search
and rescue personnel).

[0038] FIGS. 3A and 3B are diagram illustrating example
enhanced images displayed on the display unit 222. The
enhanced images of the disclosed embodiments have
enhanced edges and a decluttered appearance after process-
ing of thermal images/video by the cognitive load reducing
platform. As shown, the assisted perception module 221
enables the user to see in dark, smoke-filled environments.
However, seeing through smoke is a side benefit to the value
of the cognitive load reducing platform, which is to reduce
the visual complexity of hazardous environments, while
allowing individuals to more easily make sense of their
surroundings.

[0039] The Assisted Perception provided by the cognitive
load reduction platform leverages the principles of neuro-
science to enhance aggregated sensor data in real-time to
allow first responders to do their jobs significantly faster and
more safely. The closest competitor to an infrared sensor-
based, extreme environment tool, would be the handheld or
helmet mounted infrared camera and display systems. How-
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ever, none of these systems offer any context-specific inter-
pretive processing of the output, nor are they designed as
true augmented reality interfaces that reduce the cognitive
load of the user.

[0040] Referring again to FIG. 2A, the wireless capabili-
ties of the processor complex 14 is to also create a shared
experience between the crewmembers and the incident com-
mander (IC) via the command and control interface 226.
According to the present embodiment, the command and
control interface 226 runs on the display device 228 to the
incident commander and is associated or paired to a group
of the assisted perception modules 221 worn by crewmem-
bers. Through its wireless capabilities, each assisted percep-
tion module 221 streams its enhanced image to the com-
mand and control interface 226 on the display device 228 so
that the incident commander can see in real time what the
crewmembers see. Thus, the platform improves situational
awareness on the front lines as well as to create a shared
operating picture with the commander on the backend
through a cognitive load reducing command and control
interface 226 that aggregates information and presents
insights to the commander via a simplified GUI based on
similar principals of neuroscience.

[0041] FIG. 4 is a diagram illustrating an example com-
mand and control interface of the cognitive load reducing
platform. In one embodiment, the display device 228 com-
prises a tablet computer or large mobile phone, and the
command and control interface 226 comprises multiple
subpanels or frames for displaying the streams from each of
the assisted perception modules 221 of the crewmembers
(e.g., up to 8). There are two communication modes. In the
first communication mode, the incident commander can
select any subpanel to engage in audio or visual icon based
communication. In the second communication mode, the
incident commander can broadcast to all of the assisted
perception modules 221 equipped crewmembers in the field.
The assisted perception modules 221 may use high-perfor-
mance GPUs and openGL (23.3) algorithms to render this
interactive, multiple panel display.

[0042] Traditional emergency response tools to aid the
incident commander focus upon the Incident Commander’s
ability to integrate information unavailable to the crewmem-
bers, and to then communicate these insights via radio
channels. In contrast, the cognitive load reducing platform
allows the incident commander to see the moment to
moment visual experience of their crewmembers and to
communicate back to them using visual cues displayed to
crewmembers equipped with assisted perception modules
221. Consequently, the connected nature of the platform
(streaming visual data between assisted perception modules
221 to the central command display device 228) elevates the
safety of the entire workspace by providing a shared oper-
ating picture between individuals in the field and leaders
monitoring workers from the periphery.

[0043] Retrofittable Mask Mount System

[0044] In one embodiment, the cognitive load reducing
platform 10 may be implemented as an OEM-ready system
that makes use of currently available SCBAs. Accordingly,
the cognitive load reducing platform 10 further comprises a
retrofittable mask mount system to allow components of the
cognitive load reducing platform 10 to integrate with the
face mask 224 of a SCBA, for example, without penetrating
the mask or otherwise compromising certifiability of the
mask. The retrofittable mask mount system also enables the
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components to reside in and around the face mask 224 in an
ergonomic and balanced manlier.

[0045] As used herein, the term SCBA is intended to
include any type of breathing apparatus that may be worn by
rescue workers, firefighters, cave/mine explorers, divers,
industrial workers, medical staff and others, to provide
breathable air in an immediately dangerous to life or health
atmosphere (IDLH). Examples types of SCBA’s may
include, but are not limited to a breathing apparatus (BA), a
compressed air breathing apparatus (CABA), and a self-
contained underwater breathing apparatus (SCUBA). The
main components of a conventional SCBA typically include
a face mask, an inhalation connection (mouthpiece) and
regulator hose, and a high pressure tank mounted to a back
frame.

[0046] FIG. 5 illustrates the retrofittable mask mount
system noninvasively integrating components of the cogni-
tive load reducing platform with a conventional face mask.
The face mask 502 (or simply “mask™) comprises a mask
window 503 enclosed by a mask frame 504, and an inhala-
tion connection 506 to connect to a regulator hose 508 that
attaches to a high-pressure tank (not shown). The retrofit-
table mask mount system comprises a sensor 12 removably
mounted to the face mask 502 to collect information about
an environment as sensor data, where the sensor 12 is
removably mounted to the face mask 502 with a first mount
mechanism 520 that does not penetrate the mask window
502.

[0047] Inone embodiment, the first mount mechanism 520
for mounting the sensor 12 may fit on the existing mask
frame 504, rather than on the mask window so as to not
impede vision. The first mount mechanism 520 may remove-
ably mount the sensor 12 to mask 502 without the need of
tools by any means. In one embodiment, for example, the
first mount mechanism 520 removeably mounts the sensor
12 using any type of mechanical fastener that joins two (or
more) objects or surfaces. In one embodiment, the first
mount mechanism 520 uses a latch mechanism with nega-
tive surface matching. Other embodiments for the latch
mechanism may include a spring-loaded connector, a mag-
netic snap, a hook-and-loop fastener, a built-in flexible
compliant hinge, and a clamp, for instance. In one embodi-
ment, the latch mechanism with negative surface matching
includes a combination of pins and/or wedges. Other attach-
ment mechanisms are possible. In one embodiment, the latch
mechanism may be integrated to work with built-in quick
release connectors on the mask frame 504.

[0048] The sensor 12 may include a protective housing
enclosure for the sensor (impact/heat/humidity/vibration).
The sensor 12 may incorporate a switch 213 button (con-
ductive, electro mechanical or mechanical) in the housing in
some embodiments to allow the user to switch 213 between
different processed sensory outputs based on user experi-
ence. The switch 213 is ergonomically placed on the sensor
12 based on the use case. In one embodiment, the sensor 12
may comprise TIC 212.

[0049] The processor complex 214 receives sensor data
collected by sensor 12 and processes the sensor data into
enhanced characterization data. In one embodiment, the
processor complex 214 may be implemented with a rugge-
dized enclosure that is preferably heat, humidity and impact
resistant. The enclosure may be carried by a wearer on an
item of clothing or on/in a back frame the SCBA. Examples
of'item of clothing include a belt, jacket or pants of the user.
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In another embodiment, the processor complex 214 may be
implemented as a server located remote from the user, such
as in the cloud.

[0050] The output device 22 is removably mounted to the
face mask 502 that electronically receives the enhanced
characterization data from the processor complex 214 and
communicates the enhanced characterization data to a
wearer of the face mask 502. In one aspect of the disclosed
embodiments, the output device 22 is attached to the face
mask 502 using a second mount mechanism 522 that does
not penetrate the mask window 502. The output device 22
communicates the enhanced characterization data to a
wearer of the mask, such that the enhanced characterization
data is integrated into natural senses of the wearer and
optimized for the performance of a specific task of the user
to reduce the cognitive load of the wearer. In the embodi-
ment where the output device 22 is a display device 222, the
enhanced characterization data comprises a stream of visual
images that is ergonomically aligned to the wearer’s line of
sight with edges of objects in the images having increased
luminosity and contrast (over baseline thermal images) and
appear as decluttered, enhanced line drawings.

[0051] Due to the first and second mount mechanisms 520
and 522, once the cognitive load reducing platform is
integrated with a government certified or compliant SCBA
guidelines/standards, the nature of the non-invasive integra-
tion ensures that the SCBA retains its certification.
Examples of such SCBA guidelines/standards include, but
are not limited to: SCBAs guidelines established by the
National Fire Protection Association, NFPA Standard 1981
for firefighting; National Institute for Occupational Safety
and Health (NIOSH) certification for SCBAs that are used in
chemical, biological, radiological, and nuclear (CBRN)
environments; Personal Protective Equipment Directive (89/
686/EEC) for SBCAs used in Europe (see European Stan-
dard EN 137:2006).

[0052] FIGS. 6A-6C illustrate an example embodiment for
the sensor and the first attachment mechanism that mounts
the sensor 12 to the face mask 502. In one embodiment, the
sensor 12 may include a housing to hold the actual sensor
unit on the face mask (and to route any cables). The housing
may comprise a single component or multiple components.
FIGS. 6A and 6B show an example of the housing of the TIC
212 comprising multiple components. In this embodiment,
the housing of the TIC 212 may comprise an upper housing
bracket 212a and a lower housing bracket 21254 that are
attached to one another by a bracket bolt and nut 212¢
running vertically though the upper housing bracket 212a
and the lower housing bracket 2125.

[0053] Regardless of whether the housing of the TIC 212
comprises a single component or multiple components, the
first mount mechanism 520 uses a latch mechanism with
negative surface matching in one embodiment. Other
embodiments for the latch mechanism may include a spring-
loaded connector, a hook-and-loop fastener, a built-in flex-
ible compliant hinge, and a clamp, for instance. Compliant
hinges/mechanisms are those that do not use a multi-part
hinge but rather use flexible hinge mechanisms that take
advantage of material properties to form the hinge. In one
embodiment, the latch mechanism with negative surface
matching includes a combination of pins and/or wedges, as
described below.

[0054] FIGS. 6A-6C illustrate components of the first
attachment mechanism 600 on the housing that mounts the
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TIC 212 to the face mask 502 by a latch mechanism with
negative surface matching. In one embodiment, the latch
mechanism may comprise a combination of pins and one or
more wedges. More specifically, the negative surface match-
ing map be implemented as bracket snap-end spacer clip
pins 602 and a wedge portion 608 formed in the housing of
the TIC 212. In one embodiment, the bracket snap-end
spacer clip pins 602 are located along a side of the TIC 212
facing the face mask 502 and rest on an outer surface 604 of
the mask frame 504. In the two-component embodiment, the
bracket snap-end spacer clip pins 602 are located on both the
upper housing bracket 212a and the lower housing bracket
2125 to press on sides of the mask frame. FIG. 6C shows that
the first attachment mechanism 600 further includes a wedge
portion 608 located along a longitudinal side of the housing
of the TIC 212 to fit over a flange portion 606 of the mask
frame 504. Together, the bracket snap-end spacer clip pins
602 and the wedge portion 608 inserted over the flange
portion 606 act as a retaining latch to keep the housing of
TIC 212 fixed in place on the mask frame 504. To remove
the TIC 212, the user bends back the wedge portion 608 until
it no longer engages the flange portion 606 and lifts the TIC
212 away from the mask frame 504.

[0055] FIG. 7 illustrate another embodiment for the sensor
and the first attachment mechanism that enables different
sensors to be mounted to the face mask 502. In this embodi-
ment, the first attachment mechanism comprises a housing
704 of the sensor, where the housing includes a receiving
frame 708 with a spring-loaded pin connector 706 for
removalably attaching different types of sensors 12a, 125,
and 12c¢ having connectors that are compatible with the
spring-loaded pin connector 706. Accordingly, this embodi-
ment of the first attachment mechanism enables different
types of sensors 12a, 125 and 12¢ to be snapped in and out
for easy substitution in the field as required. Once a sensor
is attached (e.g., snapped in) the spring-loaded pin connector
706, the processor complex may automatically identify the
sensor and load the corresponding cognitive enhancement
engine 20 to process the sensor output for presentation on
the output device.

[0056] According to a further embodiment, the face mask
includes a first built-in connector on the outside of the mask
frame to receive and mate with a matching connector on a
sensor 12 or the processor complex. But the face mask may
also include a second built-in connector on the inside of the
mask frame to receive and mate with a matching connector
on the display unit. The first and second built-in connectors
may be coupled to one another to provide a direct connection
between the TIC/processor complex and the display unit.

[0057] FIG. 8 illustrates components comprising the sec-
ond attachment mechanism 522 that mounts the output
device 22 to the face mask 502. In one embodiment, the
second mount mechanism 522 mounts the output device 22
inside the face mask 502 in a fixed, but manually removable
manner (i.e., without the need of tools). In the embodiment
where the output device 22 is an display unit 222, the second
attachment mechanism 522 may comprise a flexible bridge
800 connecting a left frame member 802 and a right frame
member 804. The left frame member 802 and a right frame
member 804 have contours that substantially match the
contours of the interior of the face mask 502. The display
unit 222 is self-powered by batteries, which may be housed
in the left frame member 802, while the right frame member
804 may house the optical display or vice versa. The display
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unit 222 may include a glass frame around the optics to
protect the wave guide optics. In another embodiment, the
display unit 222 may be AR goggles in which case the optics
could be attached to the left frame member 802 as well. In
one embodiment, weight is distributed evenly across the
vertical axis of display unit 222 to be less encumbering.
[0058] According to the present embodiment, to affix or
mount the display unit 222 inside the face mask 502 using
the second attachment mechanism 522, a user slightly folds
the left frame member 802 and/or the right frame member
804 inwards about the vertical axis of the flexible bridge 800
(step 1). The slightly folded display unit 222 is then inserted
into the face mask 502 wherein once released the left frame
member 802 and the right frame member 804 flex back to an
original shape and press against the contours of the interior
of mask window 502 (step 2). The user then releases
pressure on the left frame member 802 and the right frame
member 804 and the display unit 222 is held in place by
spring-like pressure against the mask window 502 (step 3).
Once the display unit 222 is mounted inside the face mask
502, the display unit 222 is implemented such that the
flexible bridge 800, the left frame member 802 and the right
frame member 804 do not affect an in-mask airflow path that
keeps the mask visor glass cool.

[0059] In a first embodiment shown in FIG. 5, the assisted
perception module 221 has been described with a wireless
connection between the processor complex 214 and the
display unit 222. However, in a second embodiment, the
processor complex 214 and the display unit 222 may com-
municate through a wired connection, as shown in FIGS. 9A
and 9B.

[0060] FIG. 9A illustrates a first embodiment of a wired
connection between display unit 900 and the processor
complex 214. In this embodiment, the display unit 900 is
equipped with a pin plug and data cable 902. The pin plug
and data cable 902 connects to a built-in pin connector
system 904 in the mask. A regulator to mask pin connector
system 906 on the outside of the face mask enables a clip-on
data transfer between the in-mask built in pin connector
system 904 and a regulator 908. The regulator to mask pin
connector system 906 connects to data cables in hose line
910, at least one of which connects to the processor complex
214. In addition, the cable 250 from the TIC 212 to the
processor complex 214 may also be routed within the hose
line 910. In one embodiment data from the display unit 900
and data from the TIC 212 may be combined within the hose
line 910 and input to the processor complex 214 via a single
cable 912.

[0061] FIG. 9B illustrates a second embodiment of the
wired connection between display unit and the computer
complex. In the second embodiment, display unit 950 is
equipped with a clip-in nose cup registration 952 and
built-in data pins 953 that connect with the in-mask built-in
pin connector system 954. Regulator to mask pin connector
system 956 on the outside of the face mask enables a clip-on
data transfer between the in-mask built-in pin connector
system 954 and regulator 958. The regulator to mask pin
connector system 956 connects to data cables in hose line
910, at least one of which connects to the processor complex
214. The cable 250 from the TIC 212 to the processor
complex 214 (see FIG. 9A) may also be routed within the
hose line 960. As shown in FIG. 9B, the clip-in nose cup
registration has an opening to fit over a connection for the
regulator 958. An inhalation connection 962 for the regula-
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tor 958 fits through the clip-in nose cup registration 952 to
connect to the connection for the regulator 958 inside the
mask.

[0062] A method and system for implementing a cognitive
load reducing platform with a retrofittable mount system has
been disclosed. The present invention has been described in
accordance with the embodiments shown, and there could be
variations to the embodiments, and any variations would be
within the spirit and scope of the present invention. For
example, the exemplary embodiment can be implemented
using hardware, software, a computer readable medium
containing program instructions, or a combination thereof.
Accordingly, many modifications may be made by one of
ordinary skill in the art without departing from the spirit and
scope of the appended claims.

We claim:

1. A retrofittable mount system for a mask having a mask
window, comprising:

a sensor removably mounted to the mask to collect
information about an environment as sensor data,
wherein the sensor is removably mounted to the mask
with a first mount mechanism that does not penetrate
the mask window;

a processor coupled to the sensor, wherein the processor
executes one or more cognitive enhancement engines to
process the sensor data into enhanced characterization
data; and

an output device removably mounted to the mask with a
second mount mechanism without penetrating the mask
window, the output device to electronically receive the
enhanced characterization data from the processor and
to communicate the enhanced characterization data to a
wearer of the mask, such that the enhanced character-
ization data is integrated into natural senses of the
wearer and optimized for performance of a specific task
of the wearer to reduce a cognitive load of the wearer.

2. The retrofittable mount system of claim 1, wherein the
first mount mechanism removeably mounts the sensor
through a latch mechanism.

3. The retrofittable mount system of claim 2, wherein the
latch mechanism includes negative surface matching com-
prising a wedge formed in a housing of the sensor that fits
over a flange portion of the mask, wherein the wedge acts as
a retaining latch to keep the sensor fixed in place on the
mask.

4. The retrofittable mount system of claim 2, wherein the
latch mechanism comprises at least one of: a spring-loaded
connector, a magnetic snap, a hook-and-loop fastener, a
built-in flexible compliant hinge, and a clamp.

5. The retrofittable mount system of claim 1, wherein the
first mount mechanism comprises a housing of the sensor
having a receiving frame with a spring-loaded pin connector
for removeably attaching a plurality of different types of
sensors.

6. The retrofittable mount system of claim 5, wherein the
plurality of different types of sensors collect data about an
external environment of the wearer for hazard detection and
navigation.

7. The retrofittable mount system of claim 5, wherein once
the sensor is attached to the spring-loaded pin connector, the
processor automatically identifies the sensor and loads a
corresponding one of the one or more cognitive enhance-
ment engines to process the sensor data for presentation on
the output device.
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8. The retrofittable mount system of claim 1, wherein the
second mount mechanism mounts the output device inside
the mask in a fixed, but manually removable manner.

9. The retrofittable mount system of claim 8, wherein the
second mount mechanism comprises a flexible bridge con-
necting a left frame member and a right frame member,
wherein the left frame member and the right frame member
have contours that substantially match contours of the
interior of the mask.

10. The retrofittable mount system of claim 9, wherein at
least one of the left frame member and the right frame
member are folded inwards about a vertical axis of the
flexible bridge folded and then inserted into the mask,
wherein once released the left frame member and the right
frame member flex back to an original shape and press
against the contours of an interior of mask.

11. The retrofittable mount system of claim 1, wherein the
mask is a component of a self-contained breathing apparatus
(SCBA).

12. The retrofittable mount system of claim 11, wherein
the output device is equipped with a pin plug and data cable
that connects to an in-mask built-in pin connector system,
the in-mask built-in pin connector system connects to a
regulator to mask pin connector system on an outside of the
mask, and wherein the regulator to mask pin connector
system connects to data cables in hose line of the SCBA,
wherein at least one of the data cables connects to the
processor.

13. The retrofittable mount system of claim 11, wherein
the output device is equipped with a clip-in nose cup
registration and built-in data pins that connect with an
in-mask built-in pin connector system, wherein the clip-in
nose cup registration has an opening to fit over a connection
for a regulator of the SCBA, an inhalation connection for the
regulator fits through the clip-in nose cup registration to
connect to the regulator inside the mask.

14. The retrofittable mount system of claim 11, wherein
the sensor comprise a thermal imaging camera (TIC) and the
one or more cognitive enhancement engines executed by the
processor comprises one or more edge enhancement engines
to processes thermal images from the TIC to enhance edges
of objects and declutter information in the thermal images.

15. A method for providing a retrofittable mount system
for a mask having a mask window, comprising:

removably mounting a sensor to the mask to collect
information about an environment as sensor data,
wherein the sensor is removably mounted to the mask
with a first mount mechanism that does not penetrate
the mask window;

coupling a processor to the sensor, wherein the processor
executes one or more cognitive enhancement engines to
process the sensor data into enhanced characterization
data; and

removably mounting an output device to the mask with a
second mount mechanism without penetrating the mask
window, the output device to electronically receive the
enhanced characterization data from the processor and
to communicate the enhanced characterization data to a
wearer of the mask such that the enhanced character-
ization data is integrated into natural senses of the
wearer and optimized for performance of a specific task
of the wearer to reduce a cognitive load of the wearer.
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16. The method claim 15, further comprising: removably
mounting, by the first mount mechanism, the sensor through
a latch mechanism.

17. The method claim 16, further comprising: implement-
ing the latch mechanism with negative surface matching
comprising as a wedge formed in a housing of the sensor that
fits over a flange portion of the mask, wherein the wedge acts
as a retaining latch to keep the sensor fixed in place on the
mask.

18. The method claim 16, further comprising: implement-
ing the latch mechanism as at least one of: a spring-loaded
connector, a magnetic snap, a hook-and-loop fastener, a
built-in flexible compliant hinge, and a clamp.

19. The method claim 15, further comprising: implement-
ing the first mount mechanism with a housing of the sensor
having a receiving frame with a spring-loaded pin connector
for removeably attaching a plurality of different types of
sensors.

20. The method claim 19, further comprising: removably
attaching the plurality of different types of sensors to collect
data about an external environment of the wearer for hazard
detection and navigation.

21. The method claim 19, further comprising: once a
sensor is attached to the spring-loaded pin connector, auto-
matically identifying, by the processor, the sensor and
loading a corresponding one of the one or more cognitive
enhancement engines to process the sensor data for presen-
tation on the output device.

22. The method claim 15, further comprising: mounting,
by the second mount mechanism, the output device inside
the mask in a fixed, but manually removable manner.

23. The method claim 22, further comprising: implement-
ing the second mount mechanism as a flexible bridge
connecting a left frame member and a right frame member,
wherein the left frame member and the right frame member
have contours that substantially match contours of the
interior of the mask.

24. The method claim 23, further comprising: implement-
ing at least one of the left frame member and the right frame
member to fold inwards about a vertical axis of the flexible
bridge folded for insertion into the mask until the left frame
member and the right frame member are placed against the
contours of an interior of the mask.

25. The method claim 15, further comprising: implement-
ing the mask as a component of a self-contained breathing
apparatus (SCBA).
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26. The method of claim 25, further comprising: equip-
ping the output device with a pin plug and data cable that
connects to an in-mask built-in pin connector system, the
in-mask built-in pin connector system connecting to a regu-
lator to mask pin connector system on an outside of the
mask, and wherein the regulator to mask pin connector
system connects to data cables in hose line of the SCBA,
wherein at least one of the data cables connects to the
processor.

27. The method of claim 25, further comprising: equip-
ping the output device with a clip-in nose cup registration
and built-in data pins that connect with an in-mask built-in
pin connector system, wherein the clip-in nose cup regis-
tration has an opening to fit over a connection for a regulator
of the SCBA, and an inhalation connection for the regulator
fits through the clip-in nose cup registration to connect to the
regulator inside the mask.

28. The method claim 25, further comprising: implement-
ing the sensor as a thermal imaging camera (TIC) and
executing the one or more cognitive enhancement engines
by the processor such that one or more edge enhancement
engines processes thermal images from the TIC to enhance
edges of objects and declutter information in the thermal
images.

29. A retrofittable mount system for a mask of breathing
apparatus, the mask having a mask window enclosed by a
mask frame, comprising:

a thermal imaging camera (TIC) removably mounted to
the mask to collect thermal images of an environment
as sensor data, wherein the TIC is removably mounted
to the mask with a first mount mechanism that does not
penetrate the mask window;

a processor coupled to the sensor, wherein the processor
executes one or more cognitive enhancement engines,
including an edge enhancement engine, the edge
enhancement engine to process the thermal images into
enhanced characterization images that enhances edges
of objects and declutters information in the thermal
images; and

a display unit removably mounted to the mask with a
second mount mechanism without penetrating the mask
window, the display unit to electronically receive the
enhanced characterization images from the processor
and to display the enhanced characterization images in
a line of sight of a wearer.
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