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(57) ABSTRACT

A self-driving vehicle can operate by analyzing a live sensor
view to autonomously operate acceleration, braking, and
steering systems of the SDV along a current route. Based on
a detected anomaly associated with the live sensor view, the
SDV can transmit a teleassistance inquiry to a backend
transport system in accordance with a data prioritization
scheme. The SDV can receive a resolution response from the
backend transport system based on the teleassistance
inquiry, and proceed in accordance with the resolution
response.
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TELEASSISTANCE DATA PRIORITIZATION
FOR SELF-DRIVING VEHICLES

BACKGROUND

[0001] On-board features of modern vehicles can have the
effect of distracting the driver from safe operation of the
vehicle. Such on-board features can include BLUETOOTH
telephony, radio, CD, or MP3 audio players, on-board DVD
or MP4 video players, mapping and routing features, and
on-board voice text messaging or SMS features that enable
drivers to read and response to text messages while, at the
same time, attempting to safely operate the vehicle in traffic.
Such on-board features may further include on-demand
television, social media and other content browsing features,
calendar scheduling, and voice and video conferencing. As
network technology progresses, modern vehicles will con-
tinue to evolve into “smart” vehicles capable of providing
the user with evolutions of the above-mentioned on-board
features that contribute to visual, manual, and cognitive
distraction.

[0002] At the same time, vehicle manufacturers continue
to provide evolving safety features that include not only
structural and mechanical characteristics (e.g., crumple
structures, carbon fiber materials, etc.), but also software-
based driving aids that support the driver, for example, in
lane-keeping, following, preemptive braking, and collision
detection and avoidance.

[0003] Autonomous vehicle technology seeks to circum-
vent manufacturer conflict between providing desirable on-
board features and maintaining driver awareness for safe
driving. Nevertheless, the human brain has significant
advantages over current autonomous driving systems, being
capable of rapid and intelligent perception, thought, and
decision-making. In order to progress from current autono-
mous capabilities to full autonomy and acceptable trustwor-
thiness in all road conditions and environments, leveraging
human cognition may be advantageous in assisting and
intervening autonomous vehicle operations in various sce-
narios.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] The disclosure herein is illustrated by way of
example, and not by way of limitation, in the figures of the
accompanying drawings in which like reference numerals
refer to similar elements, and in which:

[0005] FIG. 1 is a block diagram illustrating an example
self-driving vehicle operated by a control system imple-
menting a teleassistance module, as described herein;
[0006] FIG. 2 is a block diagram illustrating an example
teleassistance module utilized in connection with a self-
driving vehicle, according to examples described herein;
[0007] FIG. 3 shows an example of an autonomously
controlled self-driving vehicle utilizing sensor data to navi-
gate an environment in accordance with example implemen-
tations;

[0008] FIG. 4 shows an example self-driving vehicle
executing a resolution response from a backend teleassis-
tance operator, in accordance with example implementa-
tions;

[0009] FIGS. 5A and 5B are flow charts describing
example methods of operating a self-driving vehicle using
teleassistance, according to examples described herein;
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[0010] FIG. 6 is another flow chart describing an example
method of operating a self-driving vehicle using teleassis-
tance, according to examples described herein;

[0011] FIG. 7 is a block diagram illustrating a computer
system for a self-driving vehicle upon which examples
described herein may be implemented; and

[0012] FIG. 8 is a block diagram illustrating a computer
system for a backend datacenter upon which example trans-
port systems described herein may be implemented.

DETAILED DESCRIPTION

[0013] A self-driving vehicle (SDV) can include a sensor
suite to generate a live sensor view of a surrounding area of
the SDV and acceleration, braking, and steering systems
autonomously operated by a control system. In various
implementations, the control system can dynamically ana-
lyze the sensor view of the surrounding area and a road
network map (e.g., a highly detailed localization map) in
order to autonomously operate the acceleration, braking, and
steering systems along a current route to a destination.
[0014] In certain examples, the SDV can include a com-
munication interface to enable the control system to com-
municate to a backend transport system. In one aspect, the
backend transport system can be implemented through one
or more datacenters and can manage on-demand transpor-
tation services for a fleet of SDVs operating throughout a
given region (e.g., a metroplex such as the San Francisco
Bay metropolitan area). In some examples, as the SDV
operates throughout the given region, the SDV can transmit
and receive communications for the backend transport sys-
tem. These communications can comprise transport instruc-
tions to rendezvous with a requesting user at a pick-up
location, location data indicating such pick-up locations and
destinations, routing data indicating an optimal route to the
pick-up location and then onwards to the destination, and
routing updates indicating dynamic changes to traffic con-
ditions along a particular route.

[0015] In various implementations, the SDV can also
communicate teleassistance data to the backend transport
system, or a remote teleassistance system. For example, the
control system of the SDV can include perception and
prediction engines that can make decisions with regard to
acceleration, braking, and steering inputs in accordance with
confidence metrics in both detecting respective fields of
view and classifying detected objects in those fields of view.
Based on a detected anomaly in the live sensor view, the
control system can transmit a teleassistance inquiry to the
transport system, which can be processed by human teleas-
sistance operators. In certain aspects, the control system can
transmit sensor data in conjunction with the teleassistance
inquiry in accordance with a data prioritization scheme.
Additionally or alternatively, the control system can parse,
encode, and/or compress the sensor data prior to transmit-
ting or streaming the data to teleassistance operators. In
further examples, the control system can specify an anoma-
lous object with a bounding box, which may be encoded at
a higher quality than a remainder of the sensor data.
[0016] In order to ensure that the teleassistance data is
properly transmitted, the control system can transmit data in
accordance with a prioritization scheme. For example, the
SDV may comprise multiple communication modules com-
municating with the transport system using any number of
communications standards and/or protocols. Some commu-
nication modules may be more reliable than others in
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general, or depending on the location of the SDV in the
given region. At a high level, the prioritization scheme can
cause the control system to prioritize teleassistance commu-
nications over other communications (e.g., as a highest
priority data transmission), and at a lower level, can priori-
tize certain types of sensor data depending on the type and
nature of the anomaly. Specifically, the SDV can commu-
nicate location pings and other periodic data to the backend
transport system, where some transmissions may require
retransmission or may be lost outright. The control system
can monitor the bandwidth and performance of the SDV’s
communication modules to ensure that any teleassistance
communications be transmitted over the most reliable and/or
highest bandwidth communication module(s). Furthermore,
the control system can categorize the teleassistance inquiry
as, for example, a detection issue or an object classification
issue. In one aspect, for detection issues (e.g., an obstruction
in the sensor view) the control system can prioritize LIDAR
data for transmission with the teleassistance inquiry, and for
classification issues (e.g., an indeterminate object) the con-
trol system can prioritize image or video data.

[0017] In still further implementations, the control system
may have difficulty either resolving objects in the live sensor
view, or operating the control mechanisms of the SDV (e.g.,
the acceleration, braking, and/or steering systems). Such
difficulties may arise from fault or failed conditions in the
sensors, the computer stack of the vehicle, or from a
mechanical system of the vehicle itself (e.g., a tire with low
air pressure affecting steering). In these implementations,
the control system can transmit diagnostics data to enable
the teleassistance operator to provide a resolution.

[0018] Inmany aspects, the teleassistance inquiry can seek
assistance from backend operators in resolving detection
difficulties, such as when a critical occlusion exists in the
live sensor view, or when an object of interest is not readily
classifiable by the control system. It is contemplated that
on-board computational capabilities of self-driving vehicles
may be inferior to the computing power of backend data-
centers. Accordingly, the backend teleassistance operators
may be human or may be teleassistance computers or virtual
machines executing instruction sets for detecting and clas-
sifying objects in road environments, or can run deep
learning models specific to those tasks. According to
examples provided herein, the control system can receive a
resolution response from the backend teleassistance operator
based on the teleassistance inquiry. The resolution response
can comprise data classifying the unresolved object of
interest, or can include an instruction of how to proceed
when a detection anomaly exists. The control system may
then proceed along the current route (or an alternate route)
in accordance with the resolution response.

[0019] In certain aspects, the teleassistance operator may
require additional data to resolve a detected anomaly. For
example, localization information corresponding to the loca-
tion and orientation of the SDV in the given region may
provide context to the teleassistance operator given a current
overall traffic situation local to the SDV. In some scenarios,
diagnostics information of the SDV and/or the SDV’s sensor
systems can provide context to the teleassistance operator
when, for example, a malfunction or fault has occurred with
an SDV system (e.g., a failed tire, a fault condition on a
sensor, debris occluding the sensor view, etc.). Providing
this additional data can aid the teleassistance operator in
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assisting the SDV and constructing or otherwise generating
the resolution package to enable the SDV to proceed.
[0020] Among other benefits, the examples described
herein achieve a technical effect of providing dynamic
resolution of anomalies for a self-driving vehicle (SDV)
when operating on public roads and highways. Current
technologies typically involve the SDV pulling over or
stopping when anomalous conditions exist, or an on-board
human engineer being provided with alerts and resolving
them on-the-fly, or even an alert human backup driver sitting
in the driver’s seat of the SDV, ready to take over manual
control of the SDV during emergency events. Prioritization
of' teleassistance data and specialized encoding and/or dupli-
cation of teleassistance inquiries and streamed sensor data
can provide for improved resolution of detected anomalies
with reduced impact on bandwidth usage.

[0021] As used herein, a computing device refers to
devices corresponding to desktop computers, cellular
devices or smartphones, personal digital assistants (PDAs),
laptop computers, tablet devices, virtual reality (VR) and/or
augmented reality (AR) devices, wearable computing
devices, television (IP Television), etc., that can provide
network connectivity and processing resources for commu-
nicating with the system over a network. A computing
device can also correspond to custom hardware, in-vehicle
devices, or on-board computers, etc. The computing device
can also operate a designated application configured to
communicate with the network service.

[0022] One or more examples described herein provide
that methods, techniques, and actions performed by a com-
puting device are performed programmatically, or as a
computer-implemented method. Programmatically, as used
herein, means through the use of code or computer-execut-
able instructions. These instructions can be stored in one or
more memory resources of the computing device. A pro-
grammatically performed step may or may not be automatic.
[0023] One or more examples described herein can be
implemented using programmatic modules, engines, or
components. A programmatic module, engine, or component
can include a program, a sub-routine, a portion of a program,
or a software component or a hardware component capable
of performing one or more stated tasks or functions. As used
herein, a module or component can exist on a hardware
component independently of other modules or components.
Alternatively, a module or component can be a shared
element or process of other modules, programs or machines.
[0024] Some examples described herein can generally
require the use of computing devices, including processing
and memory resources. For example, one or more examples
described herein may be implemented, in whole or in part,
on computing devices such as servers, desktop computers,
cellular or smartphones, personal digital assistants (e.g.,
PDAs), laptop computers, virtual reality (VR) or augmented
reality (AR) computers, network equipment (e.g., routers)
and tablet devices. Memory, processing, and network
resources may all be used in connection with the establish-
ment, use, or performance of any example described herein
(including with the performance of any method or with the
implementation of any system).

[0025] Furthermore, one or more examples described
herein may be implemented through the use of instructions
that are executable by one or more processors. These
instructions may be carried on a computer-readable medium.
Machines shown or described with figures below provide
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examples of processing resources and computer-readable
mediums on which instructions for implementing examples
disclosed herein can be carried and/or executed. In particu-
lar, the numerous machines shown with examples of the
invention include processors and various forms of memory
for holding data and instructions. Examples of computer-
readable mediums include permanent memory storage
devices, such as hard drives on personal computers or
servers. Other examples of computer storage mediums
include portable storage units, such as CD or DVD units,
flash memory (such as those carried on smartphones, mul-
tifunctional devices or tablets), and magnetic memory. Com-
puters, terminals, network enabled devices (e.g., mobile
devices, such as cell phones) are all examples of machines
and devices that utilize processors, memory, and instructions
stored on computer-readable mediums. Additionally,
examples may be implemented in the form of computer-
programs, or a computer usable carrier medium capable of
carrying such a program.

[0026] As provided herein, the terms “autonomous
vehicle” (AV) or “self-driving vehicle” (SDV) may be used
interchangeably to describe any vehicle operating in a state
of autonomous control with respect to acceleration, steering,
and braking. Different levels of autonomy may exist with
respect to AVs and SDVs. For example, some vehicles may
enable autonomous control in limited scenarios, such as on
highways. More advanced AVs and SDVs can operate in a
variety of traffic environments without any human assis-
tance. Accordingly, an “AV control system” can process
sensor data from the AV or SDV’s sensor array, and modu-
late acceleration, steering, and braking inputs to safely drive
the AV or SDV along a given route.

[0027] System Description

[0028] FIG. 1 is a block diagram illustrating an example
self-driving vehicle operated by a control system imple-
menting a teleassistance module, as described herein. In an
example of FIG. 1, a control system 120 can autonomously
operate the SDV 100 in a given geographic region for a
variety of purposes, including transport services (e.g., trans-
port of humans, delivery services, etc.). In examples
described, the SDV 100 can operate without human control.
For example, the SDV 100 can autonomously steer, accel-
erate, shift, brake, and operate lighting components. Some
variations also recognize that the SDV 100 can switch
between an autonomous mode, in which the SDV control
system 120 autonomously operates the SDV 100, and a
manual mode in which a driver takes over manual control of
the acceleration system 172, steering system 174, braking
system 176, and lighting and auxiliary systems 178 (e.g.,
directional signals and headlights).

[0029] According to some examples, the control system
120 can utilize specific sensor resources in order to autono-
mously operate the SDV 100 in a variety of driving envi-
ronments and conditions. For example, the control system
120 can operate the SDV 100 by autonomously operating the
steering, acceleration, and braking systems 172, 174, 176 of
the SDV 100 to a specified destination 137. The control
system 120 can perform vehicle control actions (e.g., brak-
ing, steering, accelerating) and route planning using sensor
information, as well as other inputs (e.g., transmissions from
remote or local human operators, network communication
from other vehicles, etc.).

[0030] In an example of FIG. 1, the control system 120
includes computational resources (e.g., processing cores
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and/or field programmable gate arrays (FPGAs)) which
operate to process sensor data 115 received from a sensor
system 102 of the SDV 100 that provides a sensor view of
a road segment upon which the SDV 100 operates. The
sensor data 115 can be used to determine actions which are
to be performed by the SDV 100 in order for the SDV 100
to continue on a route to the destination 137. In some
variations, the control system 120 can include other func-
tionality, such as wireless communication capabilities using
a communication interface 135, to send and/or receive
wireless communications over one or more networks 185
with one or more remote sources. In controlling the SDV
100, the control system 120 can generate commands 158 to
control the various control mechanisms 170 of the SDV 100,
including the vehicle’s acceleration system 172, steering
system 157, braking system 176, and auxiliary systems 178
(e.g., lights and directional signals).

[0031] The SDV 100 can be equipped with multiple types
of sensors 102 which can combine to provide a computer-
ized perception of the space and the physical environment
surrounding the SDV 100. Likewise, the control system 120
can operate within the SDV 100 to receive sensor data 115
from the collection of sensors 102 and to control the various
control mechanisms 170 in order to autonomously operate
the SDV 100. For example, the control system 120 can
analyze the sensor data 115 to generate low level commands
158 executable by the acceleration system 172, steering
system 157, and braking system 176 of the SDV 100.
Execution of the commands 158 by the control mechanisms
170 can result in throttle inputs, braking inputs, and steering
inputs that collectively cause the SDV 100 to operate along
sequential road segments to a particular destination 137.

[0032] In more detail, the sensors 102 operate to collec-
tively obtain a sensor view for the SDV 100 (e.g., in a
forward operational direction, or providing a 360 degree
sensor view), and further to obtain situational information
proximate to the SDV 100, including any potential hazards
or obstacles. By way of example, the sensors 102 can
include multiple sets of camera systems 101 (video cameras,
stereoscopic cameras or depth perception cameras, long
range monocular cameras), LIDAR systems 103, one or
more radar systems 105, and various other sensor resources
such as sonar, proximity sensors, infrared sensors, and the
like. According to examples provided herein, the sensors
102 can be arranged or grouped in a sensor system or array
(e.g., in a sensor pod mounted to the roof of the SDV 100)
comprising any number of LIDAR, radar, monocular cam-
era, stereoscopic camera, sonar, infrared, or other active or
passive sensor systems.

[0033] Each of the sensors 102 can communicate with the
control system 120 utilizing a corresponding sensor inter-
face 110, 112, 114. Each of the sensor interfaces 110, 112,
114 can include, for example, hardware and/or other logical
components which are coupled or otherwise provided with
the respective sensor. For example, the sensors 102 can
include a video camera and/or stereoscopic camera system
101 which continually generates image data of the physical
environment of the SDV 100. The camera system 101 can
provide the image data for the control system 120 via a
camera system interface 110. Likewise, the LIDAR system
103 can provide LIDAR data to the control system 120 via
a LIDAR system interface 112. Furthermore, as provided
herein, radar data from the radar system 105 of the SDV 100
can be provided to the control system 120 via a radar system
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interface 114. In some examples, the sensor interfaces 110,
112, 114 can include dedicated processing resources, such as
provided with field programmable gate arrays (FPGAs)
which can, for example, receive and/or preprocess raw
image data from the camera sensor.

[0034] In general, the sensor systems 102 collectively
provide sensor data 115 to a perception/prediction engine
140 of the control system 120. The perception/prediction
engine 140 can access a database 130 comprising stored
localization maps 132 of the given region in which the SDV
100 operates. The localization maps 132 can comprise
highly detailed ground truth data of each road segment of the
given region. For example, the localization maps 132 can
comprise prerecorded data (e.g., sensor data including image
data, LIDAR data, and the like) by specialized mapping
vehicles or other SDVs with recording sensors and equip-
ment, and can be processed to pinpoint various objects of
interest (e.g., traffic signals, road signs, and other static
objects). As the SDV 100 travels along a given route, the
perception/prediction engine 140 can access a current local-
ization map 133 of a current road segment to compare the
details of the current localization map 133 with the sensor
data 115 in order to detect and classify any objects of
interest, such as moving vehicles, pedestrians, bicyclists,
and the like.

[0035] In various examples, the perception/prediction
engine 140 can dynamically compare the live sensor data
115 from the SDV’s sensor systems 102 to the current
localization map 133 as the SDV 100 travels through a
corresponding road segment. The perception/prediction
engine 140 can flag or otherwise identify any objects of
interest in the live sensor data 115 that can indicate a
potential hazard. In accordance with many examples, the
perception/prediction engine 140 can output a processed
sensor view 141 indicating such objects of interest to a
vehicle control module 155 of the SDV 100. In further
examples, the perception/prediction engine 140 can predict
a path of each object of interest and determine whether the
SDV control system 120 should respond or react accord-
ingly. For example, the perception/prediction engine 140 can
dynamically calculate a collision probability for each object
of interest, and generate event alerts 151 if the collision
probability exceeds a certain threshold. As described herein,
such event alerts 151 can be processed by the vehicle control
module 155 that generates control commands 158 execut-
able by the various control mechanisms 170 of the SDV 100,
such as the SDV’s acceleration, steering, and braking sys-
tems 172, 174, 176.

[0036] On a higher level, the SDV control system 120 can
include a route planning engine 160 that provides the vehicle
control module 155 with a route plan 139 and a travel
trajectory 126 along a current route 139 to a destination 137.
The current route 139 may be determined by a backend
transport system 190, or may be determined by the SDV 100
via access to a local or external mapping service. In some
aspects, the SDV 100 can include a user interface 145, such
as a touch-screen panel or speech recognition features,
which can enable a passenger to input a destination 137.
Additionally or alternatively, the SDV control system 120
can include a communication interface 135 providing the
SDV 100 with connectivity to one or more networks 185. In
such implementations, the SDV 100 may communicate with
a backend transport system 190 that manages routing of any
number of SDVs operating throughout a given region to
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provide transportation services to requesting riders. Thus,
the route planning engine 160 may receive the destination
137 from the backend transport system 190 over the network
(s) 185 in order to plan a current route 139 for the SDV 100.

[0037] In mapping the current route 139, the route plan-
ning engine 160 can generally utilize an on-board mapping
engine or an external mapping service by transmitting map
calls over the network(s) 185 in order to determine a most
optimal route plan 139 from a current location of the SDV
100 to the destination 137. This route plan 139 may be
determined based on distance, time, traffic conditions, addi-
tional pick-ups (e.g., for carpooling services), and the like.
For each successive road segment on which the SDV 100
travels, the route planning engine 160 can provide trajectory
data 126 to the vehicle control module 155 to enable the
vehicle control module 155 to operate the SDV 100 safely
to the next road segment or the destination 137. For
example, the trajectory data 126 can indicate that the vehicle
control module 155 must change lanes or make a turn in
order to proceed to the next road segment along the current
route plan 139.

[0038] According to examples provided herein, the
vehicle control module 155 can utilize the trajectory data
126, the processed sensor view 141, and event alerts 151 to
autonomously operate the control mechanisms 170 of the
SDV 100. As a basic example, to make a simple turn based
on the trajectory data 126, the vehicle control module 155
can generate control commands 158 that cause the lights and
auxiliary systems 178 of the SDV 100 to activate the
appropriate directional signal, the braking system 176 to
slow the SDV 100 down for the turn, the steering system 174
to steer the SDV 100 into the turn, and the acceleration
system 172 to propel the SDV 100 when exiting the turn. In
further examples, event alerts 151 may indicate potential
hazards such as a pedestrian crossing the road, a nearby
bicyclist, obstacles on the road, a construction area, proxi-
mate vehicles, an upcoming traffic signal and signal state,
and the like. The vehicle control module 155 can respond to
each event alert 151 on a lower level while, on a higher level,
operating the SDV 100 along the determined route plan 139
using the processed sensor view 141.

[0039] In various examples, the backend transport system
190 can manage high level routing for a fleet of self-driving
vehicles operating throughout a given region. For example,
the transport system 190 can receive pick-up requests from
requesting users or riders seeking on-demand transportation
services, such as the various on-demand transportation
arrangement services provided by UBER TECHNOLO-
GIES Inc., of San Francisco, Calif. In such examples, when
a requesting user submits a pick-up request to the transport
system 190, the transport system 190 can identify a set of
proximate vehicles (e.g., SDVs and/or human-driven
vehicles) with respect to a pick-up location for the request-
ing user. In various aspects, the transport system 190 can
receive location pings 121 from location-based resources
(e.g., GPS units 122) of SDVs and/or driver devices (e.g.,
smartphones executing a designated driver application) to
identify their locations. The transport system 190 may then
select a most optimal SDV 100 amongst the proximate set
and transmit an instruction to service the pick-up request. In
certain examples, once a confirmation is received from the
SDV 100, the transport system 190 can transmit a route
update indicating the pick-up location, and in some aspects,
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an optimal route from the current location of the driver or
SDV 100 to the pick-up location.

[0040] According to examples described herein, the con-
trol system 120 can further include a teleassistance module
125 to enable teleassistance operators 199 to aid the SDV
100 in progressing along the route plan 139 when an
anomaly is detected. As provided herein, the anomaly can
comprise a detection anomaly in which the control system
120 has difficulty detecting objects (e.g., due to an occlu-
sion), an identification or classification anomaly in which
the perception/prediction engine 140 has difficulty classify-
ing detected objects, or a fault anomaly corresponding to a
diagnostics fault or failure of a component of the SDV 100,
such as a computer, a mechanical component, or a sensor.
[0041] In various implementations, when an anomaly is
detected or determined, the perception/prediction engine
140 can submit a teleassistance inquiry 143 to the teleas-
sistance module 125. The teleassistance module 125 can
treat the inquiry 143 based on the type of anomaly to, for
example, compile sensor data 115, prioritize certain types of
sensor data 115, encode the sensor data 115 at different rates
or qualities, specify an anomalous object in the sensor data
115 (e.g., using a bounding box), and/or incorporating
telemetry, diagnostic data, and/or localization data (e.g.,
position and orientation of the SDV 100) with the inquiry
143. The teleassistance module 125 may then transmit the
inquiry 143 to the teleassistance operator(s) 199 for pro-
cessing. As described herein, the teleassistance operators
199 may be human operators trained to analyze and resolve
anomalies. Further, the teleassistance operators 199 can be
associated with the backend transport system 190, or may
comprise one or more separate entities.

[0042] The teleassistance operators 199 may process the
teleassistance inquiry 143, determine a resolution to the
inquiry 143, and transmit a resolution package 192 back to
the communication interface 135 of the SDV 100. The
resolution package 192 can comprise a simple identification
of an anomalous object, or can comprise instructions for
proceeding, such as instructions for the SDV 100 to pull over
immediately, instructions to proceed to a nearest service
station, or instructions to ignore a particular fault. Detailed
description of the teleassistance module 125 in communi-
cation with the teleassistance operators 199 is provided
below with respect to FIG. 2.

[0043] FIG. 2 is a block diagram illustrating an example
teleassistance module utilized in connection with a self-
driving vehicle, according to examples described herein. In
the below description of FIG. 2, certain logical blocks of the
SDV 200 of FIG. 2 may be omitted or combined from the
SDV 1000 of FIG. 1 for the sake of illustration and emphasis
on the features and functions of the teleassistance module
225. Thus, one or more features as shown and described with
respect to FIG. 1 may be included as a component of FIG.
2. Furthermore, the teleassistance module 225 as shown and
described with respect to FIG. 2 can comprise the teleassis-
tance module 125 of the SDV control system 120 as shown
and described with respect to FIG. 1.

[0044] Referring to FIG. 2, the SDV 200 can include a
sensor suite 210 comprising a number of individual sensor
systems, such as a camera system and LIDAR system, and
any number of additional sensors. Furthermore, each sensor
system can include any number of individual sensors. For
example, the camera system can include any number of
individual cameras (e.g., monocular cameras and stereo-
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scopic cameras) each having an individual field of view that
combined to create the live image view of the SDV 200.
Furthermore, the LIDAR system can include any number of
individual LIDAR sensors each providing a LIDAR view.
The LIDAR system and the camera system can combine to
create a complete sensor view for the SDV control system
205 to operate the SDV’s control mechanisms 295.

[0045] In doing so, the sensor data 212 can be processed
by a perception engine 215, which can analyze the sensor
data 212 for objects of interest, such as any pedestrians,
bicyclists, other vehicles, traffic signals, road signs, and the
like. For example, the perception engine 215 can dynami-
cally compare the sensor data 212 with sequential, on-board
localization maps of the given region in which the SDV 200
operates, as described herein. The perception engine 215 can
identify or otherwise mark the objects of interest, and
provide object of interest data 219 to a prediction engine
220, which can predict whether each of the objects of
interest present a hazard. For example, the prediction engine
220 can classify each the objects of interest, determine a
path and/or velocity for each of the objects of interest, and
determine whether the SDV 200 should proceed with cau-
tion, brake, weave, accelerate, change lanes, and the like.
[0046] In various examples, the prediction engine 220 and
the perception engine 215 can combine to provide control
inputs 221 to a vehicle controller 280. The control inputs 221
can comprise acceleration, braking, and steering inputs, as
well as inputs to engage the auxiliary system, the horn,
windshield wipers, etc. The control inputs 221 can be
processed by the vehicle controller 280 to generate control
commands 282 for each of the relevant control mechanisms
295 of the SDV 200. As provided herein, the SDV 200 can
further include a mapping/routing engine 285, which can
provide the vehicle controller 280 with a route plan 287 to
a destination. Thus, the vehicle controller 280 can proceed
along the current route plan 287 on a higher level, and utilize
the control inputs 221 from the perception and prediction
engines 215, 220 to operate the control mechanisms 295 of
the SDV 200. The control commands 282 can be executable
be the signaling, acceleration, braking, and steering systems
of the SDV 200 that comprise the control mechanisms 295.
[0047] As provided herein, the perception engine 215 can
identify a detection anomaly, such as debris on a camera
sensor or an occlusion in the sensor view. If the detection
anomaly is critical or otherwise prevents the perception
engine 215 from enabling the SDV 200 to continue along the
route plan 287, the perception engine 215 can provide a
detection inquiry 217 to a teleassistance module 225 of the
SDV 200. For example, the perception engine 215 can
analyze the sensor data 212, or live sensor view of the SDV
200, in accordance with a safety standard. As such, if a
safety perception threshold is not met, the perception engine
215 can seek assistance from the teleassistance module 225.
Furthermore, in some aspects, each of the sensor systems of
the sensor suite 210 may be associated with a safety stan-
dard. For example, if a field of view of a camera is occluded,
or if excessive processing resources of the perception engine
215 are required to resolve the sensor data 212 from the
individual sensor systems, the perception engine 215 may
submit a detection inquiry 217 specifying the detection
anomaly.

[0048] As further provided herein, if the prediction engine
220 cannot classify a detected object or otherwise indicates
a detected object as indeterminate, the prediction engine 220
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may seek assistance from the teleassistance module 225.
Specifically, the prediction engine 220 can submit an object
inquiry 222 to the teleassistance module 225 in order to
resolve the indeterminate object. In certain examples, the
prediction engine 220 can attempt to classify objects of
interest in accordance with a certainty threshold. If the
certainty threshold is not met, then the prediction engine 220
can transmit the object inquiry 22 to the teleassistance
module 225.

[0049] The teleassistance module 225 can include a per-
ception interface 230 to receive the detection inquiries 217
from the perception engine 215 and the object inquiries 222
from the prediction engine 220. In conjunction with the
inquiries 217, 222, the perception interface 230 can receive
sensor data 212 corresponding to the inquiries (e.g., live or
recorded sensor view data comprising the data from one or
more of the sensor systems). The perception interface 230
may then provide a local view 232 specific to the detection
anomaly or object classification anomaly to a data parsing
engine 235. The local view 232 corresponding to the
detected anomaly can comprise data from individual sensor
systems pertinent to the detected anomaly. For example, if
the anomaly comprises an occlusion in a forward direction,
the local view 232 can comprise sensor data 212 from
forward sensors of the sensor suite 210 (e.g., a main LIDAR
sensor and a number of forward facing cameras). As another
example, if the detected anomaly corresponds to an inde-
terminate object, then the local view 232 can comprise
sensor data 212 from sensors detecting the indeterminate
object (e.g., a specified LIDAR and/or one or more cam-
eras).

[0050] The data parsing engine 235 can parse the local
view 232 based on the specific anomaly. For example, if the
detected anomaly comprises a detection anomaly, then the
data parsing engine 235 may parse the local sensor view 232
to include only LIDAR data or data from specific sensors
that may aid in resolving the detected anomaly. Thus, in
response to identifying an occlusion in the live sensor view,
the data parsing engine 235 can select sensor data 212 from
the relevant sensors and/or exclude sensor data 212 from
irrelevant sensors. In further examples, if the prediction
engine 220 submits an object inquiry 222, the parsing engine
235 can bound the indeterminate object in image data from
selected sensors, and can provide the parsed data 237—with
the indeterminate object bounded by, for example, a bound-
ing box—to a data encoder 240.

[0051] In various examples, the data encoder 240 can
determine the quality at which the parsed data 237 is to be
compressed or encoded for transmission to the teleassist
system 265. The teleassistance module 225 can include a
communications interface 250 coupled to a communications
array 255 of the SDV 200. The communications interface
250 can receive bandwidth data 257 from each communi-
cation module of the communications array 255. In the
example shown in FIG. 2, the communications array 255
includes communications modules 1, 2, 3, and 4. However,
in implementation, the communications array 255 can com-
prise any number and combination of communications mod-
ules configured for wireless communication using any wire-
less communications protocol. Such communications
protocols can include third generation (3G), fourth genera-
tion (4G), long-term evolution (LTE), Wireless Gigabit
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Alliance (WiGig), WiMax, Wi-Fi, dedicated short range
communications (DSRC), BLUETOOTH, and other like
communications standards.

[0052] In some aspects, the data encoder 240 can deter-
mine the manner in which the parsed data 237 is to be
compressed or encoded based on the bandwidth data 257
from the communications modules of the communications
array 255. In variations, the data encoder 240 can encode the
parsed data 237 based on the objects of interest in the data
237. For example, the data encoder 240 can encode the
bounded indeterminate object at a higher bitrate than the
remainder of the parsed data 237. The data encoder 240 may
then submit the encoded data 242 to a duplication module
245, which can determine whether to duplicate transmission
of the encoded data 242 based on, for example, the band-
width data 257 from the communications array 255.
[0053] In various aspects, the duplication module 245 can
determine that the available bandwidth is sufficient on a
selected one of the communications modules, and generate
an inquiry data package 247 for transmission over the
highest bandwidth communications module, or another
communications module having sufficient bandwidth. In one
example, the communications array 255 may have commu-
nications modules from different wireless communications
service providers (e.g., multiple 4G LTE providers), and
may select one or the other based on such factors as
available bandwidth, historical reliability, cost, location, etc.
In certain conditions, the duplication module 245 can opt to
transmit the inquiry data package 247 over multiple com-
munications modules of the communications array 255 (e.g.,
multiple modems of different service providers) in order to
ensure adequate data transmission or streaming.

[0054] In one example, the duplication module 245 can
select communications modules from a plurality of wireless
communication modules of the communications array 255,
which enable communication with the teleassistance system
265 via a plurality of wireless communication providers
(e.g., using multiple separate modems). In response to
identifying the detected anomaly in the live sensor view, the
duplication module 245 can determine a highest bandwidth
communication module from the plurality of wireless com-
munication modules. In some aspects, the duplication mod-
ule 245 may transmit the teleassistance inquiry 247 to the
teleassistance system 265 using the highest bandwidth com-
munication module. In variations, and in accordance with
the data prioritization scheme, the duplication module 245
can duplicate transmission of the teleassistance inquiry 247
by transmitting the teleassistance inquiry 247 over a second
communication module from the plurality of wireless com-
munication modules. In certain examples, the highest band-
width communication module and the second communica-
tion module can both comprise Long Term Evolution (LTE)
communications modules (e.g., from differing service pro-
viders). In variations, the highest bandwidth communication
module can comprise a LTE communication module and the
second communication module can comprise a differing
communications type, such as a Wi-Fi module.

[0055] Insome aspects, the communications array 255 can
implement the data prioritization scheme to prioritize trans-
mission or streaming of the inquiry package 247 over other
communications (e.g., as a highest priority transmission).
The inquiry package 247 can be transmitted or streamed to
a teleassistance system 265 over one or more networks 260.
As provided herein, the teleassistance system 265 can be
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included as a component of the transport system 190 shown
and described with respect to FIG. 1. Alternatively, the
teleassistance system 260 can comprise one or more separate
entities, and can provide resolutions to inquiry packages 247
via dedicated computational resources, human teleassistance
operators 266, or a combination of both. In one example,
human teleassistance operators 266 may be provided with
selectable options generated programmatically by comput-
ing resources of the teleassistance system 265 in response to
the inquiry package 247. The selectable options can com-
prise commands for the SDV 200, such as commands to
ignore an anomaly, wait for an anomaly to self-resolve,
power cycle a particular sensor, or maneuver around the
anomaly. In variations, the selectable options can include a
classification of an object, or can indicate the manner in
which to treat the object, such as on a sliding scale between
low risk to high risk.

[0056] According to various implementations, the SDV
200 can include a telemetry and diagnostics module 290,
which can provide diagnostics data 293 and telemetry data
291 to the teleassistance system 265 (e.g., as part of the
inquiry data package 247). In certain examples, the telem-
etry data 291 can indicate a direction of travel and/or
velocity of the SDV 200. Additionally, the telemetry data
291 can indicate inputs from the control mechanisms 295,
such as braking, steering, and acceleration inputs. The
diagnostic data 293 can indicate the diagnostics of certain
components of the SDV 200, such as the performance of
individual sensors that comprise the sensor suite 210, engine
performance, data processing performance, temperature data
for the computer stack, engine, batteries, etc., tire pressure
data, and the like.

[0057] In some aspects, the telemetry data 291 can be
transmitted or streamed with the inquiry package 247. As
such, the telemetry data 291 can be treated by at least one of
the data parsing engine 235, the data encoder 240, or the
duplication module 245 prior to transmission to the teleas-
sistance system 265. Accordingly, the teleassistance module
225 can process the telemetry data 291 by, for example,
scaling the frequency of telemetry transmissions (e.g., from
50 Hz to 5 Hz), compressing the data transmissions, or
dynamically parsing the telemetry data 291 and transmitting
only data relevant to a particular anomaly.

[0058] In certain implementations, the teleassistance sys-
tem 265 can make data requests 268 to the SDV 200. In
some aspects, a teleassistance operator 266 can transmit a
data request 268 to the SDV 200 for more information, such
as telemetry data 291 or diagnostics data 293. Such data 291,
293 can indicate whether a detection or object anomaly is
due to a component fault or failure. Additionally or alter-
natively, these data 291, 293 can provide context to a
teleassistance operator 266 in the resolution of a specific
detection inquiry 217 or object inquiry 222 included in an
inquiry data package 247.

[0059] The teleassistance system 265 can generate a reso-
Iution response 269 to the inquiry package 247, and transmit
the response 269 back to the SDV 200. The resolution
response 269 can indicate the manner in which the SDV 200
is to respond to a given anomaly. For example, the resolution
response 269 can comprise a resolution plan 277 instructing
the SDV 200 to wait, proceed with caution, ignore the
anomaly, drive to a service station, power cycle a compo-
nent, and the like. The resolution response 269 can further
include information corresponding to the detection inquiry
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217 or the object inquiry 222, such as an object classification
242 for an anomalous object, or fault data for a particular
sensor (e.g., indicating lens debris, a misaligned sensor,
etc.).

[0060] In various examples, the teleassistance module 225
can include a resolution engine 270, which can process the
resolution response 269. If the resolution response 269
includes an object classification 242 for an anomalous
object, the resolution engine 270 can submit the object
classification 242 to the perception interface 230, which can
transmit the classification 242 to the prediction engine 220.
If the resolution response includes a resolution plan 277,
then the resolution engine 270 can provide the plan 277 to
a controller interface 275 of the teleassistance module 225,
which can transmit the resolution plan 277 to the vehicle
controller 280. Thus, the vehicle controller 280 can cause the
SDV 200 to proceed in accordance with the resolution plan
277, modulating inputs to the control mechanisms 295 of the
SDV 200 accordingly.

[0061] According to examples provided herein, the per-
ception engine 215, prediction engine 220, and vehicle
controller 280 can communicate with the on-board teleas-
sistance module 225 to resolve detection and object anoma-
lies. The teleassistance module 225 can monitor bandwidth
data 257 for each communications module of the commu-
nications array 255 in order to parse, prioritize, bound,
encode, compress, and/or duplicate data to be transmitted to
the teleassistance system 265. Further, in generating an
inquiry package 247, the teleassistance module 225 can
encode separate portions of the sensor data 212 (e.g., a
bounding box for a video stream encompassing an anoma-
lous object). The inquiry package 247 can include a live
sensor view of one or more sensors the SDV 200. For
example, the live sensor view can comprise image data from
a particular camera that detects an anomalous object. Thus,
the teleassistance module 225 can ensure that inquiry pack-
ages 247 are reliably transmitted or streamed to the teleas-
sistance system 265, and can also reduce or minimize impact
on bandwidth through select encoding of the sensor data
212.

[0062] Self-Driving Vehicle in Operation

[0063] FIG. 3 shows an example of an autonomously
controlled self-driving vehicle utilizing sensor data to navi-
gate an environment in accordance with example implemen-
tations. In an example of FIG. 3, the autonomous vehicle
310 may include various sensors, such as a roof-top camera
array (RTC) 322, forward-facing cameras 324 and laser
rangefinders 330. In some aspects, a data processing system
325, comprising a computer stack that includes a combina-
tion of one or more processors, FPGAs, and/or memory
units, can be positioned in the cargo space of the vehicle 310.
[0064] According to an example, the vehicle 310 uses one
or more sensor views 303 (e.g., a stereoscopic or 3D image
of'the environment 300) to scan a road segment on which the
vehicle 310 traverses. The vehicle 310 can process image
data or sensor data, corresponding to the sensor views 303
from one or more sensors in order to detect objects that are,
or may potentially be, in the path of the vehicle 310. In an
example shown, the detected objects include a bicyclist 302,
a pedestrian 304, and another vehicle 327—each of which
may potentially cross into a road segment along which the
vehicle 310 traverses. The vehicle 310 can use information
about the road segment and/or image data from the sensor
views 303 to determine that the road segment includes a
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divider 317 and an opposite lane, as well as a sidewalk (SW)
321, and sidewalk structures such as parking meters (PM)
327.

[0065] The vehicle 310 may determine the location, size,
and/or distance of objects in the environment 300 based on
the sensor view 303. For example, the sensor views 303 may
be 3D sensor images that combine sensor data from the
roof-top camera array 322, front-facing cameras 324, and/or
laser rangefinders 330. Accordingly, the vehicle 310 may
accurately detect the presence of objects in the environment
300, allowing the vehicle 310 to safely navigate the route
while avoiding collisions with other objects.

[0066] According to examples, the vehicle 310 may deter-
mine a probability that one or more objects in the environ-
ment 300 will interfere or collide with the vehicle 310 along
the vehicle’s current path or route. In some aspects, the
vehicle 310 may selectively perform an avoidance action
based on the probability of collision. The avoidance actions
may include velocity adjustments, lane aversion, roadway
aversion (e.g., change lanes or drive further from the curb),
light or horn actions, and other actions. In some aspects, the
avoidance action may run counter to certain driving con-
ventions and/or rules (e.g., allowing the vehicle 310 to drive
across center line to create space for bicyclist).

[0067] The SDV 310 can further detect certain road fea-
tures that can increase the vehicle’s alertness, such as a
crosswalk 315 and a traffic signal 340. In the example shown
in FIG. 3, the SDV 310 can identify certain factors that can
cause the vehicle 310 to enter a high alert state, such as the
pedestrian 304 being proximate to the crosswalk 315 or the
bicyclist 302 being on the road. Furthermore, the SDV 310
can identify the signal state of the traffic signal 340 (e.g.,
green) to determine acceleration and/or braking inputs as the
SDV 310 approaches the intersection. At any given time, the
SDV 310 can detect an anomaly—such as an indeterminate
object or an issue with a sensor—and query a backend
teleassistance system to resolve the anomaly.

[0068] FIG. 4 shows an example self-driving vehicle
executing a resolution response from a backend teleassis-
tance operator, for illustrative purposes. In the example
shown in FIG. 4, a self-driving vehicle (SDV) 410 can
navigate an environment and approach an intersection 407.
A truck 408 may be parked in an adjacent lane or parking
space, and can cause an occlusion in the field of view 409
of one or more sensors 403 of the SDV 410. For example,
the occlusion may be blocking a vehicle 416 that is entering
the intersection 407. This occlusion can comprise a detection
anomaly, and can trigger the perception and prediction
resources of the SDV 410 to slow or stop the SDV 410 to
ensure safety.

[0069] According to examples described herein, the SDV
410 can transmit a teleassistance inquiry indicating the
occlusion caused by the parked truck 408 blocking its view
of the intersection 407. A resolution response from the
teleassistance system can comprise instructions for the SDV
410 to proceed slowly forward in a high caution state, which
can enable the SDV 410 to identify the vehicle 416, and
safely proceed through the intersection 407.

[0070] In another example of FIG. 4, the SDV 410 can
detect an anomalous object 432, which may cause the SDV
410 to slow or stop. As provided herein, the SDV 410 can
transmit a teleassistance inquiry to the teleassistance system
to resolve the anomalous object. In various examples, the
teleassistance system can transmit a resolution response that
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classifies the anomalous object (e.g., as a low risk object), or
specifies the object (e.g., as a plastic bag). The SDV 410 may
then proceed according to the classification of the object by
ignoring the object, waiting, or proceeding with caution.
[0071] Methodology

[0072] FIGS. 5A, 5B, and 6 are flow charts describing
example methods of operating a self-driving vehicle using
teleassistance, according to examples described herein. In
the below descriptions of FIGS. 5A, 5B, and 6, reference
may be made to reference characters representing like
features as shown and described with respect to FIGS. 1 and
2. Furthermore, the individual processes discussed with
respect to FIGS. 5A, 5B, and 6 may be performed by an
example SDV control system 120 implementing a teleassis-
tance module 125, 225 as shown and described in FIGS. 1
and 2. Accordingly, in the below descriptions of FIGS. 5A,
5B, and 6, reference may be made interchangeably to the
SDV 100, 200 in general and/or the SDV control system 120
implementing a teleassistance module 125, 225 of FIGS. 1
and 2. Still further, it is contemplated that a particular step
described either individually or as part of an additional step
can be combined with or omitted from other individually
described steps of FIGS. 5A, 5B, and 6.

[0073] Referring to FIG. 5A, the control system 120 can
analyze a live sensor view of the SDV 100 in order to
autonomously operate the SDV 100 along a given route 139
(500). While operating the SDV 100, the control system 120
can detect an anomaly in the live sensor view (502). As
described herein, the anomaly can comprise at least one of
a detection anomaly, such as an occlusion (503), or an object
anomaly, such as an indeterminate object (504). Based on
the detected anomaly, the control system 120 can generate a
teleassistance inquiry 143 for transmission to a backend
teleassistance system 265 over one or more networks 260
(505). In certain implementations, the control system 120
can parse the sensor data 115 to determine a particular sensor
and/or a particular portion or view field of the sensor data
115 in includes the detected anomaly (507). Additionally or
alternatively, the control system 120 can prioritize the sensor
data type based on the detection anomaly (509). As an
example, for object anomalies, the control system 120 can
prioritize image data as opposed to LIDAR data or radar data
for transmission to the teleassistance system 265. As another
example, for detection anomalies (e.g., an occlusion), the
control system 120 can prioritize LIDAR data over image
data.

[0074] In some implementations, the control system 120
can monitor the bandwidth data of the SDV’s communica-
tion system 255 (510). The bandwidth data can indicate the
available bandwidth or transmission performance of each
communications module (e.g., a 4G LTE modem) of the
SDV 100. Based on the bandwidth data, the control system
120 can select one or more optimal communications mod-
ules to transmit the teleassistance inquiry 143 (512), and
transmit the teleassistance inquiry 143 over the optimal
communications module(s) (514).

[0075] Insome aspects, the control system 120 can receive
a request 268 for addition data from the teleassistance
system 265 (516). For example, the request 268 can be for
additional sensor data 115, or more detailed sensor data 115,
to provide additional context to the detected anomaly (517).
Additionally or alternatively, the request 268 may be for
telemetry data 291 or diagnostics data 293 for added context.
In response to the data request 268, the control system 120
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can compile the requested data, and transmit or stream the
data to the teleassistance system 265.

[0076] Based on the teleassistance inquiry 143, the control
system 120 can receive a resolution response 269 from the
teleassistance system 265 (522). The resolution response
269 can include a procedure instruction indicating the man-
ner in which the control system 120 should proceed, or can
indicate a classified object 242 (e.g., specifying the anoma-
lous object as a ball, bag, cat, manhole cover, mattress, etc.)
(526). Based on the resolution response 269, the control
system 120 can proceed accordingly.

[0077] FIG. 5B is a flow chart describing a lower level
method of operating an SDV 100, 200 using a teleassistance
module 125, 225, as provided herein. Referring to FIG. 5B,
the control system 120 can analyze the live sensor view to
autonomously operate the SDV 100 along a given route 139
(530). While operating the SDV 100, the control system 120
can transmit and receive data from a backend transport
system 190 that manages routing for a fleet of SDVs
operating throughout the given region (532). These data
transmissions can include periodic location and/or data
pings 121 to the transport system 190 (534), and can further
include transportation instructions and/or route updates
(536).

[0078] In various examples, the control system 120 can
identify a detection anomaly in the live sensor view (540).
The detection anomaly can indicate an underlying issue in
the sensor data, such as debris on a lens, a misalignment, an
occlusion in the field of view of one or more sensors, and the
like. In treating the detection anomaly, the control system
120 can determine whether a safety threshold or detection
hazard threshold is met (542). For example, the control
system 120 can determine a value for the sensor data quality
to determine whether the sensor data is usable, or can
determine that a collision probability is increased above a
certain tolerance range due to the detection anomaly.

[0079] If the safety threshold is still met (543), then the
control system 120 can proceed with caution to resolve the
detection anomaly and continue along the given route 139
(546). However, if the safety threshold is not met (544), then
the control system 120 can generate a teleassistance inquiry
143 to resolve the detection anomaly (548). In generating the
teleassistance inquiry 143, the control system 120 can pri-
oritize data from certain sensors, such as sensors having a
relevant field of view that covers the detection anomaly, or
a sensor experiencing detection issues (550). In variations,
the control system 120 can have a default option for detec-
tion anomalies, in which the control system 120 automati-
cally prioritizes LIDAR data (e.g., to resolve an occlusion)
(552).

[0080] According to some examples, the control system
120 can identify an object anomaly in the live sensor
view—or an indeterminate object that the perception/pre-
diction engine 140 is unable to classify (554). In treating
object anomalies, the control system 120 can determine
whether a certainty threshold is met for the object (556). For
example, the perception/prediction engine 140 can identify
an object in the sensor data 115 that is in the path of the SDV
100 and attempt to identify or classify the object. In this
example, if a 95% threshold is not met for the object in the
path of the SDV 100, then the control system 120 can
generate a teleassistance inquiry 143 for the indeterminate
object.
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[0081] Accordingly, if the certainty threshold is met (557),
then the control system 120 can proceed with caution along
the route 139 having resolved the object anomaly. However,
if the certainty threshold is not met (558), then the control
system 120 can generate a teleassistance inquiry 143 for the
indeterminate object (560). In generating the teleassistance
inquiry 143, the control system 120 can also prioritize data
from individual sensors, such as an individual camera hav-
ing the indeterminate object in its field of view (562).
Additionally or alternative, the control system 120 can, by
default, prioritize camera data or video streams over other
data types for object anomalies (564).

[0082] Whether the detected or identified anomaly com-
prises a detection anomaly or an object anomaly, the control
system 120 can also prioritize the teleassistance inquiry 143
for transmission over the SDV’s communications system
255 (566). In some aspects, the control system 120 can do
s0 by determining bandwidth information for each commu-
nication module of the communication system 255 (568),
and selecting one or more optimal communications modules
for transmission (570). Additionally or alternatively, the
control system 120 can determine whether an available
bandwidth threshold is met for the selected communications
module(s) or the communications system 255 in general. If
0 (573), then the control system 120 can transmit or stream
the teleassistance inquiry 143 to the teleassistance system
265 over the selection communications module(s) (578).
However, if not (574), then the control system 120 can
duplicate the teleassistance inquiry 143 or a portion thereof
(e.g., a portion of the sensor data) for transmission over one
or more separate communications module (576), and trans-
mit the teleassistance inquiry 143 and duplicated data over
the communications modules (578).

[0083] According to examples, the control system 120
may then receive a resolution response 269 from the tele-
assistance system 265 (580). As described, the resolution
response 269 can include procedure instructions indicating
the manner in which the SDV 100 is to proceed to resolve
a detection anomaly (582), or an object classification 242
specifying or classifying an indeterminate object (584).
Based on the resolution response 269, the control system
120 can proceed along the route or an alternative route
(586).

[0084] FIG. 6 is a flow chart describing an example
method of resolving a detected anomaly by a self-driving
vehicle, in accordance with examples described herein. One
or more processes discussed with respect to FIG. 6 may be
performed in conjunction with, or as additional processes of
the steps described in connection with the flow charts of
FIGS. 5A and 5B. Referring to FIG. 6, the control system
120 of the SDV 100 can identify an object anomaly in the
live sensor view of the SDV 100 (600). In some examples,
the control system 120 can select one or more cameras
having a field of view that includes the object anomaly, and
bound the object anomaly in the image data of the selected
one or more cameras (605). As used herein, the image data
can comprise live video data from the one or more cameras,
and the control system 120 can bound the object anomaly
dynamically as the SDV 100 moves. Furthermore, the object
anomaly can comprise an indeterminate object in which the
perception and/or prediction resources of the control system
120 are unable to classify or specify with certainty (e.g.,
above a certainty threshold).
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[0085] By bounding the object anomaly, the control sys-
tem 120 can then encode the image data for transmission
over one or more communications modules of the SDV 100
(610). In various implementations, the control system 120
can encode the bounded area (e.g., a bounding box) includ-
ing the object anomaly at a first bitrate (612), and encode the
remaining image data at a second bitrate (614), for example,
in order to decrease or minimize impact on bandwidth usage.
The control system 120 may then transmit or stream the
image data to a remote teleassistance system 265 over one
or more networks 260 (615).

[0086] Insome aspects, the control system 120 can receive
a data request 268 for additional data, such as additional
image data, radar data, or LIDAR data (620). In response to
the data request, 268, the control system 120 can compile the
requested data and transmit or stream the data to the tele-
assistance system 265 over the one or more networks 260
(625). According to examples provided herein, the control
system 120 can receive data specifying or classifying the
object anomaly from the teleassistance system 265 (630).
Based on the determined object, the control system 120 can
cause the SDV 100 to proceed along the current route 139
or an alternate route accordingly (635). For example, the
control system 120 can ignore the object if the object
comprises a low risk object, such as a plastic bag. As another
example, the control system 120 can wait or carefully
maneuver around the object if the object could cause dam-
age to the SDV 100 or if the object comprises a high risk
object, such as an animal or a baby stroller.

[0087] Hardware Diagrams

[0088] FIG. 7 is a block diagram illustrating a computer
system upon which example SDV processing systems
described herein may be implemented. The computer system
700 can be implemented using a number of processing
resources 710, which can comprise processors 711, field
programmable gate arrays (FPGAs) 713. In some aspects,
any number of processors 711 and/or FPGAs 713 of the
computer system 700 can be utilized as components of a
neural network array 712 implementing a machine learning
model and utilizing road network maps stored in memory
761 of the computer system 700. In the context of FIGS. 1
and 2, various aspects and components of the control system
120, 205, route planning engine 160, 285, and perception
and prediction engines 140, 215, 220, can be implemented
using one or more components of the computer system 700
shown in FIG. 7.

[0089] According to some examples, the computer system
700 may be implemented within an autonomous vehicle or
self-driving vehicle (SDV) with software and hardware
resources such as described with examples of FIGS. 1 and
2. In an example shown, the computer system 700 can be
distributed spatially into various regions of the SDV, with
various aspects integrated with other components of the
SDV itself. For example, the processing resources 710
and/or memory resources 760 can be provided in a cargo
space of the SDV. The various processing resources 710 of
the computer system 700 can also execute control instruc-
tions 762 using microprocessors 711, FPGAs 713, a neural
network array 712, or any combination of the same.

[0090] In an example of FIG. 7, the computer system 700
can include a communication interface 750 that can enable
communications over a network 780. In one implementa-
tion, the communication interface 750 can also provide a
data bus or other local links to electro-mechanical interfaces
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of the vehicle, such as wireless or wired links to and from
control mechanisms 720 (e.g., via a control interface 722),
sensor systems 730, and can further provide a network link
to a backend transport management system (implemented on
one or more datacenters) over one or more networks 780.
For example, the processing resources 710 can receive a
destination 782 over the one or more networks 780, or via
a local user interface of the SDV.

[0091] The memory resources 760 can include, for
example, main memory 761, a read-only memory (ROM)
767, storage device, and cache resources. The main memory
761 of memory resources 760 can include random access
memory (RAM) 768 or other dynamic storage device, for
storing information and instructions which are executable by
the processing resources 710 of the computer system 700.
The processing resources 710 can execute instructions for
processing information stored with the main memory 761 of
the memory resources 760. The main memory 761 can also
store temporary variables or other intermediate information
which can be used during execution of instructions by the
processing resources 710. The memory resources 760 can
also include ROM 767 or other static storage device for
storing static information and instructions for the processing
resources 710. The memory resources 760 can also include
other forms of memory devices and components, such as a
magnetic disk or optical disk, for purpose of storing infor-
mation and instructions for use by the processing resources
710. The computer system 700 can further be implemented
using any combination of volatile and/or non-volatile
memory, such as flash memory, PROM, EPROM, EEPROM
(e.g., storing firmware 769), DRAM, cache resources, hard
disk drives, and/or solid state drives.

[0092] The memory 761 may also store localization maps
764 in which the processing resources 710—executing the
control instructions 762—continuously compare to sensor
data 732 from the various sensor systems 730 of the SDV.
Execution of the control instructions 762 can cause the
processing resources 710 to generate control commands 715
in order to autonomously operate the SDV’s acceleration
722, braking 724, steering 726, and signaling systems 728
(collectively, the control mechanisms 720). Thus, in execut-
ing the control instructions 762, the processing resources
710 can receive sensor data 732 from the sensor systems
730, dynamically compare the sensor data 732 to a current
localization map 764, and generate control commands 715
for operative control over the acceleration, steering, and
braking of the SDV. The processing resources 710 may then
transmit the control commands 715 to one or more control
interfaces 722 of the control mechanisms 720 to autono-
mously operate the SDV through road traffic on roads and
highways, as described throughout the present disclosure.

[0093] The memory 761 may also store teleassistance
instructions 766 that the processing resources 710 can
execute to identify detection or object anomalies, and trans-
mit teleassistance inquiries 719 to a backend transport
system or teleassistance system over the network 780, and
receive a resolution response 784 in return. Execution of the
instructions 762, 764, 766 can cause the processing
resources 710 to process the resolution response 784 accord-
ingly to resolve the detected anomaly. Thereafter, the pro-
cessing resources 710 can generate control commands 715
to cause the control mechanisms 720 to autonomously
operate the SDV along the current route or an alternate route
accordingly.
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[0094] FIG. 8 is a block diagram that illustrates a com-
puter system upon which examples described herein may be
implemented. A computer system 800 can be implemented
on, for example, a server or combination of servers. For
example, the computer system 800 may be implemented as
part of a network service for providing transportation ser-
vices. In the context of FIGS. 1 and 2, the transport system
190 or teleassistance system 265 may be implemented using
a computer system 800 such as described by FIG. 8.
[0095] In one implementation, the computer system 800
includes processing resources 810, a main memory 820, a
read-only memory (ROM) 830, a storage device 840, and a
communication interface 850. The computer system 800
includes at least one processor 810 for processing informa-
tion stored in the main memory 820, such as provided by a
random access memory (RAM) or other dynamic storage
device, for storing information and instructions which are
executable by the processor 810. The main memory 820 also
may be used for storing temporary variables or other inter-
mediate information during execution of instructions to be
executed by the processor 810. The computer system 800
may also include the ROM 830 or other static storage device
for storing static information and instructions for the pro-
cessor 810. A storage device 840, such as a magnetic disk or
optical disk, is provided for storing information and instruc-
tions.

[0096] The communication interface 850 enables the com-
puter system 800 to communicate over one or more net-
works 880 (e.g., cellular network) through use of the net-
work link (wireless or wired). Using the network link, the
computer system 800 can communicate with one or more
computing devices, one or more servers, and/or one or more
self-driving vehicles. In accordance with examples, the
computer system 800 can receive pick-up requests 882 from
mobile computing devices of individual users. The execut-
able instructions stored in the memory 830 can include
selection instructions 822, which the processor 810 executes
to select an optimal driver or SDV to service the pick-up
request 882. In doing so, the computer system can receive
vehicle locations of drivers and SDVs operating throughout
the given region, and the processor can execute the selection
instructions 822 to select an optimal driver or SDV from a
set of available vehicles, and transmit a transport invitation
852 to enable the driver to accept or decline the ride service
offer, or to instruct the matched SDV to rendezvous with the
requesting user.

[0097] The executable instructions stored in the memory
820 can also include teleassistance instructions 824, which
enables the computer system 800 to receive teleassistance
inquiries 884 from SDVs operating throughout the given
region. In some aspects, execution of the teleassistance
instructions 824 can cause the computer system 800 to
automatically generate a resolution response 856. In addi-
tion or as a variation, the computer system 800 can transmit
the teleassistance inquiries 884 over one or more teleassis-
tance interfaces 833 to human teleassistance operators 835,
which can cause the resolution responses 856 to be gener-
ated and then transmitted back to the SDVs in order to
resolve detected anomalies.

[0098] By way of example, the instructions and data
stored in the memory 820 can be executed by the processor
810 to implement an example transport system 190 or
teleassistance system 265 of FIGS. 1 and 2. In performing
the operations, the processor 810 can receive pick-up
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requests 882 and submit transport invitations 852 to facili-
tate the servicing of the requests 882. Furthermore, the
processor 810 can receive teleassistance inquiries 884 from
SDVs operating throughout the given region, and provide
resolution responses 856 accordingly.
[0099] The processor 810 is configured with software
and/or other logic to perform one or more processes, steps
and other functions described with implementations, such as
described with respect to FIGS. 1-6, and elsewhere in the
present application. Examples described herein are related to
the use of the computer system 800 for implementing the
techniques described herein. According to one example,
those techniques are performed by the computer system 800
in response to the processor 810 executing one or more
sequences of one or more instructions contained in the main
memory 820. Such instructions may be read into the main
memory 820 from another machine-readable medium, such
as the storage device 840. Execution of the sequences of
instructions contained in the main memory 820 causes the
processor 810 to perform the process steps described herein.
In alternative implementations, hard-wired circuitry may be
used in place of or in combination with software instructions
to implement examples described herein. Thus, the
examples described are not limited to any specific combi-
nation of hardware circuitry and software.
[0100] It is contemplated for examples described herein to
extend to individual elements and concepts described herein,
independently of other concepts, ideas or systems, as well as
for examples to include combinations of elements recited
anywhere in this application. Although examples are
described in detail herein with reference to the accompany-
ing drawings, it is to be understood that the concepts are not
limited to those precise examples. As such, many modifi-
cations and variations will be apparent to practitioners
skilled in this art. Accordingly, it is intended that the scope
of the concepts be defined by the following claims and their
equivalents. Furthermore, it is contemplated that a particular
feature described either individually or as part of an example
can be combined with other individually described features,
or parts of other examples, even if the other features and
examples make no mention of the particular feature. Thus,
the absence of describing combinations should not preclude
claiming rights to such combinations.
What is claimed is:
1. A self-driving vehicle (SDV) comprising:
a communication interface;
a sensor system generating sensor data providing a live
sensor view of a situational environment of the SDV;
acceleration, braking, and steering systems; and
a control system to execute instructions that cause the
control system to:
analyze the live sensor view to autonomously operate
the acceleration, braking, and steering systems along
a current route;
based on a detected anomaly associated with the live
sensor view, transmit a teleassistance inquiry to a
backend transport system in accordance with a data
prioritization scheme;
receive a resolution response from the backend trans-
port system based on the teleassistance inquiry; and
cause the SDV proceed in accordance with the resolu-
tion response.
2. The SDV of claim 1, wherein the transmitted teleas-
sistance inquiry includes sensor data from the live sensor
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view, and wherein the sensor data comprises LIDAR data
from at least one LIDAR sensor of the sensor system, or
image data from at least one camera sensor of the sensor
system.

3. The SDV of claim 2, wherein the detected anomaly
corresponds to a detection hazard threshold being crossed.

4. The SDV of claim 3, wherein the detection hazard
threshold corresponds to an obstruction in the live sensor
view.

5. The SDV of claim 3, wherein the data prioritization
scheme prioritizes transmission of the LIDAR data when the
detection hazard threshold is crossed.

6. The SDV of claim 2, wherein the executed instructions
further cause the control system to:

detect, in the live sensor view, objects of interest along the

current route; and

attempt to classify each of the objects of interest in

accordance with a certainty threshold;

wherein the detected anomaly corresponds to an indeter-

minate object, from the objects of interest, not meeting
the certainty threshold.

7. The SDV of claim 6, wherein the data prioritization
scheme prioritizes image data when the certainty threshold
has not been met.

8. The SDV of claim 1, wherein data transmissions
between the SDV and the backend transport system com-
prise a plurality of data transmission types, and wherein the
data prioritization scheme associates transmission of teleas-
sistance inquiries as a highest priority data transmission
type.

9. The SDV of claim 1, wherein the communication
interface comprises a plurality of wireless communication
modules enabling communication with the backend trans-
port system via a plurality of wireless communication pro-
viders, and wherein the executed instructions further cause
the control system to:

in response to identifying the detected anomaly in the live

sensor view, determine a highest bandwidth communi-
cation module from the plurality of wireless commu-
nication modules;

wherein the data prioritization scheme causes the control

system to transmit the teleassistance inquiry to the
backend transport system using the highest bandwidth
communication module.

10. The SDV of claim 9, wherein the executed instruc-
tions further cause the control system to:

duplicate transmission of the teleassistance inquiry by

transmitting the teleassistance inquiry over a second
communication module from the plurality of wireless
communication modules.

11. The SDV of claim 10, wherein the highest bandwidth
communication module and the second communication
module both comprise Long Term Evolution (LTE) com-
munications modules.

12. The SDV of claim 10, wherein the highest bandwidth
communication module comprises a LTE communication
module and the second communication module comprises a
Wi-Fi module.

13. The SDV of claim 1, wherein the teleassistance
inquiry includes telemetry data for the SDV.

Sep. 13,2018

14. The SDV of claim 1, wherein the teleassistance
inquiry includes localization information for the SDV.

15. The SDV of claim 1, wherein the teleassistance
inquiry includes diagnostics data for the SDV.

16. A non-transitory computer readable medium storing
instructions that, when executed by a control system of a
self-driving vehicle (SDV), cause the control system to:

analyze a live sensor view of the SDV to autonomously

operate acceleration, braking, and steering systems of
the SDV along a current route;

based on a detected anomaly associated with the live

sensor view, transmit a teleassistance inquiry to a
backend transport system in accordance with a data
prioritization scheme;

receive a resolution response from the backend transport

system based on the teleassistance inquiry; and

cause the SDV proceed in accordance with the resolution

response.

17. The non-transitory computer readable medium of
claim 16, wherein the executed instructions further cause the
control system to:

wherein the transmitted teleassistance inquiry includes

sensor data from the live sensor view, and wherein the
sensor data comprises at least one of LIDAR data from
at least one LIDAR sensor of the SDV, or image data
from at least one camera sensor of the SDV.

18. The non-transitory computer readable medium of
claim 16, wherein data transmissions between the SDV and
the backend transport system comprise a plurality of data
transmission types, and wherein the data prioritization
scheme associates transmission of teleassistance inquiries as
a highest priority data transmission type.

19. The non-transitory computer readable medium of
claim 16, wherein the communication interface comprises a
plurality of wireless communication modules enabling com-
munication with the backend transport system via a plurality
of wireless communication providers, and wherein the
executed instructions further cause the control system to:

in response to identifying the detected anomaly in the live

sensor view, determine a highest bandwidth communi-
cation module from the plurality of wireless commu-
nication modules;

wherein the data prioritization scheme causes the control

system to transmit the teleassistance inquiry to the
backend transport system using the highest bandwidth
communication module.

20. A computer-implemented method of operating a self-
driving vehicle (SDV), the method being performed by a
control system of the SDV and comprising:

analyzing a live sensor view of the SDV to autonomously

operate acceleration, braking, and steering systems of
the SDV along a current route;

based on a detected anomaly associated with the live

sensor view, transmit a teleassistance inquiry to a
backend transport system in accordance with a data
prioritization scheme;

receive a resolution response from the backend transport

system based on the teleassistance inquiry; and

cause the SDV proceed in accordance with the resolution

response.



