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(57) ABSTRACT

Systems and methods for conducting a multi-endpoint video
signal conference are provided. Conferencing endpoints are
linked by pairs of a reliable and a less reliable communication
channel. Conference video signals are scaleable coded in base
layer and enhancement layers format. Video signal base lay-
ers, which correspond to a minimum picture quality, are com-
municated over reliable channels. The video signal enhance-
ments layers may be communicated over the less reliable
channels. A conference server mediates the switching of
video layer information from transmitting endpoints to
receiving endpoints without any intermediate coding or re-
coding operations. The video conference can be integrated
with an audio conference using either scalable coded audio
signals or non-scaleable coded audio signals.
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SYSTEM AND METHOD FOR A
CONFERENCE SERVER ARCHITECTURE
FOR LOW DELAY AND DISTRIBUTED
CONFERENCING APPLICATIONS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of Ser. No.
14/494,029, filed Sep. 23, 2014, which is a continuation of
U.S. patent application Ser. No. 13/595,437, filed Aug. 27,
2012, now U.S. Pat. No. 8,872,885, which is a continuation of
Ser. No. 12/539,501, filed Aug. 11, 2009, now U.S. Pat. No.
8,279,260, which is a continuation of Ser. No. 12/015,945,
filed Jan. 17, 2008, now U.S. Pat. No. 7,593,032, which is a
continuation of PCT International Application No. PCT/
US06/028366, filed Jul. 21, 2006, which claims the benefit of
U.S. provisional patent application Ser. Nos. 60/714,741 and
60/714,600 filed Sep. 7, 2005, and 60/723,347 and 60/723,
348 filed Oct. 4, 2005 and 60/775,100 filed Feb. 21, 2006.
Further, this application is related to International application
Nos. PCT/US2006/028365, PCT/US2006/028367, PCT/
US2006/028368. All of the aforementioned priority and
related applications are hereby incorporated by reference
herein in their entireties, and from which priority is claimed.

FIELD OF THE INVENTION

[0002] The present invention relates to multimedia technol-
ogy and telecommunications. In particular, the invention
relates to the communication or distribution of audio and
video data for multiparty conferencing applications. More
specifically, the present invention is directed to implementa-
tions of conferencing systems and methods exploiting scal-
able video and audio coding techniques.

BACKGROUND OF THE INVENTION

[0003] Computer networks (e.g., the Internet) have now
supplanted traditional distribution systems (e.g., mail or tele-
phone) for the delivery of media and information. Recent
advances in multimedia and telecommunications technology
have involved the integration of video and audio communi-
cation and conferencing capabilities with Internet Protocol
(“IP”’) communication systems such as [P PBX, instant mes-
saging, web conferencing, etc. In order to effectively inte-
grate video communication into such systems, the systems
must generally support both point-to-point and multipoint
communications. Multipoint servers (also referred to as con-
ference bridges, multipoint conferencing units, or “MCUs”)
employed in such applications must mix media streams from
multiple participants in a multiparty conference and distrib-
ute them to all conference participants. Preferably, the MCUs
should also provide options including: (1) continuous pres-
ence (e.g., so that multiple participants can be seen at same
time); (2) view or layout personalization (e.g., so that each
participant can choose his or her own view of the other par-
ticipants [] some of the other participants may be viewed in
large format and some in small format); (3) error localization
(e.g. when error in transmission occurs, the error is resolved
between that participant and the server); (4) random entry
(e.g. a new participant entrance into the conference has no or
minimal impact on other participants); and (5) rate matching
(e.g., so that each participant may be connected via a different
network connection with different bandwidth and may
receive data from the conference bridge at its own rate).
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[0004] Current MCU solutions, which are referred to as
“transcoding” MCUSs, achieve these advantageous functions
by decoding all video streams in the MCU, creating a per-
sonal layout for each participant and re-encoding a partici-
pant-specific data stream for transmission to each participant,
taking into account, e.g., that participant’s available band-
width, etc. However, this solution adds significant delay to the
transmission of the video stream, degrades the quality of the
video data, and is costly to develop and deploy (such systems
usually require complex, dedicated digital signal processors).
[0005] An alternative MCU solution is based on the so-
called “switching” MCU. In this solution, only the video
and/or audio signals of a single selected participant (i.e., an
“active speaker”) are transmitted from the MCU to one or all
the other participants. The active speaker/participant may be
selected by applying quantitative measures of voice activity
on the audio signals of all participants. While the selection of
the active speaker is typically performed at the MCU, the
calculation of voice activity indicator(s) also may be per-
formed on the end-points (prior to transmission). Switching
MCUs involve less DSP processing and are less complex than
the transcoding MCUs, but they correspondingly have less
functionality (e.g., no error localization, no rate matching,
limited random entry functionality).

[0006] Further, attempts have been made to implement
methods specific to one video standard to combine the video
streams in the compressed domain. A method based on the
ITU-T H.261 standard calls for endpoints to transmit H.261
QCIF images to a conference bridge which then combines 4
of the QCIF images to create one CIF image. Newer video
codecs such as ITU-T H.263 and H.264 enable the combina-
tion or “compositing” of coded pictures into a bigger picture
by considering each of the constituent sub-pictures to be a
separate slice of the bigger picture. These and other like
methods tend to be very specific to the video compression
standards and do not support personal layout (i.e., all partici-
pants are forced to watch a given participant in the same
resolution), error resilience, or rate matching. They also cre-
ate new challenges for the MCU designer in terms of proper
synchronization between video and audio, and jitter buffer
management. Other solutions are based on sending all data
streams to all participants; these solutions do not support rate
matching or selection of resolution by the endpoints.

[0007] Currently available video communication solutions
are also not resilient to packet loss and perform unpredictably
except in expensive and dedicated network configurations.
Network error conditions that may not pose a problem for
most other applications can result in unacceptable quality in
videoconferencing.

[0008] New digital video and audio “scalable” coding tech-
niques directed to general improvements in coding efficiency,
also have a number of new structural characteristics. Specifi-
cally, an important new characteristic is scalability. In scal-
able coding, an original or source signal is represented using
two or more hierarchically structured bitstreams. The hierar-
chical structure implies that decoding of a given bitstream
depends on the availability of some or all other bitstreams that
are lower in hierarchy. Each bitstream, together with the
bitstreams it depends on, offer a representation of the original
signal at a particular temporal, quality (e.g., in terms of sig-
nal-to-noise ratio, or SNR), or spatial resolution (for video).
[0009] The term ‘scalable’ does not refer to magnitude or
scale in terms of numbers, but rather to the ability of the
encoding technique to offer a set of different bitstreams cor-
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responding to efficient representations of the original or
source signal at different resolutions or qualities in general.
The forthcoming ITU-T H.264 Annex F specification (re-
ferred to as Scalable Video Coding, SVC) is an example of a
video coding standard that offers video coding scalability in
all of temporal, spatial, and temporal resolutions, and is an
extension of the H.264 standard (also known as Advanced
Video Coding, or AVC). Another much older example is ISO
MPEG-2 (also published as ITU-T H.262), which also
offered all three types of scalability. ITU G.729.1 (also known
as G.729EV) is an example of a standard offering scalable
audio coding.

[0010] Scalability in coding was designed as a solution for
video and audio distribution problems in streaming and
broadcasting with a view to allow a given system to operate
with varying access networks (e.g., clients connected with
different bandwidths), network conditions (bandwidth fluc-
tuation), or client devices (e.g., a personal computer that uses
a large monitor vs. a handheld device with a much smaller
screen).

[0011] Consideration is now being given to improved mul-
timedia conferencing applications. In particular, attention is
directed toward improving conference server architectures by
using scalable video and audio coding techniques. Desirable
conference server architectures and data coding techniques
will support personal layout, continuous presence, rate
matching, error resilience and random entry, as well as low
delay.

SUMMARY OF THE INVENTION

[0012] The present invention provides a media communi-
cation server architecture for multipoint and point-to-point
conferencing applications. The media communication server
architecture is designed for low-delay communication of
scalable video coded (SVC) data and/or scalable audio coded
(SAC) data or in general audio coded in such a way that
multiple qualities can be derived from the coded bitstream.
The server is hereinafter referred to as a Scalable Video Cod-
ing Server (SVCS), but it is understood that the same server
design and operations also apply to audio. The term Scalable
Audio Coding Server (SACS) may also used to alternatively
describe the server, particularly in the context of audio appli-
cations. The server/client architecture of the present invention
may provide conferencing functionalities such as continuous
presence, personal layout, and rate matching with low delay
and improved error resilience. Advantageously, the server/
client architecture of the present invention provides these
conferencing capabilities with significantly reduced process-
ing requirements by selectively multiplexing several scalable
coded media signals, and by providing multiple layers of
resolutions, bit rates, qualities and frame rates.

[0013] The present invention further provides a method for
optimizing bandwidth utilization in a network link by server-
driven synchronization of large packets or frames in statisti-
cally multiplexed video streams.

[0014] An exemplary embodiment of the present invention
provides a method for low delay and bandwidth efficient data
communication by multiplexing base layer packets for scal-
able audio and video streams. The audio coding may be in
some cases non-scalable.

[0015] In another exemplary embodiment, the present
invention provides server-based rate control for scalable
video based conferencing, in which the server implements a
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policy-based or content-based scheme for enhancing the
video quality of more important streams.

[0016] In yet another exemplary embodiment, the present
invention provides a method for cascading a number of client
conferencing units based on scalable video coding in a man-
ner that provides low delay and feature-rich services (e.g.,
continuous presence, rate matching, and personal layout).
The method at the same time optimizes network traffic in and
between heterogeneous networks.

[0017] Instill another exemplary embodiment, the present
invention provides a method to unify session border control
functionality in a videoconference employing a scalable
video conferencing server.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] Further features of the invention, its nature, and
various advantages will be more apparent from the following
detailed description of the preferred embodiments and the
accompanying drawing in which:

[0019] FIG. 1 is a schematic illustration of a multipoint
conferencing server (SVCS) system, which is configured to
deliver scalable video and/or audio data from an endpoint
transmitter to client receivers, in accordance with the prin-
ciples of the present invention;

[0020] FIG. 2 is a block diagram illustrating the internal
switching structure of a multipoint SVCS (or SACS), in
accordance with the principles of the present invention;
[0021] FIG. 3 is a schematic illustration of an SVCS/SACS
system configured in a star-cascaded arrangement, in accor-
dance with the principles of the present invention;

[0022] FIG. 4 isa graphillustrating the simulated combined
bandwidth provided by four transmitters in an exemplary
SVCS system, in accordance with the principles of the
present invention;

[0023] FIG. 5 is a graph illustrating the bandwidth unifor-
mity achieved by staggering large frames in multiplexed
video data streams in an exemplary SVCS system, in accor-
dance with the principles of the present invention;

[0024] FIG. 6 is a schematic illustration of an arrangement
for audio and video packet multiplexing and demultiplexing
in an exemplary SVCS system, in accordance with the prin-
ciples of the present invention.

[0025] FIG. 7 is a schematic illustration of an exemplary
scalable coding multi-layer data format and possible predic-
tion paths for the encoded scaleable layer data used with the
exemplary SVCS system, in accordance with the principles of
the present invention.

[0026] FIG. 8 is a schematic illustration of the operation of
an exemplary SACS, where audio stream components from
the various senders are selected and sent to the receivers using
a high reliability and a low reliability channel, in accordance
with the principles of the present invention.

[0027] Throughout the figures the same reference numerals
and characters, unless otherwise stated, are used to denote
like features, elements, components or portions of the illus-
trated embodiments. Moreover, while the present invention
will now be described in detail with reference to the figures, it
is done so in connection with the illustrative embodiments.

DETAILED DESCRIPTION OF THE INVENTION

[0028] The present invention provides systems and meth-
ods for multipoint and point-to-point conferencing applica-
tions. The systems and methods are designed to deliver video
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and audio data, which is coded using suitable scalable coding
techniques. Such techniques encode the source data into a
number of different bitstreams, which in turn provide repre-
sentations of the original signal in various temporal resolu-
tions, quality resolutions (i.e., in terms of SNR), and in the
ease of video, spatial resolutions.

[0029] Forconvenience, the inventive systems and methods
are described herein primarily in the context of video signals.
It will, however, be understood that systems and methods are
equally operable with audio signals, or combination of video
and audio signals.

[0030] FIG. 1 shows an exemplary system 100, which may
be implemented in an electronic or computer network envi-
ronment, for multipoint and point-to-point conferencing
applications. System 100 uses one or more networked servers
(e.g., a Scalable Video Conferencing Server (SVCS) 110), to
coordinate the delivery of customized data to conferencing
participants or clients 120, 130 and 140. SVCS 110 may, for
example, coordinate the delivery of a video stream 150 gen-
erated by endpoint 140 for transmission to other conference
participants. In system 100, video stream 150 is first suitably
coded or scaled down, using SVC techniques, into a multi-
plicity of data components (e.g., layers 150a and 1505). The
multiple data layers may have differing characteristics or
features (e.g., spatial resolutions, frame rates, picture quality,
signal-to-noise ratios (SNR), etc.). The differing characteris-
tics or features of the data layers may be suitably selected in
consideration, for example, of the varying individual user
requirements and infrastructure specifications in the elec-
tronic network environment (e.g., CPU capabilities, display
size, user preferences, and bandwidths).

[0031] An exemplary implementation of system 100 is
designed to support multiparty conferencing between partici-
pants who may have diverse data requirements or needs. In
this implementation, SVCS 110 is suitably configured to
select an appropriate amount of information for each particu-
lar participant/recipient in the conference from a receiver data
stream (e.g., video stream 150), and to forward only the
selected/requested amounts of information to the respective
participants/recipients. For example, FIG. 1 shows selected
amounts of information from video stream 150 (e.g., data
streams 122 and 132), which are forwarded by SVCS 110 to
clients 120 and 130, respectively. SVCS 110 may be config-
ured to make the suitable selections in response to receiving-
endpoint requests (e.g., the picture quality requested by indi-
vidual conference participants) and upon consideration of
network conditions and policies.

[0032] This customized data selection and forwarding
scheme exploits the internal structure of the SVC video
stream, which allows clear division of the video stream into
multiple layers having different resolutions, frame rates, and/
or bandwidths, etc. FIG. 1 shows an exemplary internal struc-
ture of the SVC video stream 150 that represents a medium
input of endpoint 140 to the conference. The exemplary inter-
nal structure includes a “base” layer 1505, and one or more
distinct “enhancement” layers 150a. Layers 150a and 1505
collectively represent all of the medium input 150 of endpoint
140 to the conference. Base layer 1505 is essential for decod-
ing or recovering the original medium at some basic quality
level. Accordingly, SCVC 110 forwards base layer 1505 to all
receiving-endpoints 120 and 130. Enhancement layers 150a
add information and increase the quality of the recovered
medium, but these are forwarded to individual receiving-
endpoints 120 and 130 only in selected amounts. For
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example, receiving-endpoint 130, who may be a low band-
width client, may elect to receive only one of the three
enhancement layers 150a shown in FIG. 1.

[0033] In system 100, the transmission of an SVC data
stream (e.g., video stream 150) to and from the endpoints may
be carried out over one or more channels (e.g., channels 170
and 180, which may be either virtual and/or physical chan-
nels). Each data-carrying channel may be designated to carry
aparticular layer of the SVC data stream. For example, a High
Reliability Channel (HRC) 170 may carry a basic picture
quality data layer (base layer 1505). Similarly, one or more
Low Reliability Channels (LRC) 180 may carry “enhance-
ments-to-the-picture” data layers (e.g., better quality, resolu-
tion, or frame rate layers 150qa). The transmitted SVC data
stream may be structured or layered so that information loss
on any of the LRCs does not lead to any substantial or intol-
erable degradation of the received picture quality at the
receiving unit (e.g., at SVCS 110 or endpoints 120 and 130).
The transmission of the base layer over a reliable HRC
assures that the received picture has at least a minimum or
basic picture quality. In instances where HRC 170 has unused
bandwidth, some or all of the enhancement layers 150a also
may be carried over the HRC 170 in addition to base layer
1505. In instances where HRC 170 has sufficient bandwidth
to carry all of the layers, then LRC 180 may not be used at all.
In such instances only a single communication channel (i.e.
HRC 170), but not LRC 180, may be present or implemented
in system 100.

[0034] Insystem 100 implementations on best-effort com-
munication networks, which may loose even high priority
packets, the integrity of the base layer transmissions may be
protected by using suitable enhanced loss resilience and
recovery mechanisms (e.g., forward error correction (FEC)
and automatic repeat request (ARQ) mechanisms), such as
those described in U.S. Pat. No. 5,481,312, entitled “Method
Of And Apparatus For The Transmission Of High And Low
Priority Segments Of A Video Bitstream Over Packet Net-
works.” The referenced patent is hereby incorporated by ref-
erence in its entirety herein. In system 100 implementations
on Internet Protocol (IP) networks, which allow differenti-
ated services (DiftfServ), the base layer can be transmitted
over a high reliability connection provided by DiffServ.

[0035] In implementations where no suitable method for
establishing a dedicated HRC 170 is available, or if a dedi-
cated transmission channel is of doubtful reliability, system
100 may be configured to implement alternate methods to
assure the integrity of base layer transmissions. System 100
may, for example, be configured so that a transmitting unit
(e.g., transmitting-endpoint 140 or SVCS 110) proactively
repeats transmissions of the base layer information intended
for reliable transmission over an HRC. The actual number of
repeat transmissions may depend on transmission channel
error conditions. Alternatively or additionally, system 100
may be configured so that the transmitting unit caches the
base layer information and retransmits the information upon
the request of a receiving endpoint or SVCS. This retransmis-
sion-upon-request procedure may be effective at least in
instances where information loss in the original transmission
is detected quickly. The aforementioned system 100 configu-
rations may be useful for reliable delivery of base layer infor-
mation over individual client-to-SVCS, SVCS-to-client,
SVCS-t0-SVCS connections, and any combinations thereof,
depending on the available transmission channel types and
conditions.
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[0036] Insomeimplementations of system 100, SVCS 110
may be configured to reorganize or redesignate the base and
enhancement layer information in a received SVC video
stream (e.g., video stream 150) for forwarding to prospective
receiving-endpoints. The redesignation of base and enhance-
ment layer information may be customized for each prospec-
tive receiving-endpoint or groups of receiving-endpoints.
SVCS 110 may then forward the redesignated base and
enhancement layers to the prospective receiving-endpoints
via suitable HRC and LRC connections, respectively. By the
redesignation process, information that was transmitted over
an inbound HRC to SVCS 110 may be re-classified and
forwarded on an outbound LRC to a particular receiving-
endpoint. Conversely, information that was transmitted over
an inbound LRC to SVCS 110 may be re-classified and for-
warded on an outbound HRC to the particular receiving-
endpoint.

[0037] System 100 and its components (e.g., SVCS 100)
may be configured to use one or more selectable coding
structures or modes in operation. Co-filed U.S. patent appli-
cation PCT/US2006/028365 describes exemplary coding
structures that are suitable for videoconferencing applica-
tions. With reference to FIG. 7, in an exemplary mode of
operation, an SVC data stream (e.g., data stream 150) may be
encoded to include layers corresponding to three temporal
resolutions (e.g. 7.5, 15, and 30 frames per second) referred to
astemporal resolutions 0, 1, and 2, and two spatial resolutions
(e.g., QCIF and CIF) referred to as spatial resolutions [ and S.
In this nomenclature, the base layer is the LO layer at 7.5
frames per second. SO corresponds to a representation of the
source at CIF resolution and 7.5 frames per second, and S1
corresponds to a representation of the source at CIF resolu-
tion and 15 frames per second.

[0038] The multi-layer encoding format or structure shown
in FIG. 7 is such that the L.O pictures are coded based on (i.e.,
predicted from) LO pictures, [.1 pictures are coded based on
LOand/or L1 pictures, and .2 pictures are coded based on O,
L1, and/or L2 pictures. A parallel scheme is used for coding
the spatial enhancement layers SO through S2. In this particu-
lar scheme, the ability to decode the [.1 and L2 layer infor-
mation depends on the availability of the LO and LO+L1
layers, respectively. For enhancement from QCIF to CIF, the
enhanced resolution pictures (i.e., layers SO, S1, and S2) also
may be made available. The ability to decode any of the SO-S2
layers requires that the corresponding underlying LO-L.2 layer
(s) be available. Further, the ability to decode S1 and S2 layer
information depends on the availability of the SO and SO+S1
layers, respectively.

[0039] Inanexemplary application ofthe invention, system
100 may be used to establish a multipoint videoconference. In
the conference, a transmitting-endpoint may transmit its
input information, which is coded as [.0-L.2 and S0-S2 layer
format, to SVCS 110 for forwarding to receiving-endpoints.
The O, L1, and SO layers may be transmitted on an HRC and
the L2, S 1, and S2 layers on an LRC. SVCS 100 may mix and
match the layered information to customize the amount of
information forwarded to each receiving-endpoint. The
receiving-endpoints may receive customized mixed-and-
matched layer combinations that have, for example, different
bit rates, resolutions, and frame rates. Table 1 shows exem-
plary mixed-and-matched layer combinations of the L.O-1.2
and SO-S2 layers, which SVCS 110 may forward to the
receiving endpoints via an HRC and an LRC.
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TABLE 1

Exemplary Layer Combinations of the 1.0-L.2 and S0-S2 Layers

Quality of stream provided High Reliability Low Reliability

to a specific endpoint Channel Channel

CIF high frame rate 10,11, S0 1.2,81,82

CIF low frame rate 1.0, SO 11,81

QCIF high frame rate Lo L1,L2

QCIF low frame rate Lo L1

[0040] A conference participant located at a specific end-

point (e.g., at endpoint 120) may wish to selectively pay more
attention to or focus on one particular participant of the many
video conferencing participants (e.g., on a participant located
at endpoint 140). System 100 allows such a conference par-
ticipant at endpoint 120 to request a high quality view (e.g., a
CIF high frame rate) of the targeted participant/endpoint
(e.g., endpoint 140) and a common lower quality view (e.g., a
QCIF low frame rate) for the other non-targeted conference
participants/endpoints (e.g., endpoint 130). SVCS 110
responds to the request by forwarding customized data
streams 150H and 150L for a high quality view and lower
quality view from the targeted and non-targeted endpoints,
respectively, to the requesting participant/endpoint 120. The
requesting endpoint 120 may then decode all the received
data streams and display each data stream individually at the
requested video quality. FIG. 1 shows, for example, a high
quality CIF view display 190 of the targeted participant/
endpoint 140, which is presented to the requesting participant
at endpoint 120. It will be understood that system 100 may
provide multiple levels of additional resolution, temporal,
and picture quality for display.

[0041] SVCS 100 may further be configured to instruct a
targeted transmitting-endpoint to include in its input data
stream (e.g., data stream 150) at least a minimum amount of
quality and resolution information needed to satisfy all of the
current demands by any of the endpoints in the conference.
[0042] SVCS 100 acts as a switch to coordinate or route
information between endpoints in the multipoint conference.
FIG. 2 shows an example of the internal switching structure of
SVC 100, which is linked to a communication network by a
network interface card (NIC). The internal switching struc-
ture of SVC 100 may be designed to demultiplex, multiplex
and switch information, which is coded in layers, according
to a switching matrix. The internal switching structure may be
implemented as any suitable arrangement of software and/or
hardware units (e.g., multiplexers and demutiplexers).
[0043] It will be noted that in system 100, information is
conveyed through SVC preserving the information’s ini-
tially-coded layer format from a transmitting-endpoint to a
receiving-endpoint. No intermediate decoding or re-coding
operations at SVC 110 itself are necessary. This feature is in
contrast to conventional conferencing arrangements, which
deploy a “tandem encoding process™ in which intermediate
transit or bridging points (e.g., MCUs) decode the encoded
data received from a transmitting-endpoint, recode it, and
then transmit the recoded data to the receiving-endpoints. The
tandem encoding process introduces algorithmic delays inthe
transmission of information, and further the repeated encod-
ing/decoding involved degrades picture quality.

[0044] Advantageously, the conferencing systems of the
present invention exploit SVC techniques to avoid or mini-
mize algorithmic delay in forwarding data streams through
the SVCS 110 and to deliver enhanced quality video data to
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endpoints. Additional features of SVC techniques or modes
that can be used in the conferencing systems of the present
invention are described, for example, in co-filed U.S. patent
application Serial No. PCT/US2006/028365, incorporated by
reference herein. The referenced patent application describes
specific video coding and transmission schemes, which
facilitate extraction and switching of video stream informa-
tion by the SVCS 110.

[0045] As previously noted, the inventive conferencing
systems and methods advantageously provide high quality,
low delay, feature-rich video conferencing functionalities in a
manner which is superior and more reliable than is feasible
with conventional conferencing arrangements. The advan-
tages of the inventive conferencing systems and methods may
be due at least in part to the establishment of a pair of parallel
paths or channels (e.g., an HRC and an LRC) to carry differ-
ent portions of the total information in each SVC data stream
between two conferencing system units. Important or critical
information necessary for the desired minimum conferencing
functionalities is transmitted over the channel, which has
superior transmission characteristics (i.e., the HRC, which
may be the more reliable channel, the channel with lower
jitter, and/or the channel that is more secure). An HRC may be
established in the conferencing system implementations in
any suitable manner as is practical or appropriate for the
implementation environment. Table 2 identifies exemplary
practical or appropriate options for establishing an HRC in
different electronic network implementation environments.

TABLE 2

Exemplary options for establishing an HRC

a) Usage of differential services capability on local or wide area
network;

b) Usage of different physical layer capabilities in wireless networks
(more important information is keyed in part of the radio signal,
which is less prone to errors);

c) Usage of separate network links, one which has guaranteed quality
of service and one which has best effort capabilities;

d) Usage of Router configuration based on SVCS IP address, endpoint
IP address, port range, or configuration thereof.

[0046] It will be understood that only for convenience in
illustration and description, a single SVCS 110 is shown in
FIG. 1 as deployed in exemplary multipoint conferencing
server (SVCS) system 100. Multiple SVCS 110 or like serv-
ers may be deployed in system 100 to provide a multipoint
videoconferencing session. Multiple SVCS 110 implementa-
tions may be advantageous, for example, when a multipoint
videoconference spans across heterogeneous (e.g., in cost of
bandwidth or quality of service) networks. Multiple SVCS
110 implementations also may be desirable or necessary
when conference connection demand (e.g., a large number of
participants in a multipoint videoconference session) is likely
to exceed the capacity (e.g., physical equipment or bandwidth
limitations) of a single SVCS 110. It may be particularly
advantageous to deploy several linked SVCS 110 to conduct
videoconference sessions in situations, which involve Appli-
cation Service Provider (ASP)-based conferencing amongst
participants from multiple access service providers, or on
geographically-extensive corporate networks in which mul-
tiple conferencing participants are at diverse corporate loca-
tions.

[0047] The multiple SVCS 110 may be linked or deployed
in a cascade arrangement, which may provide better network
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utilization and better system scalability over other geometric
arrangements. It will be noted that traditional conferencing
technologies based on bridges (e.g., hardware MCUs) are not
suitable for cascading arrangements for a multiplicity of per-
formance and cost reasons. For example, in a traditional
conferencing arrangement, a call that passes through multiple
MCUs suffers or accumulates delay in proportion to the num-
ber of MCUS traversed. Further, the call information quality
degrades in proportion to the number of MCUs traversed
because of the tandem encoding process at each MCU. Fur-
ther still, in the traditional conferencing arrangements, pic-
ture/data resolution degrades as the number of cascaded
MCUs increases, which deprives participants/endpoints the
ability to select a higher resolution picture of at least some of
the other participants/endpoints. In contrast, the SVCS of the
present invention do not add delay or degrade the picture
quality even when the SVCS are cascaded.

[0048] FIG. 3 shows an exemplary SVCS system 300 that
can host a multipoint videoconference session extending over
heterogeneous and geographically diverse communication
networks and domains (e.g., AOL, Verizon, Comcast, and
France Telecom networks). SVCS system 300 deploys mul-
tiple SVCS 110. Individual SVCS 110 may be positioned in
different communication networks and/or different domains,
and are linked by communications channels (e.g., HRC and
LRC) to other SVCS 110. The linked SVCS 110 may be
deployed in a star configuration topology (as shown), a full-
meshed or redundant configuration topology, a mix of these
topologies, or any other suitable linkage topology.

[0049] In operation, communications for a single multi-
point conference session may be distributed through multiple
SVCS 110 that are located in different domains or on different
networks. All deployed SVCS 110 may share information
about the overall conference structure and topology. Further,
all linked SVCS 110 may be configured for efficient address-
ing or routing of information streams (e.g., to avoid sending
duplicate information on expensive wide area networks).
[0050] Inthe multipoint video conference session shown in
FIG. 3, all participants/clients 303 in the France Telecom
domain may prefer to watch or see “endpoint A” (e.g., par-
ticipant/client 404) in high resolution. Conversely, all partici-
pants/clients 202 in Comcast’s domain may prefer to watch or
see endpoint A in low resolution. System 300, like system
100, is configured to know and acknowledge the conference
participants‘/clients’ viewing preferences. Accordingly, in
response to the viewing preferences of participants/clients
202 and 303, system 300 may instruct endpoint A to stream
both [J SVC low resolution base layer and high resolution
enhanced layer information, to its proximate SVCS 110 (not
indicated). The proximate SVCS 110 forwards the base and
enhanced layer information to SVCS 110 in the AOL domain,
which is central in the star configuration of the SVCS 110
network. In response to the viewing preferences of partici-
pants/clients 303, the central SVCS 110 may forward both the
high and low resolution information to the France Telecom
SVCS 110. Further, in response to the viewing preferences of
participants/clients 202, the central SVCS 110 may forward
only the low resolution information to the Comcast SVCS
110. In FIG. 3, the type of information transmitted from the
central SVCS 110 to the downstream SVCS 110 is indicated
by the labels “A high+low” and “A low”, respectively.
[0051] It will be appreciated that system 300 is suitable for
interactive conferencing. In a centralized environment shown
in FIG. 3 with a central SVCS 110, which is located in the
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AOL domain, information transmissions from endpoint A to
participants/clients 303 passes through three SVCS 110 (i.e.,
the proximate, central, and France Telecom SVCS). Accord-
ingly, the signal delay between endpoint A and the recipients
303 of endpoint A’s information transmissions is equal to the
network delay and three times any individual SVCS unit
delay. However, the switching matrix SVCS design of the
present invention ensures that individual SVCS unit delays
are essentially zero. This will be contrasted with traditional
MCU delays, which are typically longer than 200 ms. Use of
traditional MCUs instead of the inventive SVCS in system
300 or similar systems would result in an additional 600 ms of
delay in signal transmission from endpoint A to participants/
clients 303. This amount of delay renders traditional MCU-
based systems unusable for interactive conferencing.

[0052] The inventive SVCS-based systems may be further
configured to respond to network congestion or other envi-
ronmental factors that may degrade desired conferencing
functionalities. For example, system 300 may be configured
so that an endpoint or SVCS experiencing network conges-
tion may signal the other SVCS to drop and not forward the
enhancement layers sent to them to reduce the impact of
network congestion on maintaining or sustaining a confer-
encing session.

[0053] Additionally or alternatively, the inventive SVCS-
based systems may be configured to employ scalable coding-
based rate control for a multipoint conferencing session. This
feature may provide the video bandwidth control that is nec-
essary for maintaining the quality of transmitted video
images of moving objects and of abrupt scene changes. Usu-
ally, when an imaged object moves suddenly or abruptly in a
video scene, the video bandwidth required to maintain the
transmitted video quality may increase by 100% or more over
the long term average bandwidth requirement. In traditional
fixed rate or non-scalable video based systems, gross degra-
dation of video quality caused by moving objects or scene
changes is avoided by using “preemptive degradation” trans-
mission schemes that maintain the transmission bit rates to
avoid dropping packets. Maintaining the transmission bit
rates leads to frames being skipped and decreased SNR, either
of'which can degrade video quality at least temporarily. How-
ever, in most video viewing situations, such temporary or
transient quality changes can be visually jarring or disturbing
to viewers. At lest for this reason the “preemptive degrada-
tion” transmission schemes are not satisfactory solutions for
maintaining the quality of transmitted video images of mov-
ing objects and of abrupt scene changes. The scalable video-
based systems of the present invention are designed to avoid
or minimize even the temporary or transient quality changes
that are tolerated in traditional fixed rate video systems.

[0054] The inventive scalable video-based systems may be
configured so that when a video quality degrading motion or
scene change is detected, a transmitting endpoint maintains
the bit rate on its base layer transmission (e.g., layer 1505),
but increases the bandwidth on its enhancement layers (150a)
transmission. The increased information conveyed in the
enhancement layers can compensate for the video quality
degradation in the fixed rate base layer transmission caused
by the motion or scene change in the base layer transmission.
In this manner, the total quality of the video stream can be
maintained through the motion or scene change at least for the
receiving-endpoints that are capable of receiving both the
base and enhancement layers. If the network capacity is suf-
ficient to deliver both the base and enhancement layers to
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receiving-endpoints, then video quality will be maintained. In
instances where the network capacity is insufficient to deliver
the higher bitrate transmission of the enhancement layers, the
level of video quality may be at least the same as would be
obtained under the traditional preemptive degradation
schemes. The method of compensating for video quality deg-
radation by increasing the transmission of enhanced layer
information is also applicable in system implementations
where the base bit rate is not kept constant.

[0055] FIG. 4 shows an example, which demonstrates the
advantages of inventive scalable coding-based rate control
systems and methods in addressing video quality degrada-
tion. In the example, the combined bandwidth from four
transmitters linked in a multipoint conferencing arrangement
by an SVCS was investigated. For the simulation, each trans-
mitter channel had a base bandwidth of 2 kbit/frame, and an
enhancement layer bandwidth of 2-8 kbit/frame, which was
increased by another 10 kbit for 7% of the frames. The aver-
age total “frame size” is 30 kbit.

[0056] FIG. 4 shows that standard deviation of the band-
width on each transmitter channel is about 50% ofthe average
bandwidth, while the standard deviation of the combined data
streams is only about 18% of the average bandwidth. This
observed standard deviation ratio of about 3:1 indicates that
clipping the transmitted signal information at one standard
deviation on each individual transmitter channel results in
three times the number of frames clipped, as compared to the
number of frames clipped when the transmitted signal infor-
mation is clipped at one standard deviation on the combined
stream by the SVCS. The first situation corresponds to the
traditional preemptive degradation schemes, and the latter
situation corresponds to the inventive method of compensat-
ing for video quality degradation by adjusting the bit rate as
described above.

[0057] The inventive scalable coding-based rate control
systems and methods in addressing video quality degradation
may employ any suitable algorithm to mix the data streams
and to control the overall bandwidth allocated to a given
participant/endpoint. Suitable algorithms that may be
employed in an SVCS for bandwidth allocation may be
based, for example, on statistical multiplexing, the type of
network access for a given participant, synchronization of
bitstreams and triage of the participants/endpoints. Features
of each of these exemplary algorithms are described in the
following paragraphs in the context of multipoint video con-
ferencing applications.

[0058] Statistical multiplexing: Video-degrading move-
ment is unlikely to occur simultaneously at all participants/
endpoints. In most instances, only one participant/endpoint
will transmit video with movement or changing scenes at one
particular time. Accordingly, SVCS 110 algorithms may
allow only one source at a particular time to contribute more
than its long term average share of the bandwidth to transmit
its conferencing data stream. As described with reference to
FIG. 4 above, the extra bandwidth allocation reduces the
number of times the picture quality will be degraded.

[0059] Type of network access for a given participant:
There may be instances in which a receiving-endpoint may
access the conference via a network connection having a
bandwidth which is large compared to the video stream band-
width. In such instances, SVCS 110 may always forward the
increased bandwidth compensatory enhancement quality lay-
ers to the receiving-endpoint. Further, SVCS 110 may
dynamically communicate with the receiving-endpoint to
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determine the effectiveness of the increased bandwidth allo-
cation. In some instances, the increased bandwidth spikes
may either not be received, or may decrease the channel
quality for the base layer transmission (such as increased
jitter, delay or packet loss). In such instances, SVCS 110 may
maintain or raise the average bit rate for the base layer trans-
mission by clipping off the enhancement layer transmissions
as needed. SVCS 110 also may re-arrange the quality of
service priority for delivery of the remaining layers of infor-
mation.

[0060] Synchronization of bit streams: In SVC data
streams, some coded frames tend to be larger than other
frames. For example, 1O pictures are larger than L1 pictures,
which are also typically larger than 1.2 pictures. Bandwidth
uniformity may be achieved by staggering the larger frames
for different streams. (See, e.g., FIG. 5) Accordingly, SVCS
110 may transmit control signals to some or all of the confer-
encing endpoints to ensure that the larger frames during a
normal temporal threading sequence, or intra frames that may
be inserted, are staggered so that the bit rate does not peak
over a specific desired value. SVCS 110 may monitor the rate
generated by each of the conference participants/endpoints.
When bigger packets from a different or new video source
arrive at SVCS 110 in a synchronized fashion, SVCS 110 may
instruct one or more of the conferencing participants/end-
points to alter their temporal threading sequence to achieve
staggering. The participants/endpoints may alter their tempo-
ral threading sequence, for example, by changing the sample
time on the video source or by shifting the layering sequence.

[0061] Triage of the participants/endpoints: In instances
where the enhancement layers received from some partici-
pants/endpoints must be discarded for rate control, SVCS 110
may seek to prioritize participants/endpoints for discarding
information. SVCS 110 may keep the enhancement layers
associated with more important participants/endpoints and
only discard the enhancement layers associated with other
less important participants/endpoints. SVCS 110 may iden-
tify the more important participants/endpoints dynamically,
for example, by identifying active speaker(s) in the confer-
ence. SVCS 110 may identify an active speaker via an audio
layer or by receiving such identification from an audio con-
ferencing device or from associated participants/endpoints.
Alternatively, SVCS 110 may a priori establish a conference
priority policy, which assigns participants/endpoints in a
given conference session priority based on suitable criteria
such as rank in organization, conferencing moderator func-
tion, or other application level information. SVCS 110 may
then use the a priori assigned priorities to identify the more
important participants/endpoints.

[0062] The inventive video conferencing systems and
methods may be further configured to integrate audio confer-
encing features in video conferencing session. Commonly,
audio conferencing by itself is simpler to implement than
video conferencing for a number of reasons. For example, the
bandwidth required by audio is typically only 5-10% of the
bandwidth needed for video, which makes it easier to protect
audio information from packet loss that it is to protect video
information. Additionally, audio signals require less process-
ing power for encoding/decoding than video signals. The
processing power required for encoding/decoding audio sig-
nals can be lower by about 1-2 orders of magnitude. Further,
audio signal delay is more controllable than video signal
delay because audio packets can include much shorter time
frames than video packets. However, reducing audio signal
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delay by decreasing the packet size increases the bandwidth
overhead associated with correspondingly increasing number
of packet headers. Thus, at least in some bandwidth circum-
stances, the audio signal quality in traditional audio confer-
encing can be poor.

[0063] The inventive SVC-based integrated audio and
video conferencing systems and methods address audio sig-
nal delay and quality issues effectively by recognizing that
the audio and video base layer signals are close in band width
and require similar Quality of Service (QoS). Accordingly,
transmitting-endpoints in the integrated audio and video con-
ferencing systems are configured to multiplex the payload for
audio and the video base layer signals into a single packet for
transmission and thereby reducing packet overhead. The
combined packet may de-multiplexed at a receiving-endpoint
(e.g., in a point-to-point call) or at an SVCS 110. In some
implementations, an external associated audio conferencing
bridge (audio MCU) may perform the audio conferencing
functions.

[0064] Insome implementations, the inventive SVC-based
integrated audio and video conferencing systems and meth-
ods may employ sealable audio coding (SAC) or other audio
coding techniques in which multiple qualities can be derived
from the coded bitstream. (See FIG. 6). The use of SAC
minimizes any need for signal processing in SVCS 110 or the
associated audio conferencing bridge. In such implementa-
tions, the SAC streams may be switched by SVCS 110 and
forwarded to receiving-endpoints without decoding/encod-
ing them in the same or similar manner as it (SVC 110)
switches and forwards SVC streams (FIGS. 1-5). SAC is a
method, which provides an effective and efficient way to
transmit multiple audio qualities. However, when audio and
video are transmitted over the same network, the bit rate
savings for transmitting scalable audio over transmitting mul-
tiple qualities of non-scalable audio may be minor compared
to the savings in the case of scalable video. In some circum-
stances, for example, for compatibility with legacy systems, it
may be desirable to continue to use non-scalable audio
streams in conjunction with the scalable video streams
switched by SVCS 110. FIG. 6 shows an exemplary arrange-
ment for multiplexing and de-multiplexing the audio and
video streams. Arrangement 600a shows a combined audio
and video stream 610, which is multiplexed by transmitting-
endpoint 140 and transmitted over parallel Best Effort and
Reliable Channels. Audio stream 610, if non-scalable coded,
is decoded and re-mixed on MCU or associated conferencing
server 630 for forwarding to receiving-endpoint 120. Audio
stream 610, if scalable coded, may be decoded only by receiv-
ing-endpoint 120.

[0065] The inventive SVC and SAC-based integrated audio
and video conferencing systems may use signal-forwarding
schemes to minimize or reduce audio-clipping effects, which
can hinder interactive or real-time discussion between con-
ferencing participants/speakers. In an exemplary scheme,
each transmitting-endpoint 140 transmits a scalable audio
stream (with low and high quality layers) with an indicator of
the volume of the speaker represented in that stream. SVCS
110 forwards, to the receiving-endpoints, the strongest
streams in high quality and low quality (and bit rate) layers for
the next N speakers sorted by the volume indicator. N may
typically be 1 to 3. The signal strength indicator may also be
computed at the SACS. All of the received streams may be
mixed by the endpoints. In this scheme, as the signal from one
speaker slowly fades and a new speaker cuts in, a smooth
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transition that includes the earlier part of the talk spurt may be
available to all listeners. Without such a scheme, audio clip-
ping of speakers may occur as they started to talk. By employ-
ing scalable audio coding in this manner, the present inven-
tion overcomes the shortcomings commonly associated with
audio switching.

[0066] FIG. 8 shows an exemplary arrangement for the
operation of an SACS 800 in a conferencing session 801
between multiple endpoints (e.g., endpoints 810A-E). SACS
800 is configured to receive and process audio signals 830,
which are coded in multiple qualities. Each endpoint may
transmit audio signals 830 having different quality layers or
components. The different quality components in audio sig-
nal 830 from an endpoint “i” are schematically shown in FI1G.
8 with the incremental quality layers ordered from left to right
starting with the base layer at the left. SACS 800 chooses an
appropriate amount of information in audio signal 830 from
each endpoint 810A-E to forward to each of the participating
endpoints in conference session 801. The amount and types of
information selected (e.g., 850 A and 850B) and forwarded to
aparticular endpoint (e.g., endpoints 820 A and 820B, respec-
tively) may depend on the characteristics or needs of the
particular receiving endpoint. For example, for endpoint
820A, which is capable of playing a high quality sound and
has anetwork connection that can support such quality, SACS
800 may forward high quality information 850A. Conversely,
for endpoint 820B, which is not capable of playing the high
quality sound or does not have a network connection that can
support such quality, SACS 800 may forward only informa-
tion 850B, which is of lower quality than 850A.

[0067] Atparticular times or instances in conference 801 as
shown in FIG. 8, endpoint 810A may be deemed to be an
‘active speaker’ so that better audio quality from its transmis-
sions 830A is provided to the listeners. Endpoints 810B and
810C may be deemed to be ‘tentative speakers,” whose end
users are either (i) currently the real speaker but temporarily
overshadowed by interruption and noise originating from
endpoint 810A, (ii) who are speaking in lower voice concur-
rently with endpoint 810A, or (iii) who are previous speakers
for whom SACS 800 is gradually stopping to forward the
signal components, start from the highest quality and ending
with the lowest quality. In all these instances, audio signal
components from endpoints 810B and 810C is made avail-
able to the listener (e.g., endpoints 820A and 820B) for mix-
ing. This feature allows or enables non-clipped transition
between different speaker configurations. Endpoints 810D
and 810E, in the conferencing instance shown in FIG. 8, are
deemed to be non-speakers, but are sending low quality infor-
mation 830D and 830E to SACS 800. SACS 800 may include
this information in the audio mix in the event that their vol-
ume becomes one of the N stronger audio streams in session
801.

[0068] For some audio coding techniques, a receiver/de-
coder may need more than one packet in order to properly
decode the audio stream. Further more, the decoder may need
more than one packet in order to fill its play jitter buffer. In
such instances, an SAC-based server (e.g., SVCS 110) may
be configured to cache one or more audio packets for all
incoming streams and to forward the cache to the receiver at
an appropriate time (e.g., once such stream is deemed
required by the receiver).

[0069] Inconferencing applications where low delay audio
is required, audio data packets that include as little as 10 to 20
milliseconds of samples are commonly used. In such appli-
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cations, there is a very significant overhead to the audio data
(payload) that is introduced by packet headers (e.g., IP, TCP
or UDP and RTP information). This overhead can be as high
as 200%. For such applications, SAC-based server (e.g.,
SVCS 110) may be configured to effect rate control for the
audio stream by aggregating one or more packets intended for
a specific receiver into one combined packet, and then trans-
mitting the one combined packet to the receiver. The trans-
mission of one combined packet reduces header overhead, but
at the expense of introducing delay in transmission to the
specific receiver. SVCS 110 may be configured to effect rate
control by balancing aggregation/cache times and the savings
in packet overhead.

[0070] This rate-control scheme may be further combined
with traditional silence and/or volume detection schemes at
the endpoints. In many voice communication systems, an
endpoint implements a silence detection scheme in which
audio is not transmitted in the network when speech informa-
tion is deemed not to be present in the captured audio. The
silence detection schemes set a threshold level to filter undes-
ired noise from being transmitted over the network. However,
this setting of the threshold level for audio transmission often
results in clipping of the speaker cut-in talk spurt. In an
exemplary SAC-based voice communication system accord-
ing to the present invention, two thresholds may be imple-
mented: a lower one, after which base layer information is
transmitted by SAC-based server (e.g., SVCS 110), and a
higher one, after which a higher quality enhancement layer is
transmitted. In this manner, clipping of the speaker cut-in talk
spurt may be minimized or made less noticeable.

[0071] The inventive SVC- and SAC-based conferencing
systems and methods as described above utilize the zero-
delay, and computationally efficient conferencing functions
of SVCS 110. In accordance with the present invention, the
functions of the SVCS 110, which are common to multiparty
and point-to-point calls, may be advantageously integrated
into or exploited in communication network design. For
example, integration with session border controllers, proxies
and other firewall and Network Address Translation (NAT)
traversal mechanisms may be advantageous. All these “media
proxy” devices or mechanisms may use a server that routes
media traffic through it on the interface points (network
edges) between two domains or networks (e.g., for point-to-
point calls). In an exemplary network design, SVCS 110 are
preferably located at network edge locations. Since every
point-to-point call can be expanded to a multiparty call, it
may be efficient to use SVCS as a media proxy device as well
as to facilitate higher quality call configuration changes (i.e.,
point to point to multipoint). SVCS 110 deployed at network
edges may be used to improve control of video traffic. Co-
filed U.S. patent application Ser. No. 11/615,643, incorpo-
rated by reference herein, describes video traffic control of
schemes involving synchronization of different video streams
to achieve better network utilization and management of QoS
[0072] While there have been described what are believed
to be the preferred embodiments of the present invention,
those skilled in the art will recognize that other and further
changes and modifications may be made thereto without
departing from the spirit of the invention, and it is intended to
claim all such changes and modifications as fall within the
true scope of the invention.

[0073] Italso will be understood that in accordance with the
present invention, the SVCS, the SACS, and conferencing
arrangements can be implemented using any suitable combi-
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nation of hardware and software. The software (i.e., instruc-
tions) for implementing and operating the aforementioned the
SVCS and conferencing arrangements can be provided on
computer-readable media, which can include without limita-
tion, firmware, memory, storage devices, microcontrollers,
microprocessors, integrated circuits, ASICS, on-line down-
loadable media, and other available media.
What is claimed is:
1. A method for conferencing between a scalable video
coding server and at least one receiving endpoint linked to the
server by a communication channel, comprising:
receiving, at the server from the at least one receiving
endpoint, a plurality of media signals having different
signal characteristics but representing a same content,
each media signal comprising a plurality of packets;

selectively forwarding, by the server, at least one, but not
all, of the media signals representing the same content to
the at least one receiving endpoint over the communica-
tion channel; and

improving, by the server, a quality of service of the com-

munication channel over the quality of service the com-
munication channel would have but for the use of the
server.

2. The method of claim 1, wherein the signal characteristics
comprise at least one of a spatial resolution, a bit rate, a
picture quality, or a frame rate.

3. The method of claim 1, wherein the improving of the
quality of service of the communication channel comprises
repeating, by the server, at least one packet of the plurality of
packets included in the one of the plurality of media signals.

4. The method of claim 3, wherein the one of the plurality
of media signals is the media signal with at least one of the
lowest spatial resolution, the lowest bit rate, the lowest picture
quality, or the lowest frame rate of all of the plurality of media
signals.

5. The method of claim 1, wherein the improving of the
quality of service of the communication channel comprises
transmitting, by the server, protected by a Forward Error
Correction, at least one packet of the plurality of packets
included in the one of the plurality of media signals.

6. The method of claim 5, wherein the one of the plurality
of media signals is the media signal with at least one of the
lowest spatial resolution, the lowest bit rate, the lowest picture
quality, or the lowest frame rate of all of the plurality of media
signals.

7. The method of claim 1, wherein the improving of the
quality of service of the communication channel comprises
caching, by the server, at least one packet of the plurality of
packets included in the one of the plurality of media signals,
and retransmit the at least one cached packet upon request by
the receiving endpoint.

8. The method of claim 7, wherein the one of the plurality
of media signals is the media signal with at least one of the
lowest spatial resolution, the lowest bit rate, the lowest picture
quality, or the lowest frame rate of all of the plurality of media
signals.

9. The method of claim 1, wherein a sending endpoint is
connected to the server over a second communication chan-
nel, further comprising improving, by the sending endpoint, a
quality of service of the second communication channel over
the quality of service the second communication channel
would have but for the use of the sending endpoint.

10. The method of claim 9, wherein the improving of the
quality of service of the second communication channel com-
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prises repeating, by the sending endpoint, at least one packet
of'the plurality of packets included in the one of the plurality
of media signals, and discarding, by the server, the repeated
packet in case the at least one packet has been received.

11. The method of claim 9, wherein the improving of the
quality of service of the second communication channel com-
prises transmitting, by the sending endpoint, protected by a
Forward Error Correction, at least one packet of the plurality
of packets included in the one of the plurality of media sig-
nals, and reconstructing, by the server, the at least one packet
in case it was not received by the server, using the Forward
Error Correction.

12. The method of claim 9, wherein the improving of the
quality of service of the second communication channel com-
prises caching, by the sending endpoint, at least one packet of
the plurality of packets included in the one of the plurality of
media signals, retransmitting, by the second endpoint, the at
least one cached packet upon request by the server, and
requesting, by the server, retransmission of the at least one
cached packet in case the at least one packet has not been
received.

13. A non-transitory computer readable medium compris-
ing a set of executable instructions to direct a processor to:

receive, at a scalable video coding server from at least one

receiving endpoint linked to the server by a communi-
cation channel, a plurality of media signals having dif-
ferent signal characteristics but representing a same con-
tent, each media signal comprising a plurality of
packets;

selectively forward, by the server, at least one, but not all,

ofthe media signals representing the same content to the
at least one receiving endpoint over the communication
channel; and

improve, by the server, a quality of service of the commu-

nication channel over the quality of service the commu-
nication channel would have but for the use of the server.

14. The non-transitory computer readable medium of claim
13, wherein the signal characteristics comprise at least one of
a spatial resolution, a bitrate, a picture quality, or a frame rate.

15. The non-transitory computer readable medium of claim
13, wherein the improve of the quality of service of the
communication channel comprises repeat, by the server, at
least one packet of the plurality of packets included in the one
of the plurality of media signals.

16. The non-transitory computer readable medium of claim
15, wherein the one of the plurality of media signals is the
media signal with at least one of the lowest spatial resolution,
the lowest bit rate, the lowest picture quality, the lowest frame
rate of all of the plurality of media signals.

17. The non-transitory computer readable medium of claim
13, wherein the improve of the quality of service of the
communication channel comprises transmit, by the server,
protected by a Forward Error Correction, at least one packet
of'the plurality of packets included in the one of the plurality
of media signals.

18. The non-transitory computer readable medium of claim
17, wherein the one of the plurality of media signals is the
media signal with at least one of the lowest spatial resolution,
the lowest bit rate, the lowest picture quality, or the lowest
frame rate of all of the plurality of media signals.

19. The non-transitory computer readable medium of claim
13, wherein the improve of the quality of service of the
communication channel comprises cache, by the server, at
least one packet of the plurality of packets included in the one
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of the plurality of media signals, and retransmit the at least
one cached packet upon request by the receiving endpoint.

20. The non-transitory computer readable medium of claim
19, wherein the one of the plurality of media signals is the
media signal with at least one of the lowest spatial resolution,
the lowest bit rate, the lowest picture quality, or the lowest
frame rate of all of the plurality of media signals.

21. The non-transitory computer readable medium of claim
13, wherein a sending endpoint is connected to the server over
a second communication channel, further comprising execut-
able instructions to direct the processor to improve, by the
sending endpoint, a quality of service of the second commu-
nication channel over the quality of service the second com-
munication channel would have but for the use of the sending
endpoint.

22. The non-transitory computer readable medium of claim
21, wherein improve the quality of service of the second
communication channel comprises repeat, by the sending
endpoint, at least one packet of the plurality of packets
included in the one of the plurality of media signals, and
discard, by the server, the repeated packet in case the at least
one packet has been received.

23. The non-transitory computer readable medium of claim
21, wherein improve the quality of service of the second
communication channel comprises transmit, by the sending
endpoint, protected by a Forward Error Correction, at least
one packet of the plurality of packets included in the one of
the plurality of media signals, and reconstruct, by the server,
the at least one packet in case it was not received by the server,
using the Forward Error Correction.

24. The non-transitory computer readable medium of claim
21, wherein improve the quality of service of the second
communication channel comprises cache, by the sending
endpoint, at least one packet of the plurality of packets
included in the one of the plurality of media signals, retrans-
mit, by the second endpoint, the at least one cached packet
upon request by the server, and request, by the server, retrans-
mission of the at least one cached packet in case the at least
one packet has not been received.

25. An apparatus for conferencing, comprising:

a scalable video coding server adapted to be linked to at
least one receiving endpoint by a communication chan-
nel,

wherein the server is configured to receive from the at least
one receiving endpoint a plurality of media signals hav-
ing different signal characteristics but representing a
same content, each media signal comprising a plurality
of packets,

wherein the server is configured to selectively forward at
least one, but not all, of the media signals representing
the same content to the at least one receiving endpoint
over the communication channel; and

wherein the server is configured to improve a quality of
service of the communication channel over the quality of
service the communication channel would have but for
the use of the server.

26. The apparatus of claim 25, wherein the signal charac-
teristics comprise at least one of a spatial resolution, a bit rate,
a picture quality, or a frame rate.

27. The apparatus of claim 25, wherein the improving of
the quality of service of the communication channel com-
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prises the server being further configured to repeat at least one
packet of the plurality of packets included in the one of the
plurality of media signals.

28. The apparatus of claim 27, wherein the one of the
plurality of media signals is the media signal with at least one
of'the lowest spatial resolution, the lowest bit rate, the lowest
picture quality, or the lowest frame rate of all of the plurality
of media signals.

29. The apparatus of claim 25, wherein the improving of
the quality of service of the communication channel com-
prises the server being further configured to transmit, pro-
tected by a Forward Error Correction, at least one packet of
the plurality of packets included in the one of the plurality of
media signals.

30. The apparatus of claim 29, wherein the one of the
plurality of media signals is the media signal with at least one
of'the lowest spatial resolution, the lowest bit rate, the lowest
picture quality, or the lowest frame rate of all of the plurality
of media signals.

31. The conferencing system of claim 25, wherein the
improving of the quality of service of the communication
channel comprises the server being further configured to
cache at least one packet of the plurality of packets included
in the one of the plurality of media signals, and retransmit the
at least one cached packet upon request by the receiving
endpoint.

32. The apparatus of claim 31, wherein the one of the
plurality of media signals is the media signal with at least one
of'the lowest spatial resolution, the lowest bit rate, the lowest
picture quality, or the lowest frame rate of all of the plurality
of media signals.

33. The apparatus of claim 25, wherein the server is further
adapted to be connected to a sending endpoint over a second
communication channel, wherein the sending endpoint is
configured to improve a quality of service of the second
communication channel over the quality of service the second
communication channel would have but for the use of the
sending endpoint.

34. The apparatus of claim 33, wherein the improving of
the quality of service of the second communication channel
comprises the sending endpoint being further configured to
repeat at least one packet of the plurality of packets included
in the one of the plurality of media signals, and the server is
further configured to discard the repeated packet in case the at
least one packet has been received.

35. The apparatus of claim 33, wherein the improving of
the quality of service of the second communication channel
comprises the sending endpoint being further configured to
transmit, protected by a Forward Error Correction, at least
one packet of the plurality of packets included in the one of
the plurality of media signals, and the server is further con-
figured to reconstruct the at least one packet in case it was not
received by the server, using the Forward Error Correction.

36. The apparatus of claim 33, wherein the improving of
the quality of service of the second communication channel
comprises the sending endpoint being further configured to
cache at least one packet of the plurality of packets included
in the one of the plurality of media signals, and retransmit the
at least one cached packet upon request by the server, and the
server being further configured to request retransmission of
the at least one cached packet in case the at least one packet
has not been received.
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