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DOMAIN SPECIFIC NEURAL SENTENCE
GENERATOR FOR MULTI-DOMAIN
VIRTUAL ASSISTANTS

BACKGROUND

[0001] As people are increasingly utilizing a variety of
computing devices, including portable devices such as tablet
computers and smart phones, it can be advantageous to adapt
the ways in which people interact with these devices.
Voice-enabled virtual assistants have become widely
accepted because they provide a natural interface for human-
machine communication. As a natural mode of human
communication, voice control offers many benefits over
traditional computer interfaces such as a keyboard and
mouse. For example, various virtual assistants, such as an
Amazon Alexa, a Google Home, or an Apple HomePod, can
understand a user’s voice queries and respond with voice
answers or actions. In addition, virtual assistants with other
interfaces, such as the traditional text interface in a chatbot,
can understand a user’s text questions and respond with
answers or actions.

[0002] To enable a virtual assistant to function in a specific
environment, developers or users often use a configurable
software development framework to create actions or tasks
for the virtual assistant. As a result, the virtual assistant can
understand the user’s voice commands and trigger identified
actions or tasks.

[0003] However, conventional virtual assistants typically
need to understand every possible way a user might say to
describe the same request to complete actions requested by
the user. This creates a unique challenge as there are endless
ways to describe one request in natural human language. As
a result, the virtual assistant often fails to recognize or
handle a request that is slightly different from a standard or
defined way of describing it.

SUMMARY OF THE INVENTION

[0004] Systems and methods in accordance with various
embodiments of the present disclosure may overcome one or
more of the aforementioned and other deficiencies experi-
enced in conventional approaches to sentence generation. In
particular, various embodiments described herein provide
for sentence generation models for virtual assistants (e.g.,
voice systems, text-based chatbots, etc.) and methods of
training a machine learning system to map queries that
include a sentence (e.g., spoken utterance, text utterance,
etc.) associated with an intent to a revised sentence having
substantially the same intent.

[0005] In an embodiment, approaches provide for auto-
matically generating potential phrases, utterances, or sen-
tences that a user can say to invoke a set of defined actions,
i.e., an intent, performed by a virtual assistant. Example
intents include an order intent, an add intent, a remove
intent, an order status intent, a completion intent, etc.
According to some embodiments, neural network language
models can be trained to generate such phrases, utterances,
or sentences via unsupervised learning.

[0006] In an example, an initial query that includes a
sentence (e.g., spoken utterance, text utterance, etc.) can be
received at a virtual assistant interpretation service. The
sentence can be received at, e.g., an ordering pole at a
restaurant that is in communication with the virtual assistant
interpretation service. The virtual assistant interpretation
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service can interpret queries for one or more virtual assis-
tants. In this example, the query can be a request associated
with a food order. For example, the query can be “give me
a burger”.

[0007] A classifier model can be applied to the query to
determine whether the sentence satisfies a threshold (e.g., a
correctness threshold). In the situation the virtual assistant
interpretation service understands the query (e.g., a correct-
ness score associated with the sentence satisfies the thresh-
old), the query can be fulfilled in accordance with one or
more configured modalities, including, e.g., providing an
audio output (e.g., a voice response), a text response, and/or
a visual response, such as one or more frames of video. In
the situation the virtual assistant interpretation service does
not understand the query, the virtual assistant interpretation
service can attempt to interpret the request according to the
most likely intent by invoking a sentence generation model
(e.g., NLG model) fine-tuned for a particular domain or
application (e.g., restaurant domain or application), generate
one or more sentences with a high probability of having the
same intent, return those sentences as a response, output, or
revised query, and fulfill the specific action defined by the
intent.

[0008] In certain embodiments, a trained classifier model
can compute correctness scores for the sentences and select
one or more sentences with correctness scores satisfying a
threshold. According to some embodiments, the threshold
value can be empirically predetermined or dynamically
adapted.

[0009] According to some embodiments, the trained clas-
sifier model can further map sentences to a specific intent to
determine one or more sentences with a high probability of
having the same intent, wherein the classifier model has
been trained by sentences that are known to invoke the
intent.

[0010] According to some embodiments, the sentences
can be a number of likely spoken phrases mapped to a
customized or specific intent. They can include as many
representative phrases as possible. Each generated sentence
can comprise the words and phrases a user can say to invoke
a customized or specific intent. Each intent can be mapped
to a number of sentences. The sentences can comprise
placeholders, e.g., arguments, representing a specific type of
word such as dates, times, and locations.

[0011] In certain embodiments, obtaining training data
including query data samples, the query data samples
including pairs of text data representing queries and
responses; calculating vector representations of the pairs of
text data; and clustering the vector representations.

[0012] In certain embodiments, approaches further
include replacing the text data for tagged named entities
with a named entity type tag, wherein the classifier model
recognizes named entity tags.

[0013] In certain embodiments, a given vector represen-
tation includes at least a response vector representation, the
response vector representation being a vector representation
of data representing a response to a query, the response
vector representation being paired with data representing a
corresponding query, and wherein clustering the vector
representations includes: clustering response vector repre-
sentations based on distances between the response vector
representations within vector space.

[0014] In certain embodiments, approaches further
include obtaining training data including query data
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samples, the query data samples including pairs of text data
representing queries and responses and corresponding key-
words; and training the sentence generation model using the
pairs of text data and the corresponding keywords.

[0015] In certain embodiments the received sentence
includes one or more spoken phrases that a user can speak
to invoke the intent, and wherein the intent invokes one or
more defined actions.

[0016] In some aspects, the techniques described herein
relate to a computer-implemented method, wherein extract-
ing the one or more keywords from the sentence is based on
a keyword extraction model.

[0017] In certain embodiments, approaches further
include replacing at least one keyword with a placeholder
representing a specific type of word.

[0018] In certain embodiments the sentence generation
model is a general-purpose natural language generation
model fine-tuned by at least one of associated keywords
combined with corresponding sentences, domain-specific
datasets, and domain identifiers.

[0019] In certain embodiments, approaches further
include computing, via the classifier model, correctness
scores for the generated sentences; and selecting at least one
generated sentence with a correctness score satisfying the
threshold, wherein the sentence that satisfies the threshold is
associated with a highest correctness score.

[0020] In certain embodiments the classifier model has
been trained by supported sentences that are known to
invoke the intent.

[0021] Instructions for causing a computer system to auto-
matically generate potential sample phrases, utterances, or
sentences that a user can say to invoke a set of defined
actions, i.e., an intent, performed by a virtual assistant in
accordance with the present disclosure may be embodied on
a computer readable medium. For example, in accordance
with an embodiment, a backend system can receive a query
that includes a sentence (e.g., spoken utterance, text utter-
ance, etc.) The backend system can generate code for
execution by a computer, the code implementing a classifier
model to determine whether the sentence satisfies a thresh-
old. In the situation the backend system understands the
query, e.g., satisfies the threshold, the system can fulfill the
query. In the situation the backend system does not under-
stand the query, the system can attempt to interpret the query
according to the most likely intent by invoking a sentence
generation model fine-tuned for a particular domain or
application, generate one or more sentences with a high
probability of having the same intent, return those sentences
as a response, output, or revised query, and fulfill the specific
action defined by the intent.

[0022] Embodiments provide a variety of advantages. For
example, in accordance with various embodiments, com-
puter-based approaches for automatically generating poten-
tial sentences that a user can say to invoke a set of defined
actions by a virtual assistant can be utilized by content
providers, device manufacturers, etc., and consumers of the
content providers and device manufacturers. Virtual assis-
tant interpretation services and approaches can improve the
operation and performance of the computing devices on
which they are implemented by, among other advantages,
generating computer code for configuring a virtual assistant
by saving a developer’s effort to imagine, write and verify
every possible way a user can say to describe a specific
query. In addition, as these numerous sample sentences have
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been vetted by a trained neural network model, e.g., a
classifier model, they can substantially improve the accuracy
and effectiveness of a virtual assistant in understanding a
user’s spoken query. As a result, the virtual assistant can
correctly interpret the users’ requests, from which the proper
responses and actions are generated. Further, by rendering a
more intelligent virtual assistant that can understand various
ways of describing the same query, the present subject
matter can significantly enhance the user experience of a
virtual assistant.

[0023] Further still, approaches result in a trained machine
learning system for processing queries that improves per-
formance by mapping ill-formed and potentially noisy or
ambiguous initial queries to a revised query having the same
intent as the initial query. This revised query may thus be
supplied to a virtual assistant to fulfill the specific action
defined by the intent.

[0024] Various other functions and advantages are
described and suggested below as may be provided in
accordance with the various embodiments.

DESCRIPTION OF DRAWINGS

[0025] The accompanying drawings illustrate several
embodiments and, together with the description, serve to
explain the principles of the invention according to the
embodiments. It will be appreciated by one skilled in the art
that the particular arrangements illustrated in the drawings
are merely exemplary and are not to be considered as
limiting of the scope of the invention or the claims herein in
any way.

[0026] FIGS. 1A and 1B illustrate examples of a user
interacting with a virtual assistant in accordance with
embodiments herein;

[0027] FIGS. 2A and 2B illustrate example environments
in which aspects of the various embodiments can be utilized;
[0028] FIG. 3 illustrates an example intake system in
accordance with various embodiments;

[0029] FIG. 4 illustrates an example response system in
accordance with various embodiments;

[0030] FIG. 5 illustrates an example system for generating
sentences to associate with an intent in accordance with
various embodiments;

[0031] FIG. 6 illustrates an example system for finetuning
a sentence generation model in accordance with various
embodiments;

[0032] FIG. 7 illustrates an exemplary process for gener-
ating sentences in accordance with various embodiments;
[0033] FIG. 8 illustrates an exemplary process for gener-
ating sentences in accordance with an alternative embodi-
ment;

[0034] FIG. 9 shows a hard drive, which is an example of
a non-transitory computer readable medium, according to
one or more embodiments of the present subject matter;
[0035] FIG. 10A shows a server system of rack-mounted
blades, according to one or more embodiments of the present
subject matter; and

[0036] FIG. 10B shows a diagram of a networked data
center server, according to one or more embodiments of the
present subject matter.

DETAILED DESCRIPTION

[0037] The present subject matter pertains to improved
approaches to automatically generate sentences or phrases
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that a user can say to invoke an intent by a virtual assistant
or other such system. Such sentences can be generated by a
pre-trained neural network sentence generator that is fine-
tuned by customized or specific-purposed datasets. Embodi-
ments of the present subject matter are discussed below with
reference to the figures.

[0038] In the following description, for purposes of expla-
nation, numerous specific details are set forth in order to
provide a thorough understanding of the present subject
matter. It will be apparent, however, to one skilled in the art
that the present subject matter may be practiced without
some of these specific details. In addition, the following
description provides examples, and the accompanying draw-
ings show various examples for the purposes of illustration.
Moreover, these examples should not be construed in a
limiting sense as they are merely intended to provide
examples of embodiments of the subject matter rather than
to provide an exhaustive list of all possible implementations.
In other instances, well-known structures and devices are
shown in block diagram form in order to avoid obscuring the
details of the disclosed features of various described
embodiments.

[0039] The following sections describe systems of process
steps and systems of machine components for the automatic
generation of sample sentences. These can be implemented
with computers that execute software instructions stored on
non-transitory computer readable media. Improved systems
for transcribing and editing transcripts can have one or more
of the features described below.

[0040] FIGS. 1A and 1B illustrate examples of a user
interacting with a virtual assistant in accordance with
embodiments herein. FIG. 1A illustrates a scenario 100 of a
user attempting to order food at a drive-through window. In
this example, the driver can pull into the drive-through lane
of a fast-food restaurant. Through the driver’s side window
102, the driver can review a menu 104 of food items. At a
conventional drive-through establishment, a human operator
can take the driver’s order or in some embodiments, a virtual
assistant may receive the order. In the situation a human
operator receives the order, a person is employed and has to
be present to receive the order. In this situation, however, it
can be costly to hire, train, and determine scheduling of
human operators.

[0041] In the situation a conventional virtual assistant is
used to receive the order, the virtual assistant may receive
the order as long as it can “understand” the request spoken
by the user. For example, the driver can interact with
voice-enabled ordering pole 106. Voice-enabled ordering
pole 106 is a type of point-of-sale (POS) device. Voice-
enabled ordering pole 106 can comprise microphone 108 for
receiving voice requests from the driver, speaker 110 for
providing synthesized voice responses to the driver’s
requests, and display 112 with text to show the driver’s
order. Voice-enabled ordering pole 106 can be in commu-
nication with a virtual assistant that is part of a virtual
assistant interpretation service or system.

[0042] In an embodiment, the driver can initiate an order
by speaking a trigger or wake phrase such as “I’'m ready”,
“hi there”, or “hello”. The system can respond by soliciting
the driver’s order. The driver can then attempt to invoke one
or more intents. In this example, intents can include an order
intent, an add intent, a remove intent, an order status intent,
a completion intent, etc. For example, the user’s voice can
comprise a sentence, and can include one or more spoken
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phrases that a user can speak to invoke the intent. An
example of the sentence can include, e.g., “give me a
burger”, “I’ll have a hamburger”, “how many calories are in
a shake”, “is a shake healthy”, “how much does all that
cost”, or “what’s the total”?

[0043] Voice-enabled ordering pole 106 can send the voice
audio through a request to a virtual assistant API. Upon
receiving the voice audio, the virtual assistant system can
transcribe the audio to text and search a list of sentences
associated with intents. If the transcribed sentence does not
match any sentence in the list, the virtual assistant provides
an error response to the API request. This may include the
virtual assistant requesting the user to repeat the order,
which can be frustrating to the driver. In some conventional
systems, device makers or content providers can create
sentences or even keywords appropriate to each of poten-
tially many types of requests that their APIs can handle to
mitigate such errors. However, this can be expensive and
burdensome to generate.

[0044] Accordingly, in accordance with various embodi-
ments, a virtual assistant provider can greatly improve user
access to the various functions available through an API by
identifying keywords. One way that this can be done is by
extracting keywords from the narrative descriptions of API
functions and the meaning of arguments. Using those key-
words, the virtual assistant system can use an NL.G model to
generate correct sentences for a virtual assistant to invoke
the functions and arguments. The system can then automati-
cally map, to the API or another type of corresponding
function call, the correct sentences such that requests to the
virtual assistant matching the generated sentences invoke a
call of the function with the appropriate argument values in
response to any related user request. For example, in the
situation the virtual assistant does not understand the
request, a virtual assistant interpretation service can attempt
to interpret the requests according to the most likely intent
by invoking a model (e.g., NLG model) fine-tuned for the
virtual assistant, generate one or more sentences with a high
probability of having the same intent, return those sentences
as a response or output (e.g., a revised query), and fulfill the
specific action defined by the intent using a one of the
returned sentences (e.g., the sentence associated with the
highest probability of having the same intent). The specific
action can be, for example, sending a request to another API
that collects fast food orders to dispatch to service windows.
The virtual assistant can also provide an acknowledgment
response, as shown in example 120 of FIG. 1B, which
includes a description of the received order. When the
request is for information, the virtual assistant can look up
the information and respond accordingly.

[0045] FIG. 2A illustrates an example environment 200 in
which aspects of the various embodiments can be utilized. In
this example, a user can utilize a client device 202 to
communicate across at least one network 252 with resource
provider environment 206. The client device 202 can include
any appropriate electronic device operable to send and
receive requests or other such information over an appro-
priate network and convey information back to a user of the
device. Examples of such client devices 202 include per-
sonal computers, tablet computers, smartphones, notebook
computers, and the like. The user can include a person
authorized to manage the aspects of the resource provider
environment. An example user can include a virtual assistant
platform, client developers, content providers, etc.
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[0046] The resource provider environment 206 can pro-
vide virtual assistant interpretation services 221 for virtual
assistants that can support applications or domains (e.g.,
smart homes, e-commerce, travel, etc.) These services can,
for example, train a model that can enable virtual assistants
to respond to a broad range of requests addressed by
different domains or may configure them to handle a specific
set of requests from one or a small number of domains, such
as restaurant domains. A virtual assistant can be a software
agent with a voice-enabled user interface, which can per-
form tasks or services for a user based on his/her queries or
spoken inputs. It can be integrated into different types of
devices and platforms. For example, a virtual assistant can
be incorporated into smart speakers, voice-enabled applica-
tions, and the like. In certain embodiments, the virtual
assistant interpretation services 221 can be offered by a
service provider to enable companies to easily create their
own application-specific virtual assistants. In various
embodiments, the virtual assistant interpretation services
can be performed in hardware or software, or in combination
thereof.

[0047] The network(s) 252 can include any appropriate
network, including an intranet, the Internet, a cellular net-
work, a local area network (LAN), or any other such
network or combination, and communication over the net-
work can be enabled via wired and/or wireless connections.

[0048] The resource provider environment 206 can
include any appropriate components for enabling virtual
assistant interpretation services that can support multiple
applications or domains, each of which can be designed to
respond to requests for a specific topic, e.g., a restaurant’s
order system, an automobile’s voice control system. Accord-
ing to some embodiments, the plurality of domains can
support one or more intents. An intent can represent actions
that can fulfill a user’s request that a user can invoke the
virtual assistant to perform. Each intent can invoke a specific
action, response, or functionality. For example, an intent can
be a query of the current weather forecast, a command to
turn on the lights, and an order to purchase an item. An intent
can be either a built-in intent that has been predefined by
developers or a customized or specific intent that needs to be
specified by a developer. It should be noted that although the
techniques described herein may be used for a wide variety
of domains or applications, for clarity of presentation,
examples relate to restaurant ordering systems. The tech-
niques described herein, however, are not limited to restau-
rant ordering systems, and approaches may be applied to
other domains where managing voice data is desirable.
[0049] The resource provider environment 206 might
include Web servers and/or application servers for enabling
virtual assistant interpretation services that can support
multiple applications or domains. While this example is
discussed with respect to the internet, web services, and
internet-based technology, it should be understood that
aspects of the various embodiments can be used with any
appropriate services available or offered over a network in
an electronic environment, or devices otherwise not con-
nected or intermittently connected to the internet.

[0050] In various embodiments, resource provider envi-
ronment 206 may include various types of resources 214 that
can be used to facilitate virtual assistant interpretation
services. In at least some embodiments, all or a portion of a
given resource or set of resources might be allocated to a
particular user or allocated for a particular task, for at least
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a determined period of time. The sharing of these resources
from a provider environment is often referred to as resource
sharing, Web services, or “cloud computing,” among other
such terms and depending upon the specific environment
and/or implementation. Resources 214 can include, for
example, application servers operable to process instructions
provided by a user or database servers operable to process
data stored in one or more data stores 216 in response to a
user request.

[0051] In at least some embodiments, an application
executing on the client device 202 that needs to access
resources of resource provider environment 206, for
example, to initiate an instance of virtual assistant interpre-
tation services 221 can submit a request that is received to
interface layer 208 of the resource provider environment
206. The interface layer 208 can include application pro-
gramming interfaces (APIs) or other exposed interfaces,
enabling a user to submit requests, such as Web service
requests, to the resource provider environment 206. Inter-
face layer 208 in this example can also include other
components as well, such as at least one Web server, routing
components, load balancers, and the like.

[0052] When a request to access a resource is received at
the interface layer 208 in some embodiments, information
for the request can be directed to resource manager 210 or
other such systems, service, or component configured to
manage user accounts and information, resource provision-
ing and usage, and other such aspects. Resource manager
210 can perform tasks such as communicating the request to
a management component or other control component which
can be used to manage one or more instances of the virtual
assistant interpretation services 221 as well as other infor-
mation for host machines 230, servers, or other such com-
puting devices or assets in a network environment, authen-
ticate an identity of the user submitting the request, as well
as to determine whether that user has an existing account
with the resource provider, where the account data may be
stored in at least one data store 212 or 216 in the resource
provider environment 206.

[0053] In an embodiment, the request can be used to
instantiate virtual assistant interpretation services 221 on
host device 230 and offer it as a web service through an
application programming interface (API). In certain embodi-
ments, a virtual assistant can be configured to enable client
devices to send a user’s spoken requests to APIs. In any
situation, such an offering can be useful, for example, for a
company to provide the service of interpreting and gener-
ating sentences to another company. For example, a provider
of a service platform for implementing virtual assistants for
various devices may allow a device developer to send
sentences to an API and get back other sentences that are
likely to have the same intent. In this example, the virtual
assistant interpretation services 221 can configure an inter-
action model with the sample sentences selected by a
classifier model so that the model can support the sample
sentences to invoke an intent. An example of the interaction
model can be a voice interaction model. According to some
embodiments, a developer can configure the interaction
model to define the logic for fulfilling a user request corre-
sponding to an intent action, including, for example, the
wake words, intents, sample utterances, placeholders, and
actions. According to some embodiments, the developer can
provide the keywords, examples, and domain identifiers to
the interaction model.
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[0054] In another example, a virtual assistant can be
configured to enable client devices to send a user’s spoken
requests to APIs. In this example, the API can receive
sentences as an API request or input, interpret the requests
according to the most likely intent by invoking a model (e.g.,
NLG model) fine-tuned for a virtual assistant, generate one
or more sentences with a high probability of having the same
intent, and return those sentences as a response or output
from the API. In certain embodiments, the request can be
fulfilled with an answer or command action as described
herein.

[0055] According to some embodiments, a keyword
extraction model associated with the API can extract key-
words from the input sentences as the input for the APIL.
[0056] It should be noted that although host machine 230
is shown outside the provider environment, in accordance
with various embodiments, one or more components of
virtual assistant interpretation services 221 can be included
in resource provider environment 206, while in other
embodiments, some of the components may be included in
the provider environment. It should be further noted that
host machine 230 can include or at least be in communica-
tion with other components, for example, content training
and classification systems, image analysis systems, audio
analysis systems, etc.

[0057] The system may also contain other subsystems and
databases, which are not illustrated in FIG. 2A, but would be
readily apparent to a person of ordinary skill in the art. For
example, the system may include databases for storing data,
storing features, storing outcomes (training sets), and storing
models. Other databases and systems may be added or
subtracted, as would be readily understood by a person of
ordinary skill in the art, without departing from the scope of
the invention.

[0058] FIG. 2B illustrates an example system 240 in
which aspects of the various embodiments can be utilized. It
should be understood that reference numbers are carried
over between figures for similar components for purposes of
simplicity of explanation, but such usage should not be
construed as a limitation on the various embodiments unless
otherwise stated. In this example, system 240 comprises
intake system 242, response system 244, training system
246, computing device(s) 248, virtual assistant(s) 250,
point-of-sale (POS) terminal(s) 253, and network 252 over
which the various systems communicate and interact.
[0059] Intake system 242 is operable to obtain data shown
in FIG. 3 such as mass linguistic data from mass linguistic
data interface 302, domain data from domain data interface
304, document data from document data interface 306, and
other text data. As described herein, obtain mass linguistic
data, domain data, and document data can include queries
and other text data. A query can comprise, for example, a
sentence. In an example, the sentence can be “give me a
burger”. The sentence can be audio-based and/or text-based.
Text data can comprise, for example, pairs of text data
representing queries and responses. Document data can
comprise restaurant menus, invoices, among other such
documents described herein and known in the art. Receiving
obtain mass linguistic data, domain data, and document data
can include receiving images of such data. Intake system
242 will be discussed in more detail in reference to FIG. 3.
[0060] Response system 244 is operable to automatically
generate potential sample phrases, utterances, or sentences
that a user can say to invoke a set of defined actions, i.e., an
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intent, performed by a virtual assistant. For example,
response system 244 can attempt to interpret the requests
according to the most likely intent by invoking a sentence
generation model (e.g., NLG model) fine-tuned for a par-
ticular domain or application (e.g., restaurant domain or
application), generate one or more sentences with a high
probability of having the same intent, return those sentences
as a response, output, or revised query, and fulfill the specific
action defined by the intent. Response system 244 will be
discussed in more detail in reference to FIG. 4.

[0061] Training system 246 is operable to train neural
network language models to generate such phrases, utter-
ances, or sentences via unsupervised learning. In various
embodiments, training system 246 is operable to train clas-
sifier models to compute correctness scores for sentences
and select one or more sentences with correctness scores
satisfying a threshold (e.g., higher than the threshold.)
Training system 246 can receive training data from intake
system 242.

[0062] In certain embodiments, training system 246 gen-
erates training data by converting query sentences to corre-
sponding vector representations and then clustering these
vector representations within vector space. The clusters
generated by the clustering allow queries to be grouped and
within each group one member to be selected as a revised
query. This then produces, e.g., for each group, a set of
queries that are paired with a revised query, e.g., for the
group. The set of queries and the revised query for each
group are then respectively used to generate source (real-
world input) and target data samples (a preferred form) for
the machine learning system, which allows the system to
learn how to map ill-formed queries with more variation into
more regularly formed queries that match commonly used
requests.

[0063] In certain examples, obtaining the training data
comprises obtaining pairs of text data representing queries
and responses, and calculating vector representations of the
query data samples comprises converting the pairs of text
data to corresponding vector representations.

[0064] In text cases, training system 246 may further
comprise performing named entity recognition on the text
data and replacing the text data for tagged named entities
with a named entity type tag. Performing named entity
recognition and replacing surface token values (e.g., “cheese
burger”) with their corresponding general named entity type
tag (e.g., <DISHES>) can help map multiple different query
data samples, e.g. collected from different restaurants, to a
common or shared representation that may facilitate the
clustering.

[0065] In certain embodiments, a given vector represen-
tation comprises a response vector representation. A
response vector representation can include a vector repre-
sentation of the data representing the response to query. The
response vector representation can be paired with data
representing a corresponding query.

[0066] In an embodiment, clustering vector representa-
tions comprises clustering response vector representations
based on distances (e.g., lowest vector distance, vector
distance satisfying a threshold, etc.) between the response
vector representations within vector space. A representative
query can be determined for a given cluster within the
clustered vector representations based on a frequency of the
query data paired with response vector representations
within the given cluster.
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[0067] In one embodiment, calculating vector representa-
tions comprises: obtaining text representations of at least the
responses to the queries; generating embedding vectors for
the text representations; and projecting the embedding vec-
tors to a lower dimensionality vector space to produce the
vector representations. It has been found in tests that com-
pressing the vector representations into lower dimensional-
ity vector space leads to more efficient clustering and helps
remove surface noise that can lead to poor quality clusters.
In one case, generating embedding vectors for the text
representations comprises: tokenizing the text representa-
tions and applying an encoder-decoder neural network such
as a transformer neural network architecture to the tokenized
text representations to generate the embedding vectors.
Hence, an encoder neural network architecture similar to, or
even a duplication of, the encoder portion of the encoder-
decoder neural network architecture, can be used to generate
a useful embedding at a sentence level that represents, e.g.,
queries and their responses.

[0068] In certain embodiments, generating paired data
samples comprises filtering generated paired data samples.
This may comprise one or more of: removing paired data
samples with a representative query whose named entity
tags do not match the named entity tags in the corresponding
selection from the query group; and removing paired data
samples based on a comparison of semantic distance metrics
for the representative query and the corresponding selection
from the query group.

[0069] In certain cases, the method further comprises
optimizing one or more of the following metrics: one or
more clustering distance thresholds; one or more cluster size
thresholds; and one or more frequency thresholds for the
selection of representative queries. These parameters may be
optimized per domain, implementation and/or application.
Optimizing for a particular use case may result in improved
performance for that use case. Manual or automated opti-
mization methods may be applied. Aspects of training sys-
tem 246 will be discussed in more detail in reference to FIG.
5 and FIG. 6.

[0070] Virtual assistant(s) 250 includes a software agent
with a voice-enabled user interface, which can perform tasks
or services for a user based on his/her queries or spoken
inputs. For example, virtual assistant(s) 250 can obtain a
query (e.g., a natural language request) and can transmit the
natural language requests across network 252 to an appro-
priately trained virtual assistant platform or server to per-
form the tasks or services through APIs.

[0071] Virtual assistant(s) 250 can be integrated into dif-
ferent types of devices and platforms. For example, a virtual
assistant can be incorporated into POS terminal(s) 253,
smart speakers, computing device(s) 248, robots, telephone
or VoIP systems for receiving voice orders for restaurants,
voice enabled applications for specific companies, and the
like.

[0072] According to some embodiments, content provid-
ers can provide virtual assistant access via an API. Examples
of such content providers can be restaurant ordering system
providers, weather providers, recipe providers, sport score
providers, and stock price providers. Upon requests from the
client, the virtual assistant can invoke their API to, for
example, retrieve information needed from the content pro-
vider and provide it to the client.

[0073] A virtual assistant can support multiple applica-
tions or domains, such as smart home, E-commerce, travel,
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etc., each of which can be designed to respond to requests
for a specific topic, e.g., a restaurant’s order system, an
automobile’s voice control system. As long as it can “under-
stand” the request sentence spoken by the user, the virtual
assistant can support queries that request information and
commands that request an action. A virtual assistant for a
single application could have as few as just one domain. In
an example, a virtual assistant can support an intent for
ordering a hamburger, which can be used for an order-taking
application at a fast-food restaurant. After one or more
intents are asserted with associated likelihood scores, the
virtual assistant can determine a selected intent for the
fulfillment, which can be any appropriate function or opera-
tions such as searching for specific information, performing
a request, or sending a message to a device to cause it to
perform an action.

[0074] POS terminal(s) 253 can include functionality to
interpret the queries. For example, POS terminal(s) 253 can
be associated with virtual assistant(s) 250. A POS terminal
obtains natural language requests and can transmit the
request across network 252 to intake system 242 and/or
other appropriate systems. As described, this includes
receiving queries (e.g., natural language requests) and hav-
ing them interpreted in relation to sentences that correspond
to many intents that virtual assistant(s) 250 is able to handle.
In various embodiments, POS terminal(s) 253 may accept
one or more payment methods from a purchaser.

[0075] The one or more payment methods may comprise
credit card payment, debit card payment, payment from a
digital wallet, cryptocurrency payment, gift card payment,
etc. The one or more payment methods may comprise
swiping a card, tapping a card, reading a card chip, trans-
mission of a near-field communication (NFC) signal, trans-
mission of a signal indicative of a digital wallet transaction,
transmission of a signal indicative of a cryptocurrency
transaction, manual entry of payment information, capturing
an image on payment information, etc. POS terminal(s) 253
may capture payment information associated with an
accepted payment method and transmit the captured pay-
ment information and associated transaction information
across network 252 to a payment network processor and/or
one or more banking institution(s).

[0076] Computing device(s) 248 may include, generally, a
computer or computing device including functionality for
communicating (e.g., remotely) over network 252. Data may
be collected from computing device(s) 248, and data
requests may be initiated from each computing device. For
example, a computing device and/or a server accessed via
computing device(s) 248 may transmit the query across
network 252 to intake system 242 and/or one or more other
systems. When the query is received, a virtual assistant
interpretation service can attempt to interpret the requests
according to the most likely intent by invoking a model (e.g.,
NLG model) fine-tuned for a virtual assistant, generate one
or more sentences with a high probability of having the same
intent, return those sentences as a response or output. It can
then fulfill the specific action defined by the intent. Com-
puting device(s) 248 may be a server, a desktop computer,
a laptop computer, personal digital assistant (PDA), an in- or
out-of-car navigation system, a smart phone or other cellular
or mobile phone, or mobile gaming device, among other
suitable computing devices. In particular embodiments, each
computing device may be an electronic device including
hardware, software, or embedded logic components or a
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combination of two or more such components and capable
of carrying out the appropriate functions implemented or
supported by the computing device(s) 248.

[0077] Network 252 generally represents a network or
collection of networks (such as the Internet or a corporate
intranet, or a combination of both) over which the various
components illustrated in FIGS. 2A and 2B (including other
components that may be necessary to execute the system
described herein, as would be readily understood to a person
of ordinary skill in the art). In particular embodiments,
network 252 is an intranet, an extranet, a virtual private
network (VPN), a local area network (LAN), a wireless
LAN (WLAN), a wide area network (WAN), a metropolitan
area network (MAN), a portion of the Internet, or another
network 252 or a combination of two or more such networks
252. One or more links connect the systems and databases
described herein to the network 252. In particular embodi-
ments, one or more links each includes one or more wired,
wireless, or optical links. In particular embodiments, one or
more links each includes an intranet, an extranet, a VPN, a
LAN, a WLAN, a WAN, a MAN, a portion of the Internet,
or another link or a combination of two or more such links.
The present disclosure contemplates any suitable network
252, and any suitable link for connecting the various systems
and databases described herein.

[0078] One or more data storages may be communica-
tively linked to one or more servers via one or more links.
In particular embodiments, data storages may be used to
store various types of information. In particular embodi-
ments, the information stored in data storages may be
organized according to specific data structures. In particular
embodiments, each data storage may be a relational data-
base. Particular embodiments may provide interfaces that
enable servers or clients to manage, e.g., retrieve, modify,
add, or delete, the information stored in data storage.
[0079] System 240 may also contain other subsystems and
databases, which are not illustrated in FIG. 2B, but would be
readily apparent to a person of ordinary skill in the art. For
example, the system may include databases for storing data,
storing features, storing outcomes (training sets), and storing
models. Other databases and systems may be added or
subtracted, as would be readily understood by a person of
ordinary skill in the art, without departing from the scope of
the invention.

[0080] FIG. 3 illustrates an example 300 of an intake
system in accordance with various embodiments. In this
example, intake system 242 may comprise or be in commu-
nication with mass linguistic data interface 302, domain data
interface 304, document data interface 306, document con-
ditioning component 310, speech-to-text component 312,
mass linguistic data store 320, domain data store 322, and
intent data store 324.

[0081] Mass linguistic data interface 302 obtains the mass
linguistic data maintained in mass linguistic data store 320.
Mass linguistic data can be used to train sentence generation
model 408 and intent detection/classification model 410,
among other such appropriate components. The mass lin-
guistic data can include a large amount of general textual
data. In an example, mass linguistic data can include books,
newspaper articles, internet content from one or more web-
sites. In certain embodiments, mass linguistic data can
include foreign language data, (e.g., French, Spanish, and
Chinese, are foreign languages to a general NL.G model that
was trained on English data).
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[0082] Domain data interface 304 obtains domain and/or
application specific data that is specific for a domain or an
application and maintained in domain data store 322. The
domain data can include typical request sentences given by
users to a virtual assistant for a particular domain (e.g.,
restaurant domain), transcriptions of such requests, etc.
[0083] Document data interface 306 obtains document
data. Document data can include, e.g., restaurant menus and
other such data. When document data is received, the
document data can be processed and stored into an appro-
priate database. For example, the document data can be
stored in domain data store 322 or other appropriate data
store. In an embodiment, document data can be stored in a
format that can be consumed by one or more other compo-
nents, such as document conditioning component 310. For
example, this may include but is not limited to a flat file,
non-relational or relational database, or any other readily
available electronic medium.

[0084] As described herein, mass linguistic data interface
302, domain data interface 304, and document data interface
306 may include a data interface and service interface
configured to periodically receive documents, requests, and/
or any other relevant information to facilitate automatically
generating sentences or phrases that a user can say to invoke
an intent by a virtual assistant. In an example, a database
server or other appropriate component is generally capable
of providing an interface for managing data stored in one or
more data stores. In an embodiment, mass linguistic data
interface 302, domain data interface 304, and document data
interface 306 can include any appropriate components
known or used to receive requests or other data from across
a network, such as may include one or more application
programming interfaces (APIs) or other such interfaces for
receiving such requests and/or data, including but not lim-
ited to, data scrapes, API access, etc. In a specific example,
document data interface 306 communicates with computing
device(s) 248, mass linguistic data store 320, domain data
store 322, or other repositories or devices to obtain and store
document data.

[0085] As described, document data can include restaurant
menus. Processing restaurant menus can include recognizing
user orders and intents. In certain embodiments, restaurant
menus can be “conditioned”, which allows for describing
food items in ways that are not represented in a restaurant
menu. In an embodiment, menu conditioning generates
synonyms for menu items or their descriptions, which
enables identifying menu items to perform placeholder
replacement in real-time.

[0086] Inone example, to describe food items in ways that
are represented in a restaurant menu, document conditioning
component 310 can train on sentences with placeholders for
a certain type of word, optional and alternative words,
and/or utilize weights to indicate commonness of optional
and alternative words. In an example, a large general-
purpose language model can be fine-tuned to be able to
predict sentences that may have placeholders for a certain
type of word and optional and alternative words. For
example, for an item named “BLT sandwich”, there are
multiple ways of saying this, “BLT sandwich”, “BLT”,
“bacon lettuce and tomato sandwich”, etc. Document con-
ditioning component 310 can be utilized to generate sen-
tences representing ways of saying “BLT sandwich”, and
those which match what the user said, can be mapped to the
item “BLT sandwich”. Thereafter, the items/synonyms gen-
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erated from menu conditioning can be combined with the
per-client menu and used in real time for tagging.

[0087] In a specific example, a placeholder for a certain
type of word and/or optional and alternative words in the
sentence can be identified. This can include, for example,
performing named entity recognition on one or more sen-
tences. This may be performed by applying one or more
functions from available machine learning processing librar-
ies such as the spaCy library managed by ExplosionAl
GmbH or the Stanford Named Entity Recognizer provided
by Stanford University. Named entity recognition is a known
parsing function that may be applied to unstructured text
data to locate tokens (e.g., characters, words or groups of
words) within the text data that relate to entities (e.g., menu
items, ingredients, etc.) or things with consistent referents,
such as people, places and times.

[0088] A sentence embedding model can be used to embed
the placeholder and compare sentence similarity against a
list of available words to find a closest match. Embedding
the placeholder can comprise replacing placeholder with a
named entity type tag, such as respectively replacing the
placeholder with a list of available menu items. In an
example, following named entity parsing a sentence may
comprise [I want a<“bacon lettuce tomato sandwich”>],
where “bacon lettuce tomato sandwich” is identified as a
placeholder, and other possible ways of saying “bacon
lettuce tomato sandwich” can be embedded. For example,
“BLT sandwich” is inserted in place of “bacon lettuce
tomato sandwich”, i.e., an order intent matches the menu
item for a rewritten sentence [“I want a BLT sandwich”].
The list of available words may comprise entities present in
a menu, including, for example, the names of dishes offered
in the menu. Other entities in meus can include optional
ingredients or optional aspects of a dish to be prepared. In
various embodiments, the list of words is associated with a
domain identifier such as a text label or some other unique
code that can identify the list of words. In another example,
to describe food items in ways that are represented in a
restaurant menu, document conditioning component 310 can
generate a list of synonyms representing ways of saying
“BLT sandwich.”

[0089] Speech-to-text component 312 is operable to
receive audio data and translate the audio data into a text
data output. For example, the speech-to-text component 312
may comprise an automated transcription system that is
based on one or more of hidden Markov models and neural
network architectures (e.g., convolutional and recurrent neu-
ral network encoders). In this example, the speech-to-text
component 312 provides a text data output for intake system
242, response system 244, and other appropriate systems
and/or components.

[0090] Intent data store 324 comprises one or more
intents. An intent can be one that invokes one or more
defined actions to be performed by a virtual assistant. As a
data structure, an intent is a description of the action to be
performed. For example, an intent can be specified in a data
structure represented in a format such as a JSON schema.

[0091] According to some embodiments, an intent can
comprise placeholders, such as arguments, for collecting
variable values to complete the described action or opera-
tion.

[0092] To invoke an intent, a user can say one or more
sentences that are supported by the virtual assistant. These
sentences include a list of defined phrases or words that
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invoke an intent. The sentence can comprise one or more
spoken phrases that a user can speak to invoke the specific
intent. Each intent can be mapped to a number of sentences,
all of which need to be provided to the virtual assistant so
that it can understand the user’s query or command. For
example, the sentences “add a cheese burger” and “grab me
a soda” are all different ways for a user to express essentially
the same intent, which is a query request for adding two
menu items to an order.

[0093] FIG. 4 illustrates an example 400 of a response
system in accordance with various embodiments. In this
example, response system 244 comprises query interface
402, keyword extraction model 404, sentence generation
model 408, intent detection/classification model 410, client
detection component 412, and interaction model 414.
[0094] Query interface 402 allows a user to query a virtual
assistant or other appropriate system and/or component. In
certain examples, the query interface may comprise a voice
query interface. For example, a user may speak to a voice-
enabled ordering pole 106, motor vehicle, or a home assis-
tant. The user’s utterances may comprise a voice query, such
as a request for information or a request to implement a
particular command. In other examples, the query interface
may comprise a text interface, such as a messaging appli-
cation on a personal computing device. In this case, the user
may enter text via an onscreen keyboard or another user
input device. In both cases, the query may be represented in
the form of text data by the client devices, e.g. either as
entered directed or via a speech-to-text system. In cases
where a client device comprises a voice-controlled device, it
may further comprise one or more microphones and an
audio pre-processor.

[0095] Keyword extraction model 404 is operable to
extract keywords to represent an intent (e.g., customized or
specific intent). Keyword extraction model 404 can parse a
sentence based on a keyword extraction model. Such a
model can learn from linguistic grammar rules and tag
words by their part of speech, such as articles, adjectives,
nouns, prepositions, adverbs, and verbs. Some parts of
speech tend to be more relevant to distinguishing the intent
of a sentence. It can also be helpful to tokenize sentences to
identify phrases that act as a part of speech. For example,
“New York” is a phrase made of two words that, in most
uses, can act as a single noun phrase.

[0096] According to some embodiments, the keyword
extraction model, such as Spacy, can tokenize and tag the
part-of-speech of words in sentences. One approach to
extracting keywords is to use the nouns, verbs, adjectives,
and adverbs from sentences as the keywords to combine
with sentences for training. This process of extracting cer-
tain parts-of-speech as keywords and prepending them to
each transcript, along with the domain, is not very compu-
tationally intensive.

[0097] According to some embodiments, in addition to
part-of-speech-based selection of keywords, the keyword
extraction model can select the most important words from
sentences. One example of an algorithm for determining
word importance is a term frequency-inverse document
frequency (TF-IDF) model built from a corpus of general
linguistic text or from the text or transcriptions specifically
received by a virtual assistant.

[0098] Sentence generation model 408 can produce cor-
rect and meaningful sentences for the intent based on the
provided keywords. According to some embodiments, the
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sentence generation model can be a general-purpose natural
language generation (NLG) model that is fine-tuned by
associated keywords combined with corresponding sen-
tences. According to some embodiments, the natural lan-
guage generation model can be fine-tuned by domain iden-
tifiers. Finetuning is the procedure of training a general
language model using customized or specific data. As a
result of the finetuning procedure, the weights of the original
model can be updated to account for the characteristics of
the domain data and the task the system is interested in.
[0099] According to some embodiments, a general-pur-
pose pre-trained natural language generation (NLG) model
can be a transformer-based language models. Examples of
such language models can be a BART model, which is a
denoising autoencoder for pretraining sequence-to-sequence
models. A BART model is a transformer-based model that
combines the bidirectional encoder, such as Bidirectional
Encoder Representations from Transformers (BERT), with
an autoregressive, left-to-right decoder, such as Generative
Pretrained Transformer 3 (GPT-3), into one sequence-to-
sequence language model. Other examples of the language
models can be BERT, GPT-2 or other pre-trained language
models for generating sentences.

[0100] Intent detection/classification model 410 can com-
prise a classifier model and can be utilized to remove
incorrect sentences. For example, a trained classifier model
can calculate the probability (e.g., a correctness score) that
a generated sentence invokes a user’s intent. The correctness
scores can vary between different sentences associated with
an intent.

[0101] The classifier model can be trained on positive
datasets, negative datasets, and/or unlabeled datasets to
predict how likely it is that a generated sentence invokes a
user’s intent. According to some embodiments, intent detec-
tion/classification model 410 can map the plurality of pre-
liminary received sentences to supported sentences regard-
ing a specific intent (e.g., a user’s intended intent), wherein
the supported sentences are known to invoke the user’s
intent.

[0102] Client detection component 412 is operable to
identify a domain identifier, such as a text label or some
other unique code, that can be combined with the training
sentences. For example, the name of a domain may be
prepended to keywords prepended to training sentences. As
such, the resulting fine-tuned model can generate domain-
specific output sentences. For example, a model trained on
sentences with a weather domain identifier and a fast-food
ordering identifier will tend to generate sentences with
phrases like “will it” and “is there a chance” in response to
input of a weather domain identifier and sentences with
phrases like “give me” and “I’ll have a” in response to input
of a fast-food domain identifier.

[0103] According to some embodiments, multi-domain
virtual assistants, such as general-purpose voice virtual
assistants, can also realize the benefits of using domain
identifiers or tags. Interpretation of user requests within the
wrong domain is a major cause of poor user experience in
multi-domain virtual assistants. Training to generate sen-
tences based on a domain tag significantly improves domain
selection, user experience, and the market success of prod-
ucts.

[0104] Interaction model 414 is configured for a virtual
assistant with sentences in such a way that the model can
support the selected sentences to invoke an intent (e.g.,
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customized or specific) intent. An example of interaction
model 414 can be a voice interaction model capable of
handling a user’s query by understanding the selected sen-
tences. According to some embodiments, interaction model
414 can be a text interaction model capable of handling
textual exchanges between a user and a virtual assistant.
According to some embodiments, the voice interaction
model can incorporate and process information such as wake
words, utterances, invocation names, intents, and placehold-
ers, all of which are used to understand a user’s spoken
query. When the user interface is textual, a text interaction
model can interpret the sample sentences and determine the
corresponding responses or actions with a user via text
exchanges.

[0105] FIG. 5 illustrates an example system 500 for gen-
erating sentences to associate with an intent in accordance
with various embodiments. In this example, system 500
includes general-purpose NLG model 502, fine-tuned lan-
guage generator model 504, testing module 506, and inter-
action model 414. As described, since an intent should be
invoked by many possible sentences, it is traditionally a
labor-intensive process to manually create, write and evalu-
ate many sample sentences for an intent. Even though
generating augmented semantic grammars is more efficient,
it nonetheless can require a high level of training and
expertise and lots of human time. As such, with either
approach, it remains difficult to create a full list of possible
spoken phrases a user can say to invoke an intent.

[0106] Instead of creating these unlimited sentences by
experienced developers, the present subject matter can
employ neural network models and machine learning to
automate the generation of numerous, thorough, and effec-
tive sentences to invoke one intent. Generated by fine-tuned
natural language generators and trained classifier models,
these sentences can have a semantic meaning to invoke the
specific intent they were created for.

[0107] As shown in FIG. 5, the neural sentence generator
system can start with a general-purpose Natural Language
Generator (NLG) model 502. A general-purpose NLG model
502 can be trained with a large amount of general textual
data, such as training data 501 (e.g., mass linguistic data
maintained in data store 320), so that it can learn the
grammatical structures and semantics of a language, which
can be used to predict the next word or phrase after a
sequence of words or a missing word in a sentence. As such,
based on the learned language patterns, the general-purpose
NLG model 502 can also generate a complete sentence
based on a few keywords. While various general-purpose
language models could be adopted, an example can be a
neural-network language model called a transformer.
[0108] Some transformers that are known for their use in
human language translation can also be used to generate
natural language sentences. The Generative Pretrained
Transformer 2 (GPT-2) is an example of a general-purpose
NLG model trained on massive amounts of linguistic data by
the OpenAl organization using a large amount of data and
computing power. It is available to other companies and
organizations as a conditional natural language model.
GPT-2 was trained from a WebText corpus of web pages.
Hugging Face, for example, offers a Transformer Python
package library of pre-trained Transformer-based models.
GPT-2 is one such model that can be useful as a general
NLG model from which to finetune models for specific
purposes such as virtual assistants.
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[0109] In addition, NLG models can be trained from other
linguistic data sources to achieve different linguistic results.
For example, an NL.G model trained from articles from main
stream newspapers would produce much more formal sen-
tences than an NLG model trained from short social media
messages, which tend to have much simpler sentences that
follow more lax grammar rules.

[0110] A general-purpose NLG model can contain, within
its parameters, knowledge of how people use language in
general. Some NLG models are specific to one or another
human language, such as English, Chinese, Japanese, Ger-
man, Korean, or French. Some NL.G models are generalized
to all human languages. They merely represent ways that
humans express ideas and can be fine-tuned to work for
individual human languages.

[0111] As shown in FIG. 5, the general-purpose NLG
model 502 can be fine-tuned with training data 503 (e.g.,
domain data maintained in data store 322), or mass linguistic
data that is specific for a domain or an application. Because
the general pattern of a language can be different from the
specific language used in a particular domain or application,
the general-purpose NLG model 502 can be fine-tuned for
its own domain and target purpose, such as a restaurant
domain, or a specific restaurant.

[0112] According to some embodiments, finetuning a lan-
guage model can be the process of updating parameters of a
general-purpose language model to improve accuracy with
domain-specific data. The finetuning process can, for
example, adjust the weights of the general-purpose NLG
model 502 so that the fine-tuned model 504 can account for
the characteristics of the domain-specific data and target
purpose.

[0113] According to some embodiments, finetuning a gen-
eral-purpose, pre-trained NLLG model, such as general-pur-
pose NLG model 502, can save development time and allow
more accurate results from smaller training datasets. It can
further enable a provider of the pre-trained, general model to
serve many customers developing products in different
industries and applications.

[0114] According to some embodiments, finetuning can be
achieved by transfer learning, in which the new model can
use training data specific to its purpose or application. As
shown in FIG. 5, general-purpose NLG model 502 can be
fine-tuned with training data 503. In an example, training
data 503 can include typical request sentences given by
users to a virtual assistant for a particular domain (e.g.,
restaurant domain). By learning the specific grammatical
structures and words of such typical request sentences, the
fine-tuned NLG model 504 can produce the types of sen-
tences that virtual assistants are likely to receive from users.
For a voice-enabled virtual assistant, the training data can be
transcriptions of requests. For a text-based virtual assistant,
the sentences can be text. For a general-purpose virtual
assistant, it can use a broad range of sentences. To finetune
for an application-specific virtual assistant, it can be trained
by sentences specific to such an application or domain. By
doing so, the system would learn the type of phrasings that
are used in a particular domain or application.

[0115] According to some embodiments, the fine-tuned
NLG model 504 can be unidirectional or bidirectional. A
unidirectional model can only read the input from one side
to another, while a bidirectional model can read the input
from both sides, left-to-right, and right-to-left. For example,
the GPT-3 models are unidirectional. Such models can
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generate sequences of words where each word depends on
the previous words in a natural human sentence. Those
models can be referred to as left-to-right generators, though
they would generate sentences with words in the order
written right-to-left if trained for right-to-left written lan-
guages such as Hebrew and Arabic. For example, the BERT
model is bidirectional, which can work bidirectionally, look-
ing at words to the left and right when predicting words to
insert within a sentence.

[0116] According to some embodiments, a fine-tuned
NLG model trained by keywords and corresponding sen-
tences can produce correct and meaningful sentences for the
intent based on the provided keywords. According to some
embodiments, a developer can specify such keywords to
define a new intent or enhance the set of sentences that
correctly invoke an existing intent. Because the fine-tuned
NLG model learned from a general-purpose NLG model, it
can generate correct sentences even if the training never
included examples of the keywords for a given intent.
Furthermore, some generated sentences that are correct
might include none of the keywords used to prime the
generation. For example, a fine-tuned NLG, if given the
keywords “hamburger”, “cheese”, and “fries”, might gener-
ate the sentence “I would like a hamburger with cheese and
a side of fries”. Such generation is because the general-
purpose NLG contains knowledge that the word “ham-
burger” is related to the words “cheese” and “fries”.

[0117] According to some embodiments, a unidirectional
sentence generator, such as GPT-3, can be fine-tuned on
sentences that begin with a set of keywords combined with
corresponding sentences. The combining can be achieved by
simple concatenation of the keywords before the sentence.
For example, an entry in the finetuning training data 503
could be “<KEYWORDS> cheese burger ketchup soda
<SENTENCE> add a cheese burger with ketchup with a side
of fries”. A model fine-tuned on that, and other examples
with a similar pattern can learn to infer how to generate
correct sentences from keywords. As a result, with a set of
provided keywords, the fine-tuned model can generate
meaningful sentences. For example, providing the input
“<KEYWORDS> like BLT <SENTENCE>”", the model
might generate sentences such as “I would like a bacon
lettuce and tomato sandwich” and “add BLT sandwich”, etc.

[0118] According to some embodiments, the performance
of' a multi-domain virtual assistant can be further improved
with a domain identifier, such as a text label or some other
unique code, being combined with the training sentences.
For example, the name of a domain may be prepended to
keywords prepended to training sentences. As such, the
resulting fine-tuned model can generate domain-specific
output sentences. For example, a model trained on sentences
with a weather domain identifier and a fast-food ordering
identifier will tend to generate sentences with phrases like
“will it” and “is there a chance” in response to input of a
weather domain identifier and sentences with phrases like
“give me” and “I’ll have a” in response to input of a
fast-food domain identifier.

[0119] According to some embodiments, multi-domain
virtual assistants, such as general-purpose voice virtual
assistants, can also realize the benefits of using domain
identifiers or tags. Interpretation of user requests within the
wrong domain is a major cause of poor user experience in
multi-domain virtual assistants. Training to generate sen-
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tences based on a domain tag significantly improves domain
selection, user experience, and the market success of prod-
ucts.

[0120] Examples discussed above combine keywords with
correct sentences by concatenation and specifically prepend-
ing keywords to sentences. Another way of combining
keywords and sentences for finetuning and generation is by
placing the keywords within sentences and using a bidirec-
tional model such as BART. Accordingly, generation would
work by inputting keywords, potentially multiple times in
different order, and allowing the model to hypothesize
whether another word would come between them and, if so,
what the word might be. The bidirectional model would
repeat that process with a given intermediate sentence until
it hypothesizes that no more words would come between
other words in the sentence.

[0121] As shown in FIG. 5, based on either manually or
automatically generated keywords, the fine-tuned NLG
model 504 can generate a large number of preliminary
sentences that can be further filtered or vetted by testing
module 506. Even a carefully fine-tuned NL.G model based
on a well-trained general-purpose NL.G model can generate
some sentences that do not make sense for a user. For
example, based on weather keywords such as “weather,”
“rain,” “day,” the fine-tuned NLG model 504 can generate
preliminary sentences such as “will it rain yesterday”. This
sentence is grammatically correct in English, and “yester-
day” is a day. However, it is very unlikely that a virtual
assistant user would make such a request since “will it rain”
is usually followed by a word that refers to the future, and
the word “yesterday” refers to the past.

[0122] According to some embodiments, testing module
506 can be utilized to remove such incorrect sentences. In an
embodiment, testing module 506 comprises a classifier
model. The classifier model can be trained on testing data
507 that comprises positive datasets, negative datasets, and
unlabeled datasets to predict how likely it is that a generated
sentence is correct for a user. As shown in FIG. 5, a
fine-tuned NLG model 504 is fine-tuned using training data
503 from a general-purpose NLG model 502, which was
pre-trained on training data 501. The fine-tuned NLG model
504 can generate a large number of preliminary sentences
from keywords. A trained classifier model can calculate the
probability that a generated sentence invokes a user’s intent.
The probability is a correctness score for the preliminary
sentence.

[0123] According to some embodiments, testing module
506 can further map the plurality of preliminary sentences to
supported sentences regarding a specific intent, wherein the
supported sentences are known to invoke the specific intent.
According to some embodiments, the supported sentences
can be lists of known, frequently used query sentences that
have been collected and verified. According to some
embodiments, the supported sentences can comprise aug-
mented semantic grammars that are manually created to
summarize a large group of similar queries related to one
intent. For example, the augmented semantic grammars can
comprise placeholders for variable words or phrases to
reflect the specific query. As the classifier model can be
trained on the supported sentences to associate them with a
specific intent, it can determine and select sample sentences
with a high probability, e.g., a score, for being associated
with the specific intent.
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[0124] According to some embodiments, the scores can be
compared to a threshold, which can be empirically prede-
termined or dynamically adapted. For example, when the
score exceeds the threshold, the system can associate query
509 comprising a sentence with intent 505 (also referred to
as customized or specific intent) as a sample sentence. An
example of intent 505 can be one that invokes one or more
defined actions to be performed by the virtual assistant.
When the score is lower than the threshold, the preliminary
sentence can be discarded as being incorrect. As such, only
sentences (e.g., revised query 511) with a sufficient likeli-
hood can become sample sentences to be associated with the
intent 505. Such elimination and selection can provide the
benefits of supporting a large number of user expressions
with little human effort while avoiding the false-positive
triggering of the intent for incorrectly generated sentences.

[0125] According to some embodiments, the system can
train testing module 506 to predict the probability of a
generated sentence being correct by finetuning from a pre-
trained NLG model such as a transformer. Various trans-
former models such as XLNET, BART, BERT, or
ROBERTA, and their distilled versions can provide suffi-
cient accuracy and acceptable training and inference-time
performance for different datasets and applications.

[0126] According to some embodiments, the testing data-
sets 507 for testing module 506 can comprise both positive
datasets and negative datasets of training data 503. The
positive datasets can comprise supported sentences that have
invoked the specific intent from the virtual assistant, and the
negative datasets can comprise sentences that have failed to
invoke the specific intent. In addition, unlabeled datasets
such as random sentences can also be used for the training.

[0127] According to some embodiments, the training data-
sets for testing module 506 can comprise foreign language
data, e.g., French, Spanish, and Chinese, etc. Training with
a foreign language can improve the effectiveness of testing
module 506 in selecting sample sentences in different lan-
guages. Similarly, the general-purpose NLG can be trained
with the specific foreign language data that it is working
with.

[0128] According to some embodiments, in addition to or
instead of using the classifier model correctness score, the
system can further consider a typical correctness score
generated by the fine-tuned NLG model 504. According to
some embodiments, a classifier model for a general virtual
assistant can be trained to estimate the likelihood of a
sentence being correct for any domain or application.
According to some embodiments, a domain-specific classi-
fier model can be trained to estimate the likelihood of a
sentence being correct for a specific domain. According to
some embodiments, an intent-specific classifier model can
be trained to estimate the likelihood of a sentence being
correct for a specific intent.

[0129] As shown in FIG. 5, the system can configure
interaction model 414 of the virtual assistant with the sample
sentences selected in such a way that the model can support
the sample sentences to invoke intent 505. An example of
interaction model 414 can be a voice interaction model
capable of handling a user’s spoken query (e.g., query 509)
by understanding the sample sentences. According to some
embodiments, interaction model 414 can be a text interac-
tion model capable of handling textual exchanges between a
user and a virtual assistant.
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[0130] According to some embodiments, the interaction
model 414 can be created to implement the logic for
implementing responses (e.g., response 511) and actions of
the virtual assistant in response to an intent. It can provide
a platform interface, e.g., a voice interface, between the user
and the virtual assistant. To define the interface, a specific
intent can be mapped to a list of the sample sentences.
[0131] According to some embodiments, to understand a
user’s spoken query, the interaction model 414 can incor-
porate and process information such as wake words, utter-
ances, invocation names, intents, and placeholders. Accord-
ing to some embodiments, the interaction model 414 can
interpret the sample sentences and determine the corre-
sponding defined responses or actions corresponding to
intent 505.

[0132] FIG. 6 illustrates an example system for iteratively
generating sentences to associate with an intent and fine-
tuning a sentence generation model in accordance with
various embodiments. In this example, system 600 includes
general-purpose NL.G model 502, fine-tuned language gen-
erator model 504, interaction model 414, keyword extraction
model 404, classifier 602, and concatenation or nullify
component 606.

[0133] According to some embodiments, instead of the
keyword-based sentence generation, the system can generate
the sample sentences using existing, supported sentences.
For example, the fine-tuned NLG model 504 and concat-
enation component 606 can use supported sentences or
concatenate multiple sentences as inputs and generate
sample sentences as outputs. According to some embodi-
ments, the fine-tuned NLG model 504 can automatically
extract domain identifiers and keywords for generating
sample sentences. According to some embodiments, the
domain identifiers and keyword extraction process can be
completed offline in batches in order to prepare the training
data, which can reduce the delay caused by keyword extrac-
tion in real-time.

[0134] According to some embodiments, to extract key-
words to represent an intent (e.g., customized or specific
intent), the system can parse a sentence based on a keyword
extraction model (e.g., keyword extraction model 404). Such
a model can learn from linguistic grammar rules and tag
words by their part of speech, such as articles, adjectives,
nouns, prepositions, adverbs, and verbs. Some parts of
speech tend to be more relevant to distinguishing the intent
of a sentence. It can also be helpful to tokenize sentences to
identify phrases that act as a part of speech. For example,
“New York” is a phrase made of two words that, in most
uses, can act as a single noun phrase.

[0135] According to some embodiments, the system can
add synonyms from a thesaurus as keywords. This can help
the fine-tuned NLG model generate likely correct sentences
that it might not have otherwise recognized.

[0136] According to some embodiments, the system can
replace one or more extracted keywords with a placeholder
that can represent a specific type of word.

[0137] According to some embodiments, to support gen-
eral requests, the system can train on sentences with place-
holders for a certain type of word such as a place name,
product, or number. For example, training sentences might
include the keywords “weather”, “rain”, and “<PLACE>”
along with training sentences such as “what’s the weather in
<PLACE>” or “will it rain in <PLACE>". Other training
sentences might include “<NUMBER><NUMBER>" along
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with the sentences “what’s<NUMBER> plus <NUM-
BER>”. When an NLG model fine-tuned with placeholder
sentences is used to generate sentences, and when given
keywords are provided with such placeholders, it can gen-
erate sentences with corresponding placeholders. Such sen-
tences can be used to match user request sentences with any
words or phrases at the location of the placeholder as long
as the words or phrases are identifiable as a type that is
appropriate for the placeholder type.

[0138] With such sentence-to-sentence generation, the
system can execute the fine-tuned NLLG model 504 in a loop
to generate additional sample sentences and expand the set
of correct sentences associated with an intent, as long as they
have a sufficiently high likelihood of being correct for a
virtual assistant according to the classifier scores. As shown
in FIG. 6, the fine-tuned NLG model 504 can generate
preliminary sentences from keywords extracted from sup-
ported sentences.

[0139] Classifier 602 can compute correctness scores for
preliminary sentences. Sentences with a correctness score
above a correctness threshold can be selected to be associ-
ated with intent 505. The plurality of preliminary sentences
can be mapped to supported sentences regarding a specific
intent, wherein the supported sentences are known to invoke
the intent. According to some embodiments, the supported
sentences can be lists of known, frequently used query
sentences that have been collected and verified. According
to some embodiments, the supported sentences can comprise
augmented semantic grammars that are manually created to
summarize a large group of similar queries related to one
intent.

[0140] Sentences with correctness scores above a separate
predetermined iteration threshold can be selected. A key-
word extraction model 404 can extract keywords from the
high-scoring sentences meeting the iteration threshold. Key-
words and/or domain identifiers manually associated with
the intent or automatically extracted keywords can be used
to generate additional sample sentences. Next, the generated
combined sample sentences can be further scored by clas-
sifier 602 to choose the highest-scoring ones as the sample
sentences for a specific intent.

[0141] As shown in FIG. 6, the system can configure an
interaction model 414 with the selected sample sentences in
such a way that the model can support the sample sentences
to invoke intent 505. An example of the interaction model
414 can be a voice interaction model capable of handling a
user’s spoken query by understanding the sample sentences.
According to some embodiments, interaction model 414 can
be a text interaction model capable of handling textual
exchanges between a user and a virtual assistant.

[0142] According to some embodiments, the interaction
model 414 can incorporate and process information such as
wake words, utterances, invocation names, intents, and
placeholders, all of which are used to understand a user’s
spoken query. According to some embodiments, the inter-
action model 414 can interpret the sample sentences and
determine the corresponding defined responses or actions
corresponding to the specific intent 505.

[0143] As described, the fine-tuned language generator
model 504 and classifier 602 can be trained for the genera-
tion of sentences for an intent. Specifically, the training can
use a general-purpose NLG model 502 and finetune it to
create a fine-tuned NLG model 504. The fine-tuned NLG
model 504 can generate preliminary sentences from key-
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words obtained from keyword extraction model 404. The
finetuning can use training sentences combined with key-
words. The keywords can be combined with training sen-
tences through concatenation using concatenation or nullify
component 606 for a unidirectional generator model. Alter-
natively, keywords can be selected, and the unselected
words can be nullified for training a bidirectional model to
infer words among keywords in sentences. The keywords
can be extracted or identified using keyword extraction
model 404 from the known, supported sentences associated
with an intent. Training data 503 can be obtained from a
corpus of domain data.

[0144] Domain data can include the text or transcriptions
of speech from user requests and indications of whether the
requests cause the virtual assistant to give a correct or
incorrect response. The training corpus can also include
unlabeled sentences and sentences that are not from requests
to virtual assistants at all. The corpus of training sentences,
labeled as one of the positive examples, negative examples,
or unlabeled examples, can be used for training to create a
classifier 602. The classifier model can infer the probabilities
of sentences generated by the fine-tuned NL.G model 504 as
being correct.

[0145] FIG. 7 illustrates exemplary process 700 for gen-
erating sentences in accordance with various embodiments.
In embodiments, the method steps or techniques depicted
and described herein can be performed in a processor
comprising one or more systems and/or components
described herein, the method steps being encoded as pro-
cessor-executable instructions in a non-transitory memory of
one or more computing devices comprising one or more
systems and/or components described herein. The tech-
niques of FIG. 7 may be implemented in an operating system
kernel, in a separate user process, in a library package bound
into network applications, on a specially constructed
machine, on an application-specific integrated circuit
(ASIC), or a field programmable gate array (FPGA). The
process may comprise additional steps, fewer steps, and/or
a different order of steps without departing from the scope
of'the invention as would be apparent to one of ordinary skill
in the art.

[0146] In this example, a virtual assistant or other appro-
priate system and/or component can receive 702 an initial
query that includes a sentence (e.g., a spoken utterance, text
utterance, etc.) The sentence can correspond to an intent.
According to some embodiments, the sentence can be a
known supported sentence with a correctness score above a
threshold. According to some embodiments, the sentence
can comprise one or more spoken phrases that a user can
speak to invoke the intent. According to some embodiments,
the intent can invoke one or more defined actions to be
performed by the virtual assistant.

[0147] A classifier model is applied 704 to the sentence to
determine whether the received sentence satisfies a thresh-
old. In certain embodiments the sentence may satisty a
threshold when a correctness score determined for the
sentence satisfies the threshold. In an embodiments, the
correctness score can represent the probability that a gen-
erated sentence invokes a user’s intent.

[0148] A determination is made 706 whether the sentence
based on its correctness score satisfies the threshold. In the
situation the sentence satisfies the threshold, the query can
be fulfilled 708 in accordance with one or more configured
modalities, including, e.g., providing an audio output (e.g.,
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a voice response), a text response, and/or a visual response,
such as one or more frames of video.

[0149] In the situation the sentence fails to satisty the
threshold, one or more keywords is extracted 710 from the
sentence. In an embodiment, the extracted keywords repre-
sent the intent. According to some embodiments, a keyword
extraction model can extract the keywords. According to
some embodiments, the system can replace one or more
keywords with a placeholder representing a specific type of
word for more efficient data processing.

[0150] Sentences (e.g., sample sentences or generated
sentences) are generated 712 with a sentence generation
model based on the one or more keywords. In an embodi-
ment, the system can generate, via the sentence generation
model, a first set of sentences (e.g., preliminary sentences)
based on the extracted keywords. According to some
embodiments, the sentence generation model is a general-
purpose natural language generation model that has been
fine-tuned by associated data. For example, the general-
purpose natural language generation model can be fine-
tuned by keywords combined with corresponding sentences.
It can also be fine-tuned by domain-specific datasets and/or
domain identifiers, such as data from domain data store 322.
According to some embodiments, the sentence generation
model can be unidirectional or bidirectional.

[0151] The classifier model is applied 714 to the generated
sentences to compute 716 correctness scores for the gener-
ated sentences. According to some embodiments, the clas-
sifier model can be trained by at least one of positive
datasets, negative datasets, and unlabeled datasets. The
positive datasets can comprise supported sentences com-
bined with an intent, wherein the supported sentences can
invoke the intent. According to some embodiments, the
correctness scores infer probabilities of the correctness of a
sentence for invoking an intent.

[0152] A revised query from the generated sentences can
be selected 718 based on the correctness scores. For
example, a sentence with a highest correctness score may be
selected. In another example, selecting the sentence com-
prises selecting the sentence from the generated sentences
based on vector distances associated with generated sen-
tences, wherein the selected sentence is associated with one
of a lowest vector distance or a vector distance satisfying a
threshold.

[0153] Thereafter, an intent corresponding to the selected
sentence can be invoked and the query fulfilled 708. For
example, a virtual assistant system can configure a virtual
assistant with the selected sentence so that it can invoke the
intent and generate the corresponding responses or actions.
[0154] FIG. 8 shows an exemplary process 800 for gen-
erating sentences in accordance with an alternate embodi-
ment. In this example, a virtual assistant system can receive
802 a sentence (e.g., spoken utterance, text utterance, etc.)
The sentence can comprise one or more spoken phrases that
a user can speak to invoke an intent, wherein the intent
invokes one or more defined actions. The system can extract
804 one or more keywords from the received sentence. In an
embodiment, extracting the one or more keywords from the
received sentence is based on a keyword extraction model.
The system can generate 806, via a sentence generation
model, generated sentences based on the one or more
keywords. The system can apply 808 a classifier model to
the generated sentences to determine a sentence that satisfies
a threshold. For example, in accordance with an embodi-
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ment, determining a sentence that satisfies a threshold
includes selecting a plurality of generated sentences with
correctness scores satisfying the threshold and selecting
from the generated sentences a sentence associated with a
highest correctness score. In the situation the sentence
associated with highest correctness, or the sentence other-
wise selected, the system can invoke 810 an intent associ-
ated with the classifier model as discussed herein.

[0155] FIG. 9 shows a hard drive, which is an example of
a non-transitory computer readable medium. Various
examples are implemented with non-transitory computer
readable media. FIG. 9 shows an example of a non-transi-
tory computer readable medium 902, a rotating magnetic
disk drive. Data centers commonly use magnetic disks to
store data and code comprising instructions for server pro-
cessors. Non-transitory computer readable medium 902
stores code comprising instructions that, if executed by one
or more computers, would cause the computers to perform
steps of methods described herein. Rotating optical disks
and other mechanically moving storage media are possible.
Furthermore, stationary storage media such as flash chips
and solid-state drives can also store instructions as needed.

[0156] FIG. 10A shows a server system of rack-mounted
blades. Various examples are implemented with cloud serv-
ers, such as ones implemented by data centers with rack-
mounted server blades. FIG. 10A shows a rack-mounted
server blade multi-processor server system 1002. Server
system 1002 comprises a multiplicity of network-connected
computer processors that run software in parallel.

[0157] FIG. 10B shows a diagram of a networked data
center server, which is one example of a computing system.
It comprises a multicore cluster of computer processor
(CPU) cores 1011 and a multicore cluster of the graphics
processor (GPU) cores 1022. The processors connect
through a board-level interconnect 1033 to random-access
memory (RAM) devices 1044 for program code and data
storage. The server system also comprises a network inter-
face 1055 to allow the processors to access the Internet,
non-volatile storage, and input/output interfaces. By execut-
ing instructions stored in RAM devices 1044, the CPUs 1011
and GPUs 1022 perform steps of computer-implemented
methods described herein.

[0158] Examples shown and described use certain spoken
languages. Various embodiments work, similarly, for other
languages or combinations of languages. Examples shown
and described use certain domains of knowledge and capa-
bilities. Various systems work similarly for other domains or
combinations of domains.

[0159] Several aspects of one implementation of the neu-
ral sentence generator and its applications are described.
However, various implementations of the present subject
matter provide numerous features including, complement-
ing, supplementing, and/or replacing the features described
above. In addition, the foregoing description, for purposes of
explanation, used specific nomenclature to provide a thor-
ough understanding of the embodiments of the invention.
However, it will be apparent to one skilled in the art that the
specific details are not required in order to practice the
embodiments of the invention.

[0160] Some systems are screenless, such as an earpiece,
which has no display screen. Some systems are stationary,
such as a vending machine. Some systems are mobile, such
as an automobile. Some systems are portable, such as a
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mobile phone. Some systems are for implanting in a human
body. Some systems comprise manual interfaces such as
keyboards or touchscreens.

[0161] Some systems function by running software on
general-purpose programmable processors (CPUs) such as
ones with ARM or x86 architectures. Some power-sensitive
systems and some systems that require especially high
performance, such as ones for neural network algorithms,
use hardware optimizations. Some systems use dedicated
hardware blocks burned into field-programmable gate arrays
(FPGAs). Some systems use arrays of graphics processing
units (GPUs). Some systems use application-specific-inte-
grated circuits (ASICs) with customized logic to give higher
performance.

[0162] Some physical machines described and claimed
herein are programmable in many variables, combinations
of which provide essentially an infinite variety of operating
behaviors. Some systems herein are configured by software
tools that offer many parameters, combinations of which
support essentially an infinite variety of machine embodi-
ments.

[0163] Hardware blocks, custom processor instructions,
co-processors, and hardware accelerators perform neural
network processing or parts of neural network processing
algorithms with especially high performance and power
efficiency. This enables extended battery life for battery-
powered devices and reduces heat removal costs in data
centers that serve many client devices simultaneously.
[0164] The various computing devices described herein
are exemplary and for illustration purposes only. In accor-
dance with the various embodiments described herein, other
systems, interfaces, components, databases, and the like,
may be used, as would be readily understood by a person of
ordinary skill in the art, without departing from the scope of
the invention. Any system, interface, component, database,
and the like may be divided into a plurality of such elements
for achieving the same function without departing from the
scope of the invention. Any system, interface, component,
database, and the like may be combined or consolidated into
fewer of such elements for achieving the same function
without departing from the scope of the invention. All
functions of the components discussed herein may be initi-
ated manually or may be automatically initiated when the
criteria necessary to trigger action have been met. As used
herein, sending or receiving data may be the same as sending
or receiving one or more signals indicative of the sent or
received data.

[0165] In accordance with the various embodiments
described herein, although the data stores are shown as
separate data stores, data from the data stores can be
maintained across fewer or additional data stores. The data
stores can be accessed by each of the various components in
order to perform the functionality of the corresponding
component. Other components, systems, services, etc. may
access the data stores.

[0166] Additionally, the components may be performed by
any number of different computers and/or systems. Thus, the
components may be separated into multiple services and/or
over multiple disparate systems to perform the functionality
described herein. In some embodiments, at least a portion of
the resources can be “virtual” resources supported by these
and/or other components.

[0167] One or more links couple one or more systems,
engines or devices to a network (e.g., network 252). In
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particular embodiments, one or more links each includes one
or more wired, wireless, or optical links. In particular
embodiments, one or more links each includes an intranet,
an extranet, a VPN, a LAN, a WLAN, a WAN, a MAN, a
portion of the Internet, or another link or a combination of
two or more such links. The present disclosure contemplates
any suitable links coupling one or more systems, engines or
devices to a network.
[0168] In particular embodiments, each system or engine
may be a unitary server or may be a distributed server
spanning multiple computers or multiple datacenters. Sys-
tems may be of various types, such as, for example and
without limitation, web server, advertising server, file server,
application server, or proxy server. In particular embodi-
ments, each system may include hardware, software, or
embedded logic components or a combination of two or
more such components for carrying out the appropriate
functionalities implemented or supported by their respective
servers. For example, a web server is generally capable of
hosting websites containing web pages or particular ele-
ments of web pages. More specifically, a web server may
host HTML files or other file types or may dynamically
create or constitute files upon a request and communicate
them to client devices or other devices in response to HTTP
or other requests from client devices or other devices.
[0169] In particular embodiments, one or more data stor-
ages may be communicatively linked to one or more servers
via one or more links. In particular embodiments, data
storages may be used to store various types of information.
In particular embodiments, the information stored in data
storages may be organized according to specific data struc-
tures. In particular embodiment, each data storage may be a
relational database. Particular embodiments may provide
interfaces that enable servers or clients to manage, e.g.,
retrieve, modify, add, or delete, the information stored in
data storage. It is to be understood that even though numer-
ous characteristics and advantages of various embodiments
of the present invention have been set forth in the foregoing
description, together with details of the structure and func-
tion of various embodiments of the invention, this disclosure
is illustrative only. In some cases, certain subassemblies are
only described in detail with one such embodiment. Never-
theless, it is recognized and intended that such subassem-
blies may be used in other embodiments of the invention.
Practitioners skilled in the art will recognize many modifi-
cations and variations. Changes may be made in detail,
especially matters of structure and management of parts
within the principles of the embodiments of the present
invention.
[0170] Having disclosed exemplary embodiments and the
best mode, modifications and variations may be made to the
disclosed embodiments while remaining within the scope of
the embodiments of the invention as defined by the follow-
ing claims.
What is claimed is:
1. A computer-implemented method, comprising:
receiving an initial query that includes a sentence;
extracting one or more keywords from the received sen-
tence;
generating, via a sentence generation model, generated
sentences based on the one or more keywords;
applying a classifier model to the generated sentences to
determine correctness scores for the generated sen-
tences;
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selecting, based on the correctness scores, a generated
sentence that can be associated with an intent; and

invoking the intent corresponding to the selected sen-
tence.

2. The computer-implemented method of claim 1,
wherein the classifier model has been trained by supported
sentences that are known to invoke the intent.

3. The computer-implemented method of claim 1, further
comprising:

wherein selecting the sentence comprises:

selecting from the generated sentences based on vector

distances associated with the generated sentences.

4. The computer-implemented method of claim 1,
wherein the selected sentence is associated with one of a
lowest vector distance and a vector distance satisfying a
threshold.

5. A computer-implemented method, comprising:

receiving a sentence;

extracting one or more keywords from the received sen-

tence;
generating, via a sentence generation model, generated
sentences based on the one or more keywords;

applying a classifier model to the generated sentences to
determine a generated sentence that satisfies a thresh-
old; and

invoking an intent associated with the classifier model.

6. The computer-implemented method of claim 5, further
comprising:

obtaining training data comprising query data samples,

the query data samples including pairs of text data
representing queries and responses;

calculating vector representations of the pairs of text data;

and

clustering the vector representations.

7. The computer-implemented method of claim 6, further
comprising:

replacing the text data for tagged named entities with a

named entity type tag, wherein the classifier model
recognizes named entity tags.

8. The computer-implemented method of claim 6,

wherein a given vector representation comprises at least a

response vector representation, the response vector
representation being a vector representation of data
representing a response to a query, the response vector
representation being paired with data representing a
corresponding query, and

wherein clustering the vector representations comprises:

clustering response vector representations based on dis-

tances between the response vector representations
within vector space.

9. The computer-implemented method of claim 5, further
comprising:

obtaining training data comprising query data samples,

the query data samples including pairs of text data
representing queries and responses and corresponding
keywords; and

training the sentence generation model using the pairs of

text data and the corresponding keywords.

10. The computer-implemented method of claim 5,
wherein the received sentence comprises one or more spo-
ken phrases that a user can speak to invoke the intent, and
wherein the intent invokes one or more defined actions.
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11. The computer-implemented method of claim 5,
wherein extracting the one or more keywords from the
sentence is based on a keyword extraction model.

12. The computer-implemented method of claim 5, fur-
ther comprising:

replacing at least one keyword with a placeholder repre-

senting a specific type of word.

13. The computer-implemented method of claim 5,
wherein the sentence generation model is a general-purpose
natural language generation model fine-tuned by at least one
of associated keywords combined with corresponding sen-
tences, domain-specific datasets, and domain identifiers.

14. The computer-implemented method of claim 5, fur-
ther comprising:

computing, via the classifier model, correctness scores for

the generated sentences; and

selecting at least one generated sentence with a correct-

ness score satisfying the threshold, wherein the sen-
tence that satisfies the threshold is associated with a
highest correctness score.

15. The computer-implemented method of claim 14,
wherein the classifier model has been trained by supported
sentences that are known to invoke the intent.

16. A non-transitory computer readable medium storing
instructions that, when executed by at least one processor of
a computing system, causes the computing system to:

receive a sentence;

extract one or more keywords from the received sentence;

generate, via a sentence generation model, generated

sentences based on the one or more keywords;

apply a classifier model to the generated sentences to

determine a generated sentence that satisfies a thresh-
old; and

invoke an intent associated with the classifier model.

17. The non-transitory computer readable medium of
claim 16, wherein the instructions, when executed by the at
least one processor, further enables the computing system to:

obtain training data comprising query data samples, the

query data samples including pairs of text data repre-
senting queries and responses and corresponding key-
words; and

train the sentence generation model using the pairs of text

data and the corresponding keywords.

18. The non-transitory computer readable medium of
claim 16, wherein the instructions, when executed by the at
least one processor, further enables the computing system to:

obtain training data comprising query data samples, the

query data samples including pairs of text data repre-
senting queries and responses;

calculate vector representations of the pairs of text data;

and

cluster the vector representations.
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19. The non-transitory computer readable medium of
claim 18, wherein the instructions, when executed by the at
least one processor, further enables the computing system to:

replace the text data for tagged named entities with a
named entity type tag, wherein the classifier model
recognizes named entity tags.

20. The non-transitory computer readable medium of
claim 18, wherein a given vector representation comprises at
least a response vector representation, the response vector
representation being a vector representation of data repre-
senting a response to a query, the response vector represen-
tation being paired with data representing a corresponding
query, wherein the instructions, when executed by the at
least one processor to cluster the vector representations,
further enables the computing system to:

cluster response vector representations based on distances
between the response vector representations within
vector space.

21. The non-transitory computer readable medium of
claim 18, wherein the received sentence comprises one or
more spoken phrases that a user can speak to invoke the
intent, and wherein the intent invokes one or more defined
actions.

22. The non-transitory computer readable medium of
claim 18, wherein extracting the one or more keywords from
the sentence is based on a keyword extraction model.

23. The non-transitory computer readable medium of
claim 18, wherein the sentence generation model is a gen-
eral-purpose natural language generation model fine-tuned
by at least one of associated keywords combined with
corresponding sentences, domain-specific datasets, and
domain identifiers.

24. The non-transitory computer readable medium of
claim 18, wherein the instructions, when executed by the at
least one processor, further enables the computing system to:

compute, via the classifier model, correctness scores for
the generated sentences; and

select at least one generated sentence with a correctness
score satisfying a threshold, wherein the sentence that
satisfies the threshold is associated with a highest
correctness score.

25. The non-transitory computer readable medium of
claim 24, wherein the classifier model has been trained by
supported sentences that are known to invoke the intent.
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