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ERRONEOUS CELL DETECTION USING AN
ARTIFICIAL INTELLIGENCE MODEL

BACKGROUND

[0001] Error detection is an important part of any data
analytics pipeline. Without error detection, the pipeline risks
outputting ‘garbage data’ that could have adverse down-
stream effects to the pipeline. Many databases in use today
are very large and cannot be analyzed manually for errors
within a reasonable amount of time, and therefore automated
approaches to error detection have been developed.

SUMMARY

[0002] Shortcomings of the prior art are overcome and
additional advantages are provided through the provision of
a computer-implemented method. The method obtains a
target dataset. The target dataset includes rows and columns
of data cells. The method also obtains an artificial intelli-
gence (Al) model trained to identify one or more relation-
ships between cells of a row and classify whether a selected
focus cell of the row is erroneous based at least in part on the
identified one or more relationships. The method addition-
ally applies the Al model to the target dataset to identify one
or more erroneous cells of the target dataset. The applying
includes selecting a row of cells of the target dataset. The
applying also includes inputting the selected row of cells to
the Al model with an identification of a focus cell of the
selected row of cells, where the focus cell is to be classified
by the Al model. The applying additionally includes clas-
sifying, by the Al model, the focus cell to obtain a classi-
fication of the focus cell. The classifying identifies whether
the focus cell is erroneous. In addition, the applying outputs
an indication of the classification of the focus cell.

[0003] Further, a computer system is provided that
includes a memory and a processor in communication with
the memory, wherein the computer system is configured to
perform a method. The method obtains a target dataset. The
target dataset includes rows and columns of data cells. The
method also obtains an artificial intelligence (AI) model
trained to identify one or more relationships between cells of
a row and classify whether a selected focus cell of the row
is erroneous based at least in part on the identified one or
more relationships. The method additionally applies the Al
model to the target dataset to identify one or more erroneous
cells of the target dataset. The applying includes selecting a
row of cells of the target dataset. The applying also includes
inputting the selected row of cells to the Al model with an
identification of a focus cell of the selected row of cells,
where the focus cell is to be classified by the Al model. The
applying additionally includes classifying, by the Al model,
the focus cell to obtain a classification of the focus cell. The
classifying identifies whether the focus cell is erroneous. In
addition, the applying outputs an indication of the classifi-
cation of the focus cell.

[0004] Yet further, a computer program product including
a computer readable storage medium readable by a process-
ing circuit and storing instructions for execution by the
processing circuit is provided for performing a method. The
method obtains a target dataset. The target dataset includes
rows and columns of data cells. The method also obtains an
artificial intelligence (Al) model trained to identify one or
more relationships between cells of a row and classify
whether a selected focus cell of the row is erroneous based
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at least in part on the identified one or more relationships.
The method additionally applies the Al model to the target
dataset to identify one or more erroneous cells of the target
dataset. The applying includes selecting a row of cells of the
target dataset. The applying also includes inputting the
selected row of cells to the Al model with an identification
of a focus cell of the selected row of cells, where the focus
cell is to be classified by the Al model. The applying
additionally includes classifying, by the Al model, the focus
cell to obtain a classification of the focus cell. The classi-
fying identifies whether the focus cell is erroneous. In
addition, the applying outputs an indication of the classifi-
cation of the focus cell.

[0005] Additional features and advantages are realized
through the concepts described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] Aspects described herein are particularly pointed
out and distinctly claimed as examples in the claims at the
conclusion of the specification. The foregoing and other
objects, features, and advantages of the disclosure are appar-
ent from the following detailed description taken in con-
junction with the accompanying drawings in which:

[0007] FIG. 1 depicts an example conceptual diagram of a
process flow for data cell classification model training and
implementation in accordance with aspects described
herein;

[0008] FIG. 2 depicts another example conceptual dia-
gram of a process flow for data cell classification model
training and implementation in accordance with aspects
described herein;

[0009] FIG. 3 depicts an example process for classifying
erroneous cells of a dataset, in accordance with aspects
described herein

[0010] FIG. 4 depicts an example process for applying a
trained artificial intelligence model to a target dataset to
classify erroneous cells thereof, in accordance with aspects
described herein;

[0011] FIG. 5 depicts an example process for providing a
training dataset, in accordance with aspects described
herein;

[0012] FIG. 6 depicts one example of a computer system
and associated devices to incorporate and/or use aspects
described herein;

[0013] FIG. 7 depicts a cloud computing environment
according to an embodiment of the present invention; and
[0014] FIG. 8 depicts abstraction model layers according
to an embodiment of the present invention.

DETAILED DESCRIPTION

[0015] Described herein are approaches for data classifi-
cation, particularly classification of data cells of rows within
tabular datasets to identify erroneous cells. Classification is
by way of a trained machine learning/artificial intelligence
(Al) model, for instance one implemented as a neural
network architecture. The model is configured to take cells
of a row of a dataset, i.e. take the cell data of those cells in
the dataset, along with an indication of a cell of that row (e.g.
the focus cell) to be classified. The model can then use an
attention mechanism of the model to determine relationship
(s) between the focus cell and other cell(s) of that row and
classify the focus cell accordingly. Reference herein to a
‘cell’ refers at least in part to the cell data of that cell, such
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that input of a “cell’ to an Al model refers to input of at least
the cell data of that cell, and classification of a ‘cell’ refers
to at least classification of the cell data of that cell. Input of
a row of cells to an Al model refers to the input to the Al
model of at least the cell data of a plurality of cells of that
row.

[0016] The classification of a cell could be a binary
classification, for instance one that classifies whether or not
the cell is erroneous in terms of its cell data/formatting.
Since the model can be trained to detect various different
types of errors, other/additional classifications may be pos-
sible, for instance multi-classifications that identify the
specific type(s) of error(s) detected for an erroneous cell.
[0017] FIG. 1 depicts an example conceptual diagram of a
process flow for data cell classification model training and
implementation in accordance with aspects described herein.
A dataset 102 of rows and columns of data cells is obtained
and reformatted into reformatted dataset 102'. Dataset 102 is
represented with just two rows R1 and R2 and three columns
C1, C2, C3 in this example for convenience. It should be
appreciated that, in practice, such a dataset could include
many more rows and columns. It is not uncommon for
datasets to be millions of rows long and include tens or
hundreds or columns, for example.

[0018] Dataset 102 includes erroneous cells indicated by
shading in FIG. 1, i.e. cell (R1,C2), cell (R2, C1) and cell
(R2, C3). An erroneous cell is one with cell data or format
that is erroneous in the context. As examples, a cell that is
required to have a data value but that contains no data is
erroneous (i.e. a missing value error), a cell that is to provide
a time but instead provides a date is erroneous (i.c. a
formatting error), and a cell that reflects the age of a living
human as 1250 years old is erroneous (i.e. a data constraint
error since no human being lives that long). Many other
examples of erroneous cell data/format exist.

[0019] In some examples, the cell is erroneous as
informed by its context. For instance, if the cell is to indicate
a city and neighboring cells are to indicate the country and
postal code of that city, then a cell indicating “New York” (to
reflect the city in the United States) is erroneous if the
neighboring cells indicate the country to be “Canada” and
the postal code to be “NSA 3H1”, since New York city is not
in the country of Canada and does not have a postal code of
NSA 3HI1.

[0020] The reformatting of dataset 102 into reformatted
dataset 102' created an expanded dataset that includes a
greater number of rows than does dataset 102. In one
embodiment, the reformatting creates one or more copies of
each row of dataset 102 so that the number of instances of
each row in the reformatted dataset 102’ totals the number of
columns of the dataset 102. In the example of FIG. 1, there
are three columns and therefore two additional copies of row
R1 and two additional copies of row R2 are created to total
six rows in reformatted dataset 102'. Each row of dataset
102" has a specified cell of focus (‘focus cell’), which is
indicated by bold outline in FIG. 1. The focus cell of a row
may be indicated to model 104 as being the cell for the
model to classify for an input row of cells. For any cell of
dataset 102, i.e. any combination of a column (C1, C2, C3)
and a row (R1, R2), there is a respective, corresponding row
of dataset 102' with that cell as its focus cell.

[0021] Reformatted data, e.g. the data of reformatted data-
set 102', can be provided to model 104 on a row-by-row
basis. The model accepts, as input, cells of a row, for
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instance all cells of the row or a subset of cells of the row,
with the focus cell being specified. For instance, input of a
row of cells to the model may be accomplished by providing
the cell data of each of the cells of the row to the model. The
indication of the focus cell could be an indication to the
model of the particular cell data that was taken from the
focus cell of the dataset and provided to the model as part of
the input.

[0022] In aparticular example, and for each row of dataset
102, the cell data of the cells of that row are concatenated
into a respective string in which delimiters separate the cell
data of the row and the string identifies which data in that
string is the focus cell data. For instance, if a row includes
the string “Canada” in the first cell (corresponding to
column Cl1), the string “New York™ in the second cell
(corresponding to column C2), and the numeral “30” in the
third cell (corresponding to column C3), then the cell data of
these cells can be concatenated into a string and each
separated by a delimiter, such as a comma, as “Canada,New
York,30”. Further, the focus cell can be indicated using any
desired indication, for instance a selected character, such as
a vertical line (1), at the beginning and end of the focus cell
data within the string. If the focus cell is the second cell in
the example above, the string may be provided as “Canada,
INew Yorkl,30”. Accordingly, inputting a selected row of
cells to the model can be effected by inputting a string of cell
data that is composed of the cell data in each of the cells.
This can include the cell data of the focus cell. A process that
applies the model can build the string of cell data and
provide a delimiter between cell data of different cells. The
identification of the focus cell can include an identification
of the cell data of the focus cell within the string. In
particular, when building the string, the process can insert a
selected character or other identifier into the string at one or
more positions, for instance position(s) relative to the cell
data of the focus cell, for instance before and after the cell
data of the focus cell. The Al model can be configured to
identify the focus cell by locating the inserted identifier.

[0023] Though dataset 102' is depicted in a table format
with rows and columns, it should be understood that refor-
matted data generated from dataset 102 may or may not be
provided/stored as a separate reformatted dataset 102'. A
reformatted dataset could be represented as strings using the
string representation described above since each string rep-
resentation indicates the individual data of each cell of the
row and indicates which cell is the focus. Alternatively, the
process need not create and store a discrete additional
dataset 102', and instead could build the string representa-
tions of each of the six rows depicted in 102' directly and
on-the-fly from dataset 102, in which, for each row of
dataset 102, the process iteratively builds another string
representation indicating the sequentially next cell of the
row as being the focus cell and provides the built strings to
model 104 for classification of the focus cell of each string.

[0024] Model 104 utilizes an attention mechanism and
may be trained to identify relationship(s) between cells and
classify whether a selected focus cell of the row is erroneous
based at least in part on the identified relationship(s). In
examples, the model 104 is built using a multi-head self-
attention approach and trained to identify the relationship(s)
by way of a multi-head attention component that includes
attention heads, where the relationship(s) inform a context
of the focus cell based at least in part on cells neighboring
the focus cell, and where the Al model is configured to
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classify the focus cell based at least in part on the informed
context. In this manner, the configurable number of self-
attention heads may be used to identify the relationships
between the focus cell and other cells in the row, for
instance. By way of specific example using the above in
which a row includes country, city, and age data, one head
might identify a relationship between country and city and
another head might identify a relationship between age and
city. Other heads might identify relationships between any
combination of other cells of the row and/or other rows of
the dataset being used for input. The number of heads can be
a configurable parameter that is specified when the model is
built. As a specific example, the number of heads is twelve,
though this number can vary and in practice could be any
number. The specific number to use could be determined
through experimentation to identify the best number to use
for a given data domain, given set of data columns, etc.

[0025] The model 104 in the example of FIG. 1 is imple-
mented in part using a plurality of encoder layers 106a,
10654, . . ., 106n, and the attention mechanism is provided
as a set of attention layers within those encoder layers. Each
encoder layer 1064, 1065, . . . , 1067 can include respective
attention layer(s) and a feed-forward layer, for example. The
model 104 sends output of an attention layer in an encoder
layer to the feed-forward layer of the encoder layer. The
feed-forward layer may be a neural network that processes
the output of the attention layer and provides that as input to
a next encoder layer of the model 104. In examples, the
model 104 has a plurality of stacked encoder layers. This
number can vary and in practice could be any number.

[0026] The last layer of model 104 is the classification
layer 108. In examples, this is a perceptron layer, either a
single-layer perceptron or multi-layer perceptron, that uses
an activation function configured (e.g. trained) to provide
the classification of the focus cell. By way of specific
example, the activation function could be the softmax func-
tion. In some examples described and depicted, the classi-
fication is a binary classification of the focus cell (e.g. as
erroneous or correct/not erroneous), though in examples the
classification is a multi-class (k possible classes, k>2) clas-
sification, for instance that classifies based on type of error
of the focus cell. It is appreciated that the classification
might be performed by determining probabilities as to the
classification of an input (e.g. the focus cell of the input cell
data of a row) into the various classifications, in which the
probabilities sum to 1 and the class with the highest deter-
mined probability is selected as the class of the input (the
focus cell). Various approaches exist for classifying an input
into two or more classes.

[0027] The process flow in FIG. 1 shows an input dataset
102 being reformatted for provision row-by-row into model
104. These aspects are applicable to both training the model
104, as part of a training phase, and the use/application of a
trained model 104 to classify the inputs as part of a classi-
fication phase. For instance, in a training phase, as is
explained in grater detail below, a training dataset (e.g. 102)
has labeled cell data, meaning it is known which cell data is
erroneous. For instance, each cell is labeled or otherwise
taken to be either ‘erroneous’ (and/or labeled with a par-
ticular type of error, if erroneous) or correct/not erroneous.
The training dataset can be reformatted into reformatted data
and fed into the model 104 to train the model based on those

May 18, 2023

labeled inputs, i.e. train the model 104 to classify a focus cell
of'an input row of cells based on data of other cell(s) of the
input row of cells.

[0028] In a classification phase, a process applies the Al
model (trained) 104 to an input/target dataset (e.g. 102) to
identify erroneous cell(s) thereof. The target dataset is not
labeled, e.g. it is not known which cells are erroneous, and
the trained model is used to classify, for each input row of
cells, the focus cell as to at least whether it is erroneous. In
a specific example, a process applies the model by selecting
a row of cells of the target dataset, inputting the selected row
of cells to the model with an identification of a focus cell of
that selected row, then the model classifies the focus cell to
obtain a classification thereof the focus cell and outputs an
indication of the classification of the focus cell. By iterating
this across focus cells (of one or more rows), the model 104
produces a classification table 110 as an output. In the
example of FIG. 1, the classification is a binary classification
that classifies the focus cell of each input as being either
erroneous, indicated by the value 1, or correct (or at least
‘not erroneous’), indicated by the value 0.

[0029] The classification table 110 is presented as a multi-
row, single column table, in which each row of the classi-
fication table correlates to the corresponding row or input of
the dataset 102'. It is noted that the first three rows of 102'
are the same row in that they contain the same data repre-
sentative of a same entity but are represented as three
because of the three different indications of the focus cell.
[0030] In FIG. 1, the first input to the model, correspond-
ing to the first row of dataset 102', indicates the first cell as
the focus cell. The model 104 identifies that this cell is not
erroneous and outputs a “0” in the first row of the classifi-
cation table 110. On a next iteration, the model takes a
second input—the second row of dataset 102'—indicating
the second cell of that row of dataset 102' as being the focus
cell. It is noted that the first and second inputs are both the
first row of the target dataset 102—the first and second
inputs contain the same cell data. The only difference
between these first and second input rows is the focus cell
being indicated. On this second input, the model 104 iden-
tifies the focus cells as erroneous and outputs a “1” in the
second row of the classification table 110. This continues,
classifying the focus cell of each input, and in this example
continues for each other row of the six rows of the modified
dataset 102'. In effect, each row of dataset 102 is input three
times to the model 104, which a different focus cell being
identified each time.

[0031] Both training the model 104 on a labeled input
dataset and using the model to classify an (unlabeled) target
dataset can proceed by (i) iterating over one or more (or each
of the) cells in a row of the input dataset, where at each
iteration the cell data of the cells of the row are input into the
model and indicate a next cell of that row as the focus cell,
and the model classifies the indicated focus cell, and then (ii)
iterating that iterating (i) over one or more (or each of the)
rows of the target dataset. This iterating and classifying can
be performed automatically, without requiring any live,
manual interaction by users.

[0032] Thus, in one approach to building an Al model that
is configured to classify cells of a dataset, the building
includes obtaining the training dataset and training the Al
model using the training dataset. The training includes, for
instance, (i) selecting a row of cells of the training dataset,
then (ii) iteratively performing, for each cell of a plurality of
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cells of the selected row of cells, inputting the row of cells
to the Al model and indicating the cell as being a focus cell
along with a label as to whether the focus cell is erroneous,
then (iii) repeating the selecting and the iteratively perform-
ing for one or more other rows of cells of the training
dataset. The training provides labels to the Al model as to
which cells are erroneous, and thus the training trains the Al
model to classify (e.g. in a classification phase) a selected
focus cell of an input row of cells as to whether the selected
focus cell is erroneous based at least in part on cell values
of other cells of the input row of cells.

[0033] Then, in one approach to classifying a target data-
set as to which cells of the target dataset are erroneous, the
target data is obtained for classification by the trained Al
model, then a row of cells of the target dataset is selected,
and a process iteratively performs (i) inputting to the Al
model the selected row of cells with an indication of a focus
cell of the selected row of cells, and (ii) obtaining, based on
the inputting, an indication of whether the indicated focus
cell is erroneous based at least in part on cell values of other
cells of the selected row of cells. At each iteration of the
iteratively performing, a different cell of the selected row of
cells is indicated as the focus cell. The process can then
repeat the row selection and the and the iteratively perform-
ing for one or more other rows of cells of the target dataset.

[0034] By way of specific example using the example of
dataset 102 as a target dataset to classify, a process selects
the first row (R1) of cells, inputs the selected row to the Al
model with an identification of a focus cell (the first cell of
the row) to be classified by the Al model, classifies, by the
Al model, the focus cell to obtain a classification of the focus
cell, and outputs an indication of that classification (e.g. as
a 0 in the first row of table 110. In this first instance, the first
cell of the first row of dataset 102 is classified. The process
then iterates the foregoing over the other cells of the row
(R1). Thus, it iterates the inputting the selected row (R1) but
does so by identifying a next focus cell of the row. The next
focus cell can be selected as the sequentially-next cell, for
instance the second cell of row R1. In any case, when
iterating over the cells of the row, the process could select
the next focus cell as any cell different from any prior-
identified and classified focus cell of the row. Here, the
process has classified to this point only the first cell of the
row. The iterating classifies that next focus cell, and outputs
an indication of the classification of that next focus cell, i.e.
as a 1 in the second row of table 110). Then, on a next
iteration, the row R1 is again input but identifies the third
cell of the row as the focus cell. This is classified and the
classification is output to the third row of table 110. In these
examples the row is input to the model three different times
with a different focus cell indicated each time, though it is
understood that, alternatively, the row data could be pro-
vided once and either the process providing the input row
model, or the model itself, could iteratively identify next
focus cell and classify that cell before moving onto the next
focus cell. This approach could also be taken during model
training, in which each row is fed once to the model instead
of each time a different focus cell is identified.

[0035] The iterating over cells of a row can stop based on
iterating over and classifying each cell of the row of cells.
Thus, after the three iterations discussed above to classify
each cell of row R1, the iterating over the row R1 can stop.
At that point, the process can begin iterating over one or
more other rows of the target dataset. For instance, the
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process can select the next row, R2, of dataset 102 and repeat
the above to iteratively classify each cell of that row—by
iterative supplying the row as input to the model but
indicating a different focus cell of the row each time. This
iterating can stop once each row of the target dataset has
been processed in this manner.

[0036] It is noted that classification of the cells of the
target dataset need not identify every cell of the dataset as
being a focus cell for classification. The classification of the
cells of the dataset can be selective, meaning some cells can
be skipped (not indicated as the focus cell in any iteration).
Additionally or alternatively, the classification need not
classify each row, meaning some rows could be skipped if
desired.

[0037] Further embodiments of data cell classification and
model training are described with reference to FIG. 2, which
depicts another example conceptual diagram of a process
flow for data cell classification model training and imple-
mentation in accordance with aspects described herein.
[0038] For training an untrained model 204, an initial
dataset 202 is obtained and input, for example by a technical
user, to a training phase 212. Training phase 212 in this
example trains the untrained model 204 using labeled data.
The labeled data includes labeled cells, for instance a dataset
of cells, with some cells of the dataset being labeled as
correct and some other cells of the dataset being labels as
erroneous (and/or indicating error(s) of one or more type(s)).
In examples in which the initial dataset 202 does not include
cells labeled as erroneous, data modification 214 of the
training phase 214 is applied to the dataset 202 as described
below to provide a training dataset to train the model 204.
In other examples in which the input dataset 202 includes
erroneous cells labeled as such, data modification 214 may
optionally be performed to introduce additional erroneous
cells into the dataset.

[0039] A user could manually label cells of a dataset to
provide a labeled training dataset. Additionally or alterna-
tively, the user might manipulate cell values of an initial
dataset to provide erroneous cells and label them as such. As
yet another possibility, the user could ‘clean’ an initial
dataset to provide a ‘cleaned’ dataset (one that is taken as
having only correct cells, for instance after the user manu-
ally corrects the initial dataset) and a process could compare
the cleaned dataset to the initial dataset to identify which
cells of the initial dataset were modified by the user to clean
them. Those cells could be labeled as erroneous and the
other cells of the initial dataset (i.e. that are the same as in
the cleaned dataset) could be labeled as correct, to provide
the training dataset.

[0040] In some examples, the dataset 202 is a proper
subset of a larger dataset and the proper subset is selected
automatically or manually by the user. The subset may be
selected as a subset (of the larger dataset) that has no known
errors, i.e. no erroneous cells, and therefore the labeling of
these cells as ‘correct” may be implied. In examples, the
selected subset or a dataset based thereon can be the training
dataset and the remainder of the larger dataset (or a portion
thereof) is the target dataset that is to be classified based on
training the model using the training dataset.

[0041] Therefore, the dataset 202 may or may not be a
subset of a larger dataset, and may or may not include data
(i.e. cells) labeled correct and/or erroneous. The dataset 202,
if labeled, may or may not include cells labeled as erroneous.
A user may or may not be involved in labeling cells of the
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dataset 202. In some embodiments, the data modification
214 imparts erroneous cells into a dataset that may or may
not already include erroneous cells.

[0042] In any case, training the (untrained) model 204
uses a labeled dataset that includes both correct and erro-
neous data (i.e. cells), referred to herein as the training
dataset. The training phase 212 may or may not perform data
modification to the input dataset 202, and in examples
performs data modification 214 when the input dataset
contains no know erroneous cells and/or the input dataset is
to include a higher percentage of erroneous data. Details of
the data modification 214 are discussed below. The training
dataset, possibly produced based on data modification 214,
is used in training the untrained model 204, i.e. is fed as, e.g.,
rows/strings of cell data with, in each row/string, a cell of
focus specified, as in the iterating described above except
that instead of the model classifying the focus cell, the
model trains using the label of the focus cell of the input. As
a neural network, the model 204 updates its parameters
using back-propagation, for example, to update weights of
the model.

[0043] As part of model training, the model can learn or
infer an expected formatting of the cell of focus based on the
column in which it is located. For instance, the model can
learn the format (e.g. string, date, time, decimal, domain,
etc.) of the different delimited positions of the input (corre-
sponding to specific columns of the input dataset) in order to
help identify whether the data of an identified focus cell of
an input row is a correct format given its position. By way
of specific example, if the model recognizes that the 3"
position in each input row is a city name (for instance an
alpha-character string appearing in a dictionary of city
names) and the focus cell of another input row is indicated
to be the third cell/position of the input row and contains a
numerical value, then the model can recognize that the focus
cell is erroneous. Training the model to classify based at
least in part on cell data of other cells in the row could, for
instance, be used in evaluating whether a correctly formatted
cell is nonetheless erroneous on account of surrounding cell
data. Using the example above, the model could recognize
that a focus cell in the 3" position indicates “New York”
(correctly formatted and a valid city) but also recognize
based on neighboring cells, for instance those of the same
row, that indicate ‘Canada’ as the Country and ‘N5A 3H1’
as the postal code that the focus cell is erroneous.

[0044] The training phase 212 produces a trained model
204'. The trained model 204' can then be used to classify a
target dataset 216, i.e. classify cells thereof as to whether
they are correct or erroneous, and optionally, if erroneous,
the error(s) rendering them erroneous. An output of the
model 204' can be a classification table 210 indicating a
respective classification, by the model 204, for each cell of
the input target dataset 216. Further automatic or manual
processing can then be performed. As one example, a user
can manually ‘clean’ the cells that were classified as being
erroneous. As another example, a computer process could
automatically take action, such as alerting one or more users
of the erroneous cells and/or automatically marking, delet-
ing, filtering, etc. the erroneous cells from the target dataset
to produce a modified dataset with only cell data that was
classified by the model as not being erroneous.

[0045] It should be understood that the model could
undergo two or more training phases, in which case the
‘untrained model” 204 of FIG. 2 represents the model before
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a training phase and the trained model 204' represents the
model 204 after training of that training phase.

[0046] In a particular embodiment, a user provides, as
input for purposes of training a model as described herein,
a subset (e.g. some rows) of a larger dataset. The subset may
be provided with no known errors, for instance because the
user has manually checked and cleaned/corrected the data as
necessary, or because it is known to be correct through some
other method. A process can then apply data modification to
the provided subset to introduce errors into the subset, i.e.
manipulate data values of various cells of the subset to
render those cells erroneous. Those cells can then be auto-
matically labeled as erroneous, while the remaining,
unmodified cells can be automatically labeled as correct.
This modified subset with errors introduced therein is fed to
the Al model as a training dataset, in which the modified
subset is used to train the model. Once trained, the Al model
can be applied to target dataset(s) for classification to
classify cells thereof as being correct or erroneous. One
example target dataset is another portion (different from the
provided subset above) of the larger dataset from which the
subset was initially taken. In examples, the datasets to be
classified may include a same or similar type of data domain
and same or similar columns as compared to the training
dataset.

[0047] As noted above, data modification 214 may be
applied to a dataset to create artificial errors in the dataset
and provide labeled erroneous cells of the dataset. The data
modification 214 can modify one or more cells to render
them erroneous (for instance by deleting the data, providing
incorrectly formatted data, providing invalid values, etc.)
and label them as erroneous. In the event that the dataset 202
is unlabeled but is taken to conclude only correct cells, the
data modification can modify and label cells of the dataset
as erroneous, and label the other cells of that dataset as
correct.

[0048] In embodiments of the data modification 214, a
process selects for modification a random subset of the cells
in the dataset. Those cells are to be modified to have
erroneous cell data. The percentage of the cells to be
modified could be predetermined by a user or based on
experimentation, as examples.

[0049] In specific examples, the modification to a cell
imparts one or more errors. Example types of errors can
include, but are not limited to:

Typographical errors (TE)—in which the cell value contains
a typographical error, for instance “1200t9” for a U.S. postal
code or “New YUork” for the city “New York™;

Value swapping across columns (VSAC)—in which data
values of cells in different columns of a row are shifted/
switched;

Value violating data constraints (VVDC)—in which a data
value of a cell is invalid for violating a data constraint. For
instance, there are implicit data constraints on the age of a
human, i.e. it must be zero or greater, and has an upper limit
(an age of 1250 years for a human is clearly invalid). Data
constraints could be explicitly defined by a user, automati-
cally defined based on statistical calculations and/or learn-
ing, as examples.

Formatting errors (FE)—in which data is formatted incor-
rectly; and/or

Missing values (MV)—the requires a value but is empty (no
data)



US 2023/0153566 Al

[0050] To impart the errors, modification(s) are performed
to cell data. Example such data modifications include, but
are not limited to:

Random Character Replacement—in which a character of
the cell being modified is randomly selected and replaced
with another random character; used to impart TE errors, for
instance;

Random Character Insertion—in which a random character
is placed in a random position of the cell data of the cell
being modified; used to impart TE and VVDC errors, for
instance;

Random Character Deletion—in which a character at a
random position of the cell being modified is removed; used
to impart TE and VVDC errors, for instance;

Random Character Swapping—in which two characters of
the cell data of the cell being modified are randomly selected
and interchanged to swap their positions; used in impart TE
errors, for instance;

Delete Value—in which the data of the cell is deleted; used
to impart MV errors, for instance;

Swap Column Values—in which the values of two cells in
the same row are swapped; used to impart VSAC, VVDC,
and FE errors, for instance; and

Swap Row Values—in which the values of two cells in the
same column are swapped; used to impart VVDC errors, for
instance.

[0051] Various other types of errors may be imparted
using any kind of data modification(s) appropriate for
imparting such errors.

[0052] Thus, in accordance with these aspects, a process
can obtain an initial dataset, performing data modification
on selected data cells of that initial dataset to impart errors
in the selected data cells, and label the selected cells, as
modified, as being erroneous. Then based on this data
modification and labeling, the process could provide that
initial dataset, now with the errors imparted in the selected
data cells and with those cells labeled as erroneous, as the
training dataset for training the model. The data modification
on a selected data cell of the initial dataset can include, as
examples, random character replacement, random character
insertion, random character deletion, random character
swapping, value deletion, column value swapping, and/or
row value swapping. The data modification can impart in a
selected data cell at least one error that can include, as
examples, a typographical error, a value swap across col-
umns error, a value violating data constraint error, a format-
ting error, and/or a missing value error.

[0053] Accuracy, recall, and precision of the model can
vary depending on factors that include the percentage of
erroneous cells in the training data on which the model was
trained. This percentage can be controlled if desired. For
instance, the percentage of errors in an input dataset can be
increased to a desired extent using data modification as
described herein. In testing, it was noted that, in general,
increasing the percentage of errors in the training dataset
increased model recall but decreased model precision, while
decreasing the percentage of errors in the training dataset
results in better precision but lower recall. The percentage of
actual errors in the target dataset to be classified can also
impact these markers of model performance. Thus, experi-
mentation can be conducted to determine and select a
desired percentage of erroneous cells to provide in a training
dataset in order to optimize the model being trained.
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[0054] Accordingly, as described in examples herein, a
model can take as input an entire row of cells with a cell of
focus specified, such that the model is to classify the cell of
focus as to whether or not the cell is erroneous, and
optionally, if so, the types of error(s). The attention mecha-
nism and neural network architecture of the model classifies
can find erroneous data that might otherwise not be detected
if single cells are input and considered individually, i.e.
without the context provided by other cell data of the row.
The model can, for example, infer/learn relationship(s)
between columns and learn data constraints for cells. The
model can utilize a neural network architecture, in addition
to the attention mechanism, to automatically learn this
relationship without additional user input. In embodiments,
the model learns to use other cells within the same row as the
focus cell to help in error identification of the focus cell. The
model can be trained to detect different types of errors and
identify multiple errors (erroneous cells) in a tuple (e.g.
row). This can all be done with relatively little or no input
from a user, and meanwhile rely on only a relatively small
subset of a larger dataset to train the model.

[0055] Insome aspects, the selection and training of the Al
model results in improved speed and/or accuracy or erro-
neous cell detection.

[0056] Additionally, aspects can be used to train a model
to identify any of various types of errors that might exist in
a dataset. Such errors could be errors in both numerical and
non-numerical data types. Additionally or alternatively, the
errors might be contextually informed rather than based on
discrete rules that consider only the cell data itself.

[0057] FIG. 3 depicts an example process for classifying
erroneous cells of a dataset, in accordance with aspects
described herein. In some examples, the process is per-
formed by one or more computer systems, such as those
described herein, which may be or include one or more
cloud servers, and/or one or more other computer systems.
The process obtains (302) a target dataset, where the target
dataset is a tabular dataset including rows and columns of
data cells. The process also obtains (304) an artificial
intelligence (AI) model trained to identify one or more
relationships between cells of a row and classify whether a
selected focus cell of the row is erroneous based at least in
part on the identified one or more relationships. In examples,
the Al model is trained to identify the one or more relation-
ships by way of a multi-head attention component that
includes a plurality of attention heads. The one or more
relationships can inform a context of the focus cell based at
least in part on cells neighboring the focus cell (for instance
within the same row or other rows of the dataset), and the Al
model is configured to classify the focus cell based at least
in part on the informed context.

[0058] Additionally or alternatively, the Al model can
include a plurality of encoder layers, where each such
encoder layer includes a respective at least one attention
layer and a feed-forward layer. The Al model can further
include a perceptron layer that includes an activation func-
tion configured to provide the output classification of the
focus cell being classified. The process of FIG. 3 also applies
(306) the Al model to the target dataset to identify one or
more erroneous cells of the target dataset. An example
process for applying an Al model to identify erroneous cells
in accordance with aspects described herein is provided with
reference to FIG. 4. Continuing with FIG. 3, the process
performs automatic processing (308), for instance the rais-
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ing of an electronic alert to a user that indicates one or more
erroneous cells of the target dataset and/or automatically
modifying the target dataset to change data of one or more
erroneous cells of the target dataset. Example such changing
can include changing or deleting cells/cells data of cells that
are erroneous, deleting from the dataset row(s) with erro-
neous cell data, and/or storing a modified version of the
target dataset with the changes/deletions applied.

[0059] Additionally, though not depicted, the process of
FIG. 3 could include training the Al model, for instance by
obtaining a training dataset and training the Al model using
the training dataset. The training dataset can include at least
some cells labeled as erroneous and at least some cells
labeled as correct. In examples, the training dataset is based
on a first proper subset of a larger dataset. By ‘based on’ in
this context is meant that the training dataset is the subset or
is a modified version of the subset, such as the subset with
modifications applied thereto to impart errors in cells of the
subset. Additionally, the target dataset could be a second
proper subset of that larger dataset, the second proper subset
being different from the first proper subset, so that the model
is trained on a subset of a larger dataset and then the model
is used to classify erroneous cells of the rest (or a portion
thereof) of that larger dataset.

[0060] FIG. 4 depicts an example process for applying a
trained artificial intelligence model to a target dataset to
classify erroneous cells thereof, in accordance with aspects
described herein. In examples, the process is performed by
one or more computer systems. The process enters into an
outer loop by selecting (402) a row of cells of the target
dataset. The process then enters into an inner loop by
identifying (404) a cell, of that row, to be a focus cell. The
process inputs (406) the selected row of cells to the Al model
with an identification of a focus cell of the selected row of
cells. The identified focus cell is the cell to be classified by
the Al model on this iteration. The process proceeds by
classifying (408), by the Al model, the focus cell to obtain
a classification of the focus cell. The classifying identifies
whether the focus cell is erroneous. The classifying could be
a binary classification that classifies the focus cell as being
either erroneous or not erroneous. Additionally or alterna-
tively, the classifying could be a multi-classification that
identifies whether the focus cell is erroneous and, if so, one
or more errors of the focus cell.

[0061] In a specific embodiment, the selected row of cells
is input as a string of cell data of a plurality of cells of the
selected row of cells, where the plurality of cells includes the
focus cell and the string of cell data includes the cell data of
the focus cell. The identification of the focus cell could
include an identification of the cell data of the focus cell
within that string of cell data. The classifying the focus cell
could therefore classify the provided cell data of the focus
cell.

[0062] Accordingly, the process of FIG. 4 could include
building the string of cell data of the plurality of cells. The
building could use a delimiter between cell data of different
cells of the selected row of cells, where the delimiter is
inserted between cell data of different cells. The identifica-
tion of the cell data of the focus cell could include insertion
of a selected character into the string at one or more
positions relative to the cell data of the focus cell (such as
before and after the focus cell data), and the Al model can
be configured to identify the focus cell by locating the
inserted selected character.
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[0063] Continuing with FIG. 4, the process outputs (410)
an indication of the classification of the focus cell, for
instance to a classification table or other target. The process
continues by inquiring (412) whether there is a next cell of
the selected row to be the next focus cell. If so, (412,Y), the
process returns 404 to identify the next cell in the selected
row to be the next focus cell. In this manner, aspects 404,
406, 408, and 410 of FIG. 4 can be iterated over one or more
other cells of the selected row of cells. As a next iteration,
the process identifies the next focus cell (at 404), for
instance as the sequentially-next cell in the row from the
current focus cell that was just classified. The selection of a
next focus cell can be constrained to only cells of the row
that were not already selected as the focus and classified.
Also as part of the iteration, the process again inputs the
selected row of cells (at 406) except that it now identifies the
next focus cell, classifies that next focus cell (at 408) and
outputs (at 410) an indication of the classification of that
next focus cell. This iterating can repeat over each cell of the
selected row of cells, for instance, then stop once each of the
cells has been classified. Alternatively, the check at 412
could incorporate more sophisticated inquiries, for instance
to incorporate a selection technique that might skip certain
cells.

[0064] If at 412 it is determined that there is no next cell
of the currently selected to be a next focus cell (412, N), the
process proceeds by inquiring (414) whether there is a next
row of the target dataset be the next selected row for cell
classification. If so (414,Y), the process returns 402 to select
a next row of cells to process. In this manner, aspects 404,
406, 408, and 410 of FIG. 4 can be iterated over one or more
other row(s) of the target dataset to classify the cells in those
row(s). As a next iteration, the process selects the next row
of cells, for is for instance the sequentially-next row in the
dataset. The selection of a next row can be constrained to
only the rows that were not already selected at 402. The
process then proceeds through 404, 406, 408, 410, and 412
as described above but with respect to this next selected row.
[0065] This iterating can repeat over each row of the target
dataset, for instance, then stop once each of the rows has
been selected and its cells classified. Alternatively, the check
at 414 could incorporate more sophisticated inquiries, for
instance to incorporate a selection technique that might skip
certain rows.

[0066] Once the iteration through the rows of the target
dataset has completed (414, N), the process ends.

[0067] In a particular example of using a trained Al model
in accordance with aspects described herein, a process
obtains a target dataset for classification by the Al model as
to which cells of the target dataset are erroneous, selects a
row of cells of the target dataset, and iteratively performs (i)
inputting to the Al model the selected row of cells with an
indication of a focus cell of the selected row of cells, and (ii)
obtaining, based on the inputting, an indication of whether
the indicated focus cell is erroneous based at least in part on
cell values of other cells of the selected row of cells,
wherein, at each iteration of the iteratively performing, a
different cell of the selected row of cells is indicated as the
focus cell. The process then repeats, for one or more other
rows of cells of the target dataset, the selecting and the
iteratively performing.

[0068] FIG. 5 depicts an example process for providing a
training dataset to train an Al model to classify cells of a
dataset, in accordance with aspects described herein. In
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examples, the process is performed by one or more computer
systems. The process obtains (502) an initial dataset and
performs (504) data modification on selected data cells of
the initial dataset to impart errors in the selected data cells.
In embodiments, the data modification on a selected data cell
of' the initial dataset includes random character replacement,
random character insertion, random character deletion, ran-
dom character swapping, value deletion, column value
swapping, and/or row value swapping. The data modifica-
tion can impart in a selected data cell of the initial dataset at
least one of the following errors, as examples: a typographi-
cal error, a value swap across columns error, a value
violating data constraint error, a formatting error, and/or a
missing value error.

[0069] Continuing with FIG. 5, the process labels (506)
the selected cells as being erroneous. Then, based on per-
forming the data modification and on the labeling, the
process provides (508) the initial dataset, with the errors
imparted in the selected data cells, as the training dataset.

[0070] The training dataset can then be used to build and
train an Al model. In a particular example, a process builds
the Al model configured to classify cells of a dataset, which
building includes obtaining a training dataset and training
the Al model using the training dataset, where the training
includes (i) selecting a row of cells of the training dataset,
(i1) iteratively performing, for each cell of a plurality of cells
of the selected row of cells, inputting the row of cells to the
Al model and indicating the cell as being a focus cell along
with a label as to whether the focus cell is erroneous, and
(iii) repeating the selecting and the iteratively performing for
one or more other rows of cells of the training dataset. The
training can provide labels to the Al model as to which cells
are erroneous, and thus trains the Al model to classify a
selected focus cell of an input row of cells as to whether the
selected focus cell is erroneous based at least in part on cell
values of other cells of the input row of cells.

[0071] Although various examples are provided, varia-
tions are possible without departing from a spirit of the
claimed aspects.

[0072] Processes described herein may be performed sin-
gly or collectively by one or more computer systems. FIG.
6 depicts one example of such a computer system and
associated devices to incorporate and/or use aspects
described herein. A computer system may also be referred to
herein as a data processing device/system, computing
device/system/node, or simply a computer. The computer
system may be based on one or more of various system
architectures and/or instruction set architectures, such as
those offered by International Business Machines Corpora-
tion (Armonk, N.Y., USA), Intel Corporation (Santa Clara,
Calif., USA) or ARM Holdings plc (Cambridge, England,
United Kingdom), as examples.

[0073] FIG. 6 shows a computer system 600 in commu-
nication with external device(s) 612. Computer system 600
includes one or more processor(s) 602, for instance central
processing unit(s) (CPUs). A processor can include func-
tional components used in the execution of instructions,
such as functional components to fetch program instructions
from locations such as cache or main memory, decode
program instructions, and execute program instructions,
access memory for instruction execution, and write results
of the executed instructions. A processor 602 can also
include register(s) to be used by one or more of the func-
tional components. Computer system 600 also includes
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memory 604, input/output (I/O) devices 608, and I/O inter-
faces 610, which may be coupled to processor(s) 602 and
each other via one or more buses and/or other connections.
Bus connections represent one or more of any of several
types of bus structures, including a memory bus or memory
controller, a peripheral bus, an accelerated graphics port, and
a processor or local bus using any of a variety of bus
architectures. By way of example, and not limitation, such
architectures include the Industry Standard Architecture
(ISA), the Micro Channel Architecture (MCA), the
Enhanced ISA (EISA), the Video Electronics Standards
Association (VESA) local bus, and the Peripheral Compo-
nent Interconnect (PCI).

[0074] Memory 604 can be or include main or system
memory (e.g. Random Access Memory) used in the execu-
tion of program instructions, storage device(s) such as hard
drive(s), flash media, or optical media as examples, and/or
cache memory, as examples. Memory 604 can include, for
instance, a cache, such as a shared cache, which may be
coupled to local caches (examples include L1 cache, [.2
cache, etc.) of processor(s) 602. Additionally, memory 604
may be or include at least one computer program product
having a set (e.g., at least one) of program modules, instruc-
tions, code or the like that is/are configured to carry out
functions of embodiments described herein when executed
by one or more processors.

[0075] Memory 604 can store an operating system 605 and
other computer programs 606, such as one or more computer
programs/applications that execute to perform aspects
described herein. Specifically, programs/applications can
include computer readable program instructions that may be
configured to carry out functions of embodiments of aspects
described herein.

[0076] Examples of I/O devices 608 include but are not
limited to microphones, speakers, Global Positioning Sys-
tem (GPS) devices, cameras, lights, accelerometers, gyro-
scopes, magnetometers, sensor devices configured to sense
light, proximity, heart rate, body and/or ambient tempera-
ture, blood pressure, and/or skin resistance, and activity
monitors. An /O device may be incorporated into the
computer system as shown, though in some embodiments an
1/O device may be regarded as an external device (612)
coupled to the computer system through one or more /O
interfaces 610.

[0077] Computer system 600 may communicate with one
or more external devices 612 via one or more I/O interfaces
610. Example external devices include a keyboard, a point-
ing device, a display, and/or any other devices that enable a
user to interact with computer system 600. Other example
external devices include any device that enables computer
system 600 to communicate with one or more other com-
puting systems or peripheral devices such as a printer. A
network interface/adapter is an example I/O interface that
enables computer system 600 to communicate with one or
more networks, such as a local area network (LAN), a
general wide area network (WAN), and/or a public network
(e.g., the Internet), providing communication with other
computing devices or systems, storage devices, or the like.
Ethernet-based (such as Wi-Fi) interfaces and Bluetooth®
adapters are just examples of the currently available types of
network adapters used in computer systems (BLUETOOTH
is a registered trademark of Bluetooth SIG, Inc., Kirkland,
Wash., U.S.A).
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[0078] The communication between I/O interfaces 610
and external devices 612 can occur across wired and/or
wireless communications link(s) 611, such as Ethernet-
based wired or wireless connections. Example wireless
connections include cellular, Wi-Fi, Bluetooth®, proximity-
based, near-field, or other types of wireless connections.
More generally, communications link(s) 611 may be any
appropriate wireless and/or wired communication link(s) for
communicating data.

[0079] Particular external device(s) 612 may include one
or more data storage devices, which may store one or more
programs, one or more computer readable program instruc-
tions, and/or data, etc. Computer system 600 may include
and/or be coupled to and in communication with (e.g. as an
external device of the computer system) removable/non-
removable, volatile/non-volatile computer system storage
media. For example, it may include and/or be coupled to a
non-removable, non-volatile magnetic media (typically
called a “hard drive”), a magnetic disk drive for reading
from and writing to a removable, non-volatile magnetic disk
(e.g., a “floppy disk™), and/or an optical disk drive for
reading from or writing to a removable, non-volatile optical
disk, such as a CD-ROM, DVD-ROM or other optical
media.

[0080] Computer system 600 may be operational with
numerous other general purpose or special purpose comput-
ing system environments or configurations. Computer sys-
tem 600 may take any of various forms, well-known
examples of which include, but are not limited to, personal
computer (PC) system(s), server computer system(s), such
as messaging server(s), thin client(s), thick client(s), work-
station(s), laptop(s), handheld device(s), mobile device(s)/
computer(s) such as smartphone(s), tablet(s), and wearable
device(s), multiprocessor system(s), microprocessor-based
system(s), telephony device(s), network appliance(s) (such
as edge appliance(s)), virtualization device(s), storage con-
troller(s), set top box(es), programmable consumer electron-
ic(s), network PC(s), minicomputer system(s), mainframe
computer system(s), and distributed cloud computing envi-
ronment(s) that include any of the above systems or devices,
and the like.

[0081] It is to be understood that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present invention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

[0082] Cloud computing is a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
effort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.
[0083] Characteristics are as follows:

[0084] On-demand self-service: a cloud consumer can
unilaterally provision computing capabilities, such as server
time and network storage, as needed automatically without
requiring human interaction with the service’s provider.
[0085] Broad network access: capabilities are available
over a network and accessed through standard mechanisms
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that promote use by heterogeneous thin or thick client
platforms (e.g., mobile phones, laptops, and PDAs).
[0086] Resource pooling: the provider’s computing
resources are pooled to serve multiple consumers using a
multi-tenant model, with different physical and virtual
resources dynamically assigned and reassigned according to
demand. There is a sense of location independence in that
the consumer generally has no control or knowledge over
the exact location of the provided resources but may be able
to specity location at a higher level of abstraction (e.g.,
country, state, or datacenter).

[0087] Rapid elasticity: capabilities can be rapidly and
elastically provisioned, in some cases automatically, to
quickly scale out and rapidly released to quickly scale in. To
the consumer, the capabilities available for provisioning
often appear to be unlimited and can be purchased in any
quantity at any time.

[0088] Measured service: cloud systems automatically
control and optimize resource use by leveraging a metering
capability at some level of abstraction appropriate to the
type of service (e.g., storage, processing, bandwidth, and
active user accounts). Resource usage can be monitored,
controlled, and reported, providing transparency for both the
provider and consumer of the utilized service.

[0089] Service Models are as follows:

[0090] Software as a Service (SaaS): the capability pro-
vided to the consumer is to use the provider’s applications
running on a cloud infrastructure. The applications are
accessible from various client devices through a thin client
interface such as a web browser (e.g., web-based e-mail).
The consumer does not manage or control the underlying
cloud infrastructure including network, servers, operating
systems, storage, or even individual application capabilities,
with the possible exception of limited user-specific applica-
tion configuration settings.

[0091] Platform as a Service (PaaS): the capability pro-
vided to the consumer is to deploy onto the cloud infra-
structure consumer-created or acquired applications created
using programming languages and tools supported by the
provider. The consumer does not manage or control the
underlying cloud infrastructure including networks, servers,
operating systems, or storage, but has control over the
deployed applications and possibly application hosting envi-
ronment configurations.

[0092] Infrastructure as a Service (laaS): the capability
provided to the consumer is to provision processing, storage,
networks, and other fundamental computing resources
where the consumer is able to deploy and run arbitrary
software, which can include operating systems and applica-
tions. The consumer does not manage or control the under-
lying cloud infrastructure but has control over operating
systems, storage, deployed applications, and possibly lim-
ited control of select networking components (e.g., host
firewalls).

[0093] Deployment Models are as follows:

[0094] Private cloud: the cloud infrastructure is operated
solely for an organization. It may be managed by the
organization or a third party and may exist on-premises or
off-premises.

[0095] Community cloud: the cloud infrastructure is
shared by several organizations and supports a specific
community that has shared concerns (e.g., mission, security
requirements, policy, and compliance considerations). It
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may be managed by the organizations or a third party and
may exist on-premises or off-premises.

[0096] Public cloud: the cloud infrastructure is made
available to the general public or a large industry group and
is owned by an organization selling cloud services.

[0097] Hybrid cloud: the cloud infrastructure is a compo-
sition of two or more clouds (private, community, or public)
that remain unique entities but are bound together by stan-
dardized or proprietary technology that enables data and
application portability (e.g., cloud bursting for load-balanc-
ing between clouds).

[0098] A cloud computing environment is service oriented
with a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing is
an infrastructure that includes a network of interconnected
nodes.

[0099] Referring now to FIG. 7, illustrative cloud com-
puting environment 50 is depicted. As shown, cloud com-
puting environment 50 includes one or more cloud comput-
ing nodes 10 with which local computing devices used by
cloud consumers, such as, for example, personal digital
assistant (PDA) or cellular telephone 54A, desktop com-
puter 54B, laptop computer 54C, and/or automobile com-
puter system 54N may communicate. Nodes 10 may com-
municate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 50 to offer infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It is understood that the types of com-
puting devices 54A-N shown in FIG. 7 are intended to be
illustrative only and that computing nodes 10 and cloud
computing environment 50 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).
[0100] Referring now to FIG. 8, a set of functional
abstraction layers provided by cloud computing environ-
ment 50 (FIG. 7) is shown. It should be understood in
advance that the components, layers, and functions shown in
FIG. 8 are intended to be illustrative only and embodiments
of the invention are not limited thereto. As depicted, the
following layers and corresponding functions are provided:
[0101] Hardware and software layer 60 includes hardware
and software components. Examples of hardware compo-
nents include: mainframes 61; RISC (Reduced Instruction
Set Computer) architecture based servers 62; servers 63;
blade servers 64; storage devices 65; and networks and
networking components 66. In some embodiments, software
components include network application server software 67
and database software 68.

[0102] Virtualization layer 70 provides an abstraction
layer from which the following examples of virtual entities
may be provided: virtual servers 71; virtual storage 72;
virtual networks 73, including virtual private networks;
virtual applications and operating systems 74; and virtual
clients 75.

[0103] Inone example, management layer 80 may provide
the functions described below. Resource provisioning 81
provides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 82
provide cost tracking as resources are utilized within the
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cloud computing environment, and billing or invoicing for
consumption of these resources. In one example, these
resources may include application software licenses. Secu-
rity provides identity verification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 83 provides access to the cloud computing environ-
ment for consumers and system administrators. Service level
management 84 provides cloud computing resource alloca-
tion and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 85 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement is
anticipated in accordance with an SLA.

[0104] Workloads layer 90 provides examples of function-
ality for which the cloud computing environment may be
utilized. Examples of workloads and functions which may
be provided from this layer include: mapping and navigation
91; software development and lifecycle management 92;
virtual classroom education delivery 93; data analytics pro-
cessing 94; transaction processing 95; and cell classification
96.

[0105] The present invention may be a system, a method,
and/or a computer program product at any possible technical
detail level of integration. The computer program product
may include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention.

[0106] The computer readable storage medium can be a
tangible device that can retain and store instructions for use
by an instruction execution device. The computer readable
storage medium may be, for example, but is not limited to,
an electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
is not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

[0107] Computer readable program instructions described
herein can be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a net-
work, for example, the Internet, a local area network, a wide
area network and/or a wireless network. The network may
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface in each computing/processing
device receives computer readable program instructions
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from the network and forwards the computer readable
program instructions for storage in a computer readable
storage medium within the respective computing/processing
device.

[0108] Computer readable program instructions for carry-
ing out operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or either source code
or object code written in any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, in order to
perform aspects of the present invention.

[0109] Aspects of the present invention are described
herein with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems), and computer
program products according to embodiments of the inven-
tion. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer readable program instruc-
tions.

[0110] These computer readable program instructions may
be provided to a processor of a computer, or other program-
mable data processing apparatus to produce a machine, such
that the instructions, which execute via the processor of the
computer or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks.

[0111] The computer readable program instructions may
also be loaded onto a computer, other programmable data
processing apparatus, or other device to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
execute on the computer, other programmable apparatus, or
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other device implement the functions/acts specified in the
flowchart and/or block diagram block or blocks.

[0112] The flowchart and block diagrams in the Figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods, and com-
puter program products according to various embodiments
of the present invention. In this regard, each block in the
flowchart or block diagrams may represent a module, seg-
ment, or portion of instructions, which comprises one or
more executable instructions for implementing the specified
logical function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted in the Figures. For example, two blocks shown in
succession may, in fact, be accomplished as one step,
executed concurrently, substantially concurrently, in a par-
tially or wholly temporally overlapping manner, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

[0113] In addition to the above, one or more aspects may
be provided, offered, deployed, managed, serviced, etc. by a
service provider who offers management of customer envi-
ronments. For instance, the service provider can create,
maintain, support, etc. computer code and/or a computer
infrastructure that performs one or more aspects for one or
more customers. In return, the service provider may receive
payment from the customer under a subscription and/or fee
agreement, as examples. Additionally or alternatively, the
service provider may receive payment from the sale of
advertising content to one or more third parties.

[0114] In one aspect, an application may be deployed for
performing one or more embodiments. As one example, the
deploying of an application comprises providing computer
infrastructure operable to perform one or more embodi-
ments.

[0115] As a further aspect, a computing infrastructure may
be deployed comprising integrating computer readable code
into a computing system, in which the code in combination
with the computing system is capable of performing one or
more embodiments.

[0116] As yet a further aspect, a process for integrating
computing infrastructure comprising integrating computer
readable code into a computer system may be provided. The
computer system comprises a computer readable medium, in
which the computer medium comprises one or more
embodiments. The code in combination with the computer
system is capable of performing one or more embodiments.

[0117] Although wvarious embodiments are described
above, these are only examples.

[0118] The terminology used herein is for the purpose of
describing particular embodiments only and is not intended
to be limiting. As used herein, the singular forms “a”, “an”
and “the” are intended to include the plural forms as well,
unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising”, when used in this specification, specify the pres-
ence of stated features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
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addition of one or more other features, integers, steps,
operations, elements, components and/or groups thereof.
[0119] The corresponding structures, materials, acts, and
equivalents of all means or step plus function elements in the
claims below, if any, are intended to include any structure,
material, or act for performing the function in combination
with other claimed elements as specifically claimed. The
description of one or more embodiments has been presented
for purposes of illustration and description, but is not
intended to be exhaustive or limited to in the form disclosed.
Many modifications and variations will be apparent to those
of ordinary skill in the art. The embodiment was chosen and
described in order to best explain various aspects and the
practical application, and to enable others of ordinary skill
in the art to understand various embodiments with various
modifications as are suited to the particular use contem-
plated.

What is claimed is:

1. A computer-implemented method comprising:

obtaining a target dataset, the target dataset comprising

rows and columns of data cells;

obtaining an artificial intelligence (AI) model trained to

identify one or more relationships between cells of a
row and classify whether a selected focus cell of the
row is erroneous based at least in part on the identified
one or more relationships;

applying the Al model to the target dataset to identify one

or more erroneous cells of the target dataset, the

applying comprising:

selecting a row of cells of the target dataset;

inputting the selected row of cells to the Al model with
an identification of a focus cell of the selected row of
cells, the focus cell to be classified by the Al model;

classifying, by the Al model, the focus cell to obtain a
classification of the focus cell, the classifying iden-
tifying whether the focus cell is erroneous; and

outputting an indication of the classification of the
focus cell.

2. The method of claim 1, wherein the classifying com-
prises one selected from the group consisting of:

a binary classification that classifies the focus cell as

being either erroneous or not erroneous; and

a multi-classification that identifies whether the focus cell

is erroneous and, if so, one or more errors of the focus
cell.

3. The method of claim 1, wherein the inputting the
selected row of cells comprises inputting to the Al model a
string of cell data of a plurality of cells of the selected row
of cells, the plurality of cells comprising the focus cell and
the string of cell data of the plurality of cells comprising cell
data of the focus cell, wherein the identification of the focus
cell comprises an identification of the cell data of the focus
cell within the string of cell data of the plurality of cells, and
wherein the classifying the focus cell classifies the cell data
of the focus cell.

4. The method of claim 3, further comprising building the
string of cell data of the plurality of cells, wherein the
building provides a delimiter between cell data of different
cells of the selected row of cells, and wherein the identifi-
cation of the cell data of the focus cell comprises insertion
of a selected character into the string at one or more
positions relative to the cell data of the focus cell, wherein
the Al model is configured to identify the focus cell by
locating the inserted selected character.
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5. The method of claim 1, wherein the applying further
comprises:
iterating, over one or more other cells of the selected row
of cells, the inputting the selected row of cells, the
classifying the focus cell, and the outputting an indi-
cation of the classification of the focus cell, wherein, at
each iteration of the iterating, the applying:
identifies a next focus cell of the selected row of cells,
the next focus cell being a different cell than each
prior-identified and classified focus cell of the
selected row of cells;

inputs the selected row of cells to the Al model with an
identification of the next focus cell, the next focus
cell to be classified by the Al model;

classifies the next focus cell to obtain a classification of
the next focus cell, the classifying identifying
whether the focus cell is erroneous; and

outputs an indication of the classification of the next
focus cell.

6. The method of claim 5, wherein the applying further
comprises iterating, over one or more other rows of the
target dataset:

the selecting a row of cells;

the inputting the selected row of cells to the Al model with
an identification of a focus cell;

the classifying the focus cell;

the outputting an indication of the classification of the
focus cell; and

the iterating, over one or more other cells of the selected
row of cells, the inputting the selected row of cells, the
classifying the focus cell, and the outputting an indi-
cation of the classification of the focus cell, wherein at
each iteration of the iterating over the one or more other
rows of the target dataset, the applying identifies a next
row of cells of the target dataset, the next row of cells
being a different row of cells than each prior-selected
row of cells, and wherein the identified next row of
cells is the selected row of cells.

7. The method of claim 1, wherein the Al model is trained

to identify the one or more relationships by way of a
multi-head attention component that comprises a plurality of
attention heads, wherein the one or more relationships
inform a context of the focus cell based at least in part on
cells neighboring the focus cell, and wherein the Al model
is configured to classify the focus cell based at least in part
on the informed context.

8. The method of claim 1, wherein the Al model com-
prises:

a plurality of encoder layers, each encoder layer of the
plurality of encoder layers comprising a respective at
least one attention layer and a feed-forward layer; and

a perceptron layer comprising an activation function
configured to provide the output classification of the
focus cell.

9. The method of claim 1, further comprising training the
Al model using a training dataset, the training dataset
comprising at least some cells labeled as erroneous and at
least some cells labeled as correct.

10. The method of claim 9, wherein the training dataset is
based on a first proper subset of a larger dataset and wherein
the target dataset is a second proper subset of that larger
dataset, the second proper subset being different from the
first proper subset.
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11. The method of claim 9, further comprising:

obtaining an initial dataset;

performing data modification on selected data cells of the

initial dataset to impart errors in the selected data cells;
labeling the selected cells as being erroneous; and
based on performing the data modification and on the
labeling, providing the initial dataset, with the errors
imparted in the selected data cells, as the training
dataset.

12. The method of claim 11, wherein the data modification
on a selected data cell of the initial dataset comprises at least
one selected form the group consisting of:

random character replacement, random character inser-

tion, random character deletion, random character
swapping, value deletion, column value swapping, and
row value swapping.

13. The method of claim 11, wherein the data modification
imparts in a selected data cell of the initial dataset at least
one error selected from the group consisting of: a typo-
graphical error, a value swap across columns error, a value
violating data constraint error, a formatting error, and a
missing value error.

14. The method of claim 1, further comprising performing
automatic processing, the automatic processing comprising
raising an electronic alert to a user that indicates one or more
erroneous cells of the target dataset.

15. A computer system comprising:

a memory; and

a processor in communication with the memory, wherein

the computer system is configured to perform a method
comprising:
obtaining a target dataset, the target dataset comprising
rows and columns of data cells;
obtaining an artificial intelligence (AI) model trained to
identify one or more relationships between cells of a
row and classify whether a selected focus cell of the
row is erroneous based at least in part on the iden-
tified one or more relationships;
applying the Al model to the target dataset to identify
one or more erroneous cells of the target dataset, the
applying comprising:
selecting a row of cells of the target dataset;
inputting the selected row of cells to the Al model
with an identification of a focus cell of the selected
row of cells, the focus cell to be classified by the
Al model;
classifying, by the Al model, the focus cell to obtain
a classification of the focus cell, the classifying
identifying whether the focus cell is erroneous;
and
outputting an indication of the classification of the
focus cell.

16. The computer system of claim 15, wherein the method
further comprises building a string of cell data of a plurality
of cells of the selected row of cells, the plurality of cells
comprising the focus cell and the string of cell data of the
plurality of cells comprising cell data of the focus cell,
wherein the building provides a delimiter between cell data
of different cells of the selected row of cells, wherein the
inputting the selected row of cells comprises inputting to the
Al model the built string, wherein the identification of the
focus cell comprises an identification of the cell data of the
focus cell within the string of cell data of the plurality of
cells, wherein the identification of the cell data of the focus
cell comprises insertion of a selected character into the
string at one or more positions relative to the cell data of the
focus cell, wherein the Al model is configured to identify the
focus cell by locating the inserted selected character, and
wherein the classifying the focus cell classifies the cell data
of the focus cell.
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17. The computer system of claim 15, wherein the Al
model is trained to identify the one or more relationships by
way of a multi-head attention component that comprises a
plurality of attention heads, wherein the one or more rela-
tionships inform a context of the focus cell based at least in
part on cells neighboring the focus cell, and wherein the Al
model is configured to classify the focus cell based at least
in part on the informed context.

18. The computer system of claim 15, wherein the method
further comprises training the Al model using a training
dataset, the training dataset comprising at least some cells
labeled as erroneous and at least some cells labeled as
correct, wherein the training dataset is based on a first proper
subset of a larger dataset and wherein the target dataset is a
second proper subset of that larger dataset, the second proper
subset being different from the first proper subset.

19. The computer system of claim 15, wherein the method
further comprises:

obtaining an initial dataset;

performing data modification on selected data cells of the
initial dataset to impart errors in the selected data cells;

labeling the selected cells as being erroneous;

based on performing the data modification and on the
labeling, providing the initial dataset, with the errors
imparted in the selected data cells, as a training dataset;
and

training the AI model using the training dataset, the
training dataset comprising at least the selected cells
labeled as erroneous and at least some other cells
labeled as correct.

20. A computer program product comprising:

a computer readable storage medium readable by a pro-
cessing circuit and storing instructions for execution by
the processing circuit for performing a method com-
prising:
obtaining a target dataset, the target dataset comprising

rows and columns of data cells;

obtaining an artificial intelligence (AI) model trained to

identify one or more relationships between cells of a

row and classify whether a selected focus cell of the

row is erroneous based at least in part on the iden-

tified one or more relationships;

applying the Al model to the target dataset to identify

one or more erroneous cells of the target dataset, the

applying comprising:

selecting a row of cells of the target dataset;

inputting the selected row of cells to the Al model
with an identification of a focus cell of the selected
row of cells, the focus cell to be classified by the
Al model;

classifying, by the Al model, the focus cell to obtain
a classification of the focus cell, the classifying
identifying whether the focus cell is erroneous;
and

outputting an indication of the classification of the
focus cell.

21. The computer program product of claim 20, wherein
the Al model is trained to identify the one or more relation-
ships by way of a multi-head attention component that
comprises a plurality of attention heads, wherein the one or
more relationships inform a context of the focus cell based
at least in part on cells neighboring the focus cell, and
wherein the Al model is configured to classify the focus cell
based at least in part on the informed context.

22. The computer program product of claim 20, wherein
the method further comprises training the Al model using a
training dataset, the training dataset comprising at least
some cells labeled as erroneous and at least some cells
labeled as correct, wherein the training dataset is based on
a first proper subset of a larger dataset and wherein the target
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dataset is a second proper subset of that larger dataset, the
second proper subset being different from the first proper
subset.
23. The computer program product of claim 20, wherein
the method further comprises:
obtaining an initial dataset;
performing data modification on selected data cells of the
initial dataset to impart errors in the selected data cells;
labeling the selected cells as being erroneous;
based on performing the data modification and on the
labeling, providing the initial dataset, with the errors
imparted in the selected data cells, as a training dataset;
and
training the Al model using the training dataset, the
training dataset comprising at least the selected cells
labeled as erroneous and at least some other cells
labeled as correct.
24. A computer-implemented method comprising:
building an artificial intelligence (Al) model configured to
classify cells of a dataset, the building comprising:
obtaining a training dataset; and
training the Al model using the training dataset, the
training comprising:
selecting a row of cells of the training dataset;
iteratively performing, for each cell of a plurality of
cells of the selected row of cells, inputting the row
of cells to the Al model and indicating the cell as
being a focus cell along with a label as to whether
the focus cell is erroneous; and
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repeating the selecting and the iteratively performing
for one or more other rows of cells of the training
dataset, wherein the training provides labels to the
Al model as to which cells are erroneous, and
wherein the training trains the Al model to classify
a selected focus cell of an input row of cells as to
whether the selected focus cell is erroneous based
at least in part on cell values of other cells of the
input row of cells.
25. A computer-implemented method comprising:
obtaining a target dataset for classification by an artificial
intelligence (AI) model as to which cells of the target
dataset are erroneous;
selecting a row of cells of the target dataset;
iteratively performing:
inputting to the Al model the selected row of cells with
an indication of a focus cell of the selected row of
cells; and
obtaining, based on the inputting, an indication of
whether the indicated focus cell is erroneous based at
least in part on cell values of other cells of the
selected row of cells, wherein, at each iteration of the
iteratively performing, a different cell of the selected
row of cells is indicated as the focus cell; and
repeating, for one or more other rows of cells of the target
dataset, the selecting and the iteratively performing.
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