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(54) METHOD AND APPARATUS FOR TRAINING NON-AUTOREGRESSIVE TRANSLATION MODEL

(57) Disclosed are a method and an apparatus for
training a non-autoregressive translation (NAT) model,

which relate to fields of deep learning and natural lan-

guage processing. The method includes : acquiring a
source language text, a target language text correspond-
ing to the source language text and a target length of the
target language text; generating a target language pre-
diction text and a prediction length by inputting the source

language text into the NAT model, in which initialization
parameters of the NAT model are determined based on
parameters of a pre-trained translation model; and ob-
taining a target NAT model by training the NAT model
based on the target language text, the target language
prediction text, the targetlength and the prediction length,
which may reduce training time, avoid local optimum and
improve the training effect of the model.
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acquiring a first source language text, a first target language text
corresponding to the first source language text and a first target length
of the first target language text

S102

generating a first target language prediction text and a first prediction
length by inputting the first source language text into a non-
autoregressive translation model to be trained

/-8103

obtaining a non-autoregressive translation model by training the non-

autoregressive translation model to be trained based on the first target

language text, the first target language prediction text, the first target
length and the first prediction length
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Description
TECHNICAL FIELD

[0001] The invention relates to fields of deep learning
and natural language processing in the field of artificial
intelligence (Al) technology, and specifically to a method
and an apparatus for training a non-autoregressive trans-
lation (NAT) model.

BACKGROUND

[0002] With the development of artificial intelligence
(Al), translation between different languages through an
application program or an intelligent terminal has become
popular. In machine translation, the current model archi-
tecture widely adopted is an encoder-decoder structure.
In detail, a source language text is first encoded by the
encoder, and text information is converted into vector
information. Then, the vector information is translated by
the decoder into a target language text.

SUMMARY

[0003] Provided are a method and an apparatus for
training a non-autoregressive translation (NAT) model.

[0004] According to a first aspect, a computer-imple-
mented method for training a non-autoregressive trans-
lation (NAT) modelincludes: acquiring a source language
text, a target language text corresponding to the source
language text and a target length of the target language
text; generating a target language prediction text and a
prediction length by inputting the source language text
into the NAT model, in which initialization parameters of
the NAT model are determined based on parameters of
a pre-trained translation model, training data of the pre-
trained translation model includes a first hybrid text and
a second hybrid text, the first hybrid text comprises a first
source language text, a separator and a second target
language text sequentially arranged, and the second hy-
brid text comprises a first target language text corre-
sponding to the first source language text, the separator,
and a second source language text corresponding to the
second target language text sequentially arranged; and
obtaining a target NAT model by training the NAT model
based on the target language text, the target language
predictiontext, the targetlength and the prediction length.
[0005] Accordingto a second aspect, an apparatus for
training a non-autoregressive translation (NAT) model
includes: a first acquiring module, configured to acquire
a source language text, a target language text corre-
sponding to the source language text and a target length
of the target language text; a first generation module,
configured to generate a target language prediction text
and a prediction length by inputting the source language
textinto the NAT model, in which initialization parameters
of the NAT model are determined based on parameters
of a pre-trained translation model, training data of the
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pre-trained translation model includes a first hybrid text
and a second hybrid text, the first hybrid text comprises
a first source language text, a separator and a second
target language text sequentially arranged, and the sec-
ond hybrid text comprises a first target language text cor-
responding to the first source language text, the separa-
tor, and a second source language text corresponding
to the second target language text sequentially arranged;
and a first training module, configured to obtain a target
NAT model by training the NAT model based on the target
language text, the target language prediction text, the
target length and the prediction length.

[0006] According to a third aspect, an electronic device
is provided, and includes: at least one processor; and a
memory communicatively coupled to at least one proc-
essor. The memory stores instructions executable by the
at least one processor, and the instructions are per-
formed by the at least one processor, so that the at least
one processor may perform a method for training a non-
autoregressive translation model according to the first
aspect of the present invention.

[0007] According to a fourth aspect, a non-transitory
computer-readable storage medium stored with compu-
terinstructions is provided, the computer instructions are
configured to perform a method for training a non-autore-
gressive translation model as described in the first aspect
of the invention.

[0008] According to a fifth aspect, a computer program
product is provided, and includes a computer program,
the computer program is configured to execute a method
for training a non-autoregressive translation model when
executed by a processor according to a first aspect.
[0009] The method according to the invention may re-
duce training time, avoid local optimum and improve the
training effect of the NAT model.

[0010] It should be understood that, the content de-
scribed in the part is not intended to identify key or im-
portant features of embodiments of the invention, nor in-
tended to limit the scope of the invention. Other features
of the invention will be easy to understand through the
following specification.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] Thedrawings are intended to better understand
the solution, and do not constitute a limitation to the in-
vention.

FIG. 1 is a flowchart illustrating a method for training
a non-autoregressive translation model according to
a first embodiment of the present invention.

FIG. 2 is a block diagram of training a non-autore-
gressive translation model in the method for training
a non-autoregressive translation model according to
the present invention.

FIG. 3 is a diagram illustrating the first inference of
the non-autoregressive translation model in the
method for training a non-autoregressive translation
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model according to the present invention.

FIG. 4 is a diagram illustrating the (n+1)th inference
of the non-autoregressive translation model in the
method for training a non-autoregressive translation
model according to the present invention.

FIG. 5is a flowchart illustrating a method for training
a non-autoregressive translation model according to
a second embodiment of the present invention.
FIG. 6 is a flowchart illustrating a method for training
a non-autoregressive translation model according to
a third embodiment of the present invention.

FIG. 7 is a diagram illustrating a pre-trained transla-
tion model in a method for training a non-autoregres-
sive translation model according to the present in-
vention.

FIG. 8 is a block diagram illustrating an apparatus
for training a non-autoregressive translation model
according to a first embodiment of the presentinven-
tion.

FIG. 9 is a block diagram illustrating an apparatus
for training a non-autoregressive translation model
according to a first embodiment of the presentinven-
tion.

FIG. 10 is a block diagram illustrating an electronic
device configured to implement a method for training
a non-autoregressive translation model in the em-
bodiment of the present invention.

DETAILED DESCRIPTION

[0012] The embodiments of the present invention are
described as below with reference to the accompanying
drawings, which include various details of embodiments
of the present invention to facilitate understanding, and
should be considered as merely exemplary. Similarly, for
clarity and conciseness, descriptions of well-known func-
tions and structures are omitted in the following descrip-
tions.

[0013] Artificial Intelligence (Al) is a new science of
technology that studies and develops theories, methods,
technologies and application systems configured to sim-
ulate, extend and expand human intelligence. At present,
the Al technology is characterized by high automation,
high accuracy and low cost, which is widely applied.
[0014] DeepLearning (DL)is a new research direction
in the field of machine learning (ML) that learns inherent
law and representation hierarchy of sample data, and
information acquired in the learning process is of great
help in interpretation of data such as words, images and
sound. The final goal is that the machine may have an-
alytic learning ability like humans, which may recognize
data such as words, images, sound, etc. In terms of spe-
cific research contents, it mainly includes a neural net-
work system based on a convolution operation (that is,
a convolutional neural network); a self-encoding neural
network based on a multi-layer neuron; and a deep belief
network which is obtained by pre-training in a multi-layer
self-encoding neural network and optimizing neural net-
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work weights in combination with authentication informa-
tion. DL makes many achievements in search technolo-
gy, data mining, machine learning, machine translation,
natural language processing, multimedia learning, voice,
recommendation, personalization technology and other
related fields. DL enables the machine to imitate human
activities such as seeing, hearing and thinking, which
solves many complex difficulties of pattern recognition,
so that Al-related technology makes great progress.
[0015] Naturallanguage processing (NLP)is animpor-
tant direction in the fields of computer science and Al,
and mainly studies various theories and methods that
may achieve effective communication between human
and computer in natural language. NLP is a science that
integrates linguistics, computer science and mathemat-
ics. NLP relates to natural language, that is, daily lan-
guage of people. NLP is closely related to linguistics, but
also has important differences from the linguistics. NLP
studies a computer system that may effectively achieve
natural language communication, especially a software
system, rather than to generally study natural language.
Therefore, it is a part of computer science.

[0016] For the "encoder-decoder" structure in the re-
lated art, the translation quality depends on the perform-
ance of the encoder and the decoder. In order to improve
the translation speed, parallel decoding is performed in
a non-autoregressive decoding manner. That is to say,
a plurality of words may be simultaneously translated in
one translation process. However, this method in the re-
lated is difficult to obtain a non-autoregressive translation
(NAT) model with good performance by training based
on a very small amount of scarce languages. In general,
the model-training process in the related art is easy to
fall into local optimum.

[0017] In order to overcome the above problem in the
related art, the invention provides a method and an ap-
paratus for training a non-autoregressive translation
model in the embodiment of the invention, which are de-
scribed in combination with the accompanying drawings.
The target NAT model obtained by the method in the
invention may be of good performance for a very small
amount of scarce languages.

[0018] FIG. 1 is a flowchart illustrating a method for
training a non-autoregressive translation model accord-
ing to a first embodiment of the present invention.
[0019] As illustrated in FIG.1, the method for training
a non-autoregressive translation model in the embodi-
ment of the invention may specifically include the follow-
ing steps at S101-S103.

[0020] AtS101, afirst source language text, a first tar-
get language text corresponding to the first source lan-
guage text and a first target length of the first target lan-
guage text are acquired.

[0021] Specifically, the method for training a non-au-
toregressive translation model in the embodiment of the
invention may be executed by an apparatus for training
a non-autoregressive translation model in the embodi-
ment of the invention, and the apparatus may be a hard-
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ware device with a data information processing ability,
and/or a software necessary to drive the work of the hard-
ware device. Optionally, an execution subject may in-
clude aworkstation, a server, a computer, a user terminal
and other devices. The user terminal includes but not
limited to a mobile phone, a computer, a smart voice in-
teraction device, a smart appliance, a vehicle-mounted
terminal, etc.

[0022] In animplementation, a certain language is se-
lected from a plurality of languages of training data as a
source language, for example, Chinese, and another lan-
guage is selected as the target language, for example,
English. The text to be translated in a source language
is acquired from training data as the first source language
text, and the text in a target language having the same
semantics as the first source language text is acquired
as the first target language text. Therefore, the first
source language text, the first target language text cor-
responding to the first source language text and the first
target length of the first target language text may be ac-
quired. For example, the first target length may be a word
number of the first target language text.

[0023] For example, taking Chinese as a source lan-
guage and English as a target language, the acquired

first source language text is " iz % - /|\ Zq'li % ", the
first target language text corresponding to the first source
language text is "This is an apple", and the first target
length of the first target language text is the word number
of "This is an apple", i.e., 4.

[0024] At S102, a first target language prediction text
and a first prediction length are generated by inputting
the first source language text into a non-autoregressive
translation model to be trained.

[0025] In the embodiment of the invention, the non-
aggressive translation model to be trained may be con-
structed based on an open-source mBART model. The
model achieves text translation based on an encoder, a
decoder and a length predictor. The initialization param-
eters of the non-autoregressive translation model to be
trained may be determined based on parameters of a
pre-trained translation model.

[0026] In an implementation, a pre-trained translation
model to be trained is constructed based on the non-
aggressive translation model to be trained. A first hybrid
text and a second hybrid text are generated based on
massive monolingual data, and are used as training data
to train the pre-trained translation model to be trained.
That is, the first hybrid text is input into the pre-trained
translation model to be trained for text translation, to out-
put a hybrid prediction text. The hybrid prediction text is
compared with the second hybrid text to adjust parame-
ters of the pre-trained translation model to be trained, to
obtain a pre-trained translation model. The first hybrid
text includes the second source language text, a sepa-
rator and a second target language text sequentially ar-
ranged, and the second hybrid textincludes a third target
language text corresponding to the second source lan-
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guage text, the separator, and a third source language
text corresponding to the second target language text
sequentially arranged. It needs to be noted that, the sec-
ond source language text and the second target lan-
guage text may be not of the same semantics.

[0027] For example, taking Chinese as a source lan-
guage and English as a target language, the first hybrid

text may be i EFT vssitis sunny today", and

the second hybrid text is "She went to
B pE

school</s>'%9€ IEHH 9{ "

[0028] The non-autoregressive translation model to be

trained is trained after its parameter initialization is per-
formed. Asiillustrated in FIG. 2, the first source language
textisinputinto the non-autoregressive translation model
to be trained, the encoder encodes the first source lan-
guage text to generate encoded information, and the
length predictor generates the first prediction length (i.e.,
the length of the first target language prediction text),
based on the encoded information. In the embodiment
of the presentinvention, mask operation is performed on
the first target language text corresponding to the first
source language text, to generate a masked text of the
first target language text, which is served as an input of
the decoder. The decoder decodes the masked text of
the first target language text based on the encoded in-
formation to generate the first target language prediction
text.

[0029] AtS103, anon-autoregressive translation mod-
el is obtained by training the non-autoregressive trans-
lation model to be trained based on the first target lan-
guage text, the first target language prediction text, the
first target length and the first prediction length.

[0030] In the embodiment of the invention, the non-
autoregressive translation model is obtained by: adjust-
ing the parameters of the non-autoregressive translation
model to be trained based on amatching degree between
the first target language text and the first target language
prediction text, and whether the first target length and
the first prediction length are of the same length, training
the non-autoregressive translation model to be trained
after parameter adjustment and constantly performing
parameter optimization through iterative training.
[0031] In an implementation, when the non-autore-
gressive translation model in the embodiment of the in-
vention performs text translation on the source language
text, the length predictor predicts the length of the target
language text, and generates the target language text
based on the prediction length, which improves the per-
formance of the non-autoregressive translation model.
[0032] For example, when the non-autoregressive
translation model performs text translation on the source
language text, there are a plurality of inference process-
es. As illustrated in FIG. 3, a first inference process of
the non-autoregressive translation modelincludes: input-
ting the source language text to be translated into the
trained non-autoregressive translation model, encoding
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by the encoder, the source language text to be translated
to generate encoded information, and outputting by the
length predictor, the predicted textlength N based on the
encoded information, and inputting the masked text "N
masks" with the length of N into the decoder, and decod-
ing by the decoder, the masked text based on the encod-
ed information to obtain an output text.

[0033] Forexample, when the source language text to

be translated is "iz = -/|\}':|+s.$ ", and the predicted
text length N is equal to 4, the masked text is "< mask >
<mask > < mask > <mask >", and the decoder decodes
the masked text to obtain an output text, for example,
"that is an apple".

[0034] As illustrated in FIG. 4, when the non-autore-
gressive translation model performs (n+1)th inference (n
is a non-zero natural number), K characters/words with
a higher probability are selected from the output text in
the nth inference process based on the probability of de-
coding correctly, and a sequence of the remaining char-
acters/words is masked to generate a masked text cor-
responding to the output text of the nthinference process,
which is serve as the input text of the decoder in the
(n+1)th inference process. The decoder decodes the in-
put text based on the encoded information to obtain an
output text.

[0035] Forexample, in the second inference, the input
text of the decoder may be "< mask > is < mask > apple",
and the decoder decodes the input text "< mask > is <
mask > apple" to obtain an output text of the second
inference, for example "this is an apple".

[0036] It should be noted that, the output text of the
last inference process is taken as the target language
prediction text output by the non-autoregressive transla-
tion model, and the number of inference processes may
be set as needed, which is not limited in the present in-
vention.

[0037] In summary, according to the method for train-
ing a non-autoregressive translation model, the first
source language text, the first target language text cor-
responding to the first source language text and the first
target length of the first target language text are acquired;
the first target language prediction text and the first pre-
diction length are generated by inputting the first source
language text into the non-autoregressive translation
model to be trained; and a non-autoregressive translation
model is obtained by training the non-autoregressive
translation model to be trained based on the first target
language text, the first target language prediction text,
the first target length and the first prediction length. The
initialization parameters of the non-autoregressive trans-
lation model to be trained are determined based on pa-
rameters of the pre-trained translation model. The train-
ing data of the pre-trained translation model is the first
hybrid text and the second hybrid text, in which the first
hybrid text includes the second source language text, the
separator and the second target language text sequen-
tially arranged, and the second hybrid text includes the
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third target language text corresponding to the second
source language text, the separator, and the third source
language text corresponding to the second target lan-
guage text sequentially arranged. In the invention, pa-
rameter initialization is performed on the non-autoregres-
sive translation model to be trained through the pre-
trained translation model, which may reduce the time of
training the non-autoregressive translation model, avoid
local optimum and improve the training effect of the mod-
el.

[0038] FIG. 5 is a flowchart illustrating a method for
training a non-autoregressive translation model accord-
ing to a second embodiment of the present invention.
[0039] As illustrated in FIG. 5, on the basis of the em-
bodiment as illustrated in FIG. 1, the method for training
a non-autoregressive translation model in the embodi-
ment of the invention further includes a method for gen-
erating the pre-trained translation model, which specifi-
cally may include the following steps at S501-S503.
[0040] At S501, the first hybrid text, the second hybrid
text, and a second target length of the second hybrid text
are acquired.

[0041] Inthe embodiment of the invention, the first hy-
brid text, the second hybrid text, and the second target
length of the second hybrid text are acquired from training
data. The first hybrid text includes a second source lan-
guage text, a separator and a second target language
text sequentially arranged. The second hybrid text in-
cludes a third target language text corresponding to the
second source language text, the separator, and a third
source language text corresponding to the second target
language text sequentially arranged.

[0042] At S502, a hybrid prediction text and a second
prediction length are generated by inputting the first hy-
brid text into a pre-trained translation model to be trained.
[0043] In the embodiment of the invention, the hybrid
prediction text and the second prediction length are gen-
erated by an encoder, a length predictor and a decoder,
in response to inputting the first hybrid text into the pre-
trained translation model to be trained.

[0044] AtS503, the pre-trained translation model is ob-
tained by training the pre-trained translation model to be
trained based on the second hybrid text, the hybrid pre-
diction text, the second target length and the second pre-
diction length.

[0045] Inthe embodiment of the invention, the trained
pre-trained translation model is obtained by: adjusting
the parameters of the pre-trained translation model
based on a matching degree between the second hybrid
text and the hybrid prediction text, and whether the sec-
ond target length and the second prediction length are
of the same length, training the pre-trained translation
model after parameter adjustment and constantly per-
forming parameter optimization through iterative training.
[0046] Further, on the basis of the above embodiment,
as illustrated in FIG. 6, the pre-trained translation model
to be trained generates the hybrid prediction text and the
second prediction length by the following steps at S601-
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S604:

At S601, the encoder in the pre-trained translation model
to be trained generates hybrid encoded information by
encoding the first hybrid text.

[0047] Inthe embodiment of the invention, as illustrat-
edin FIG. 7, the hybrid encoded information is generated
by inputting the first hybrid text into the encoder in the
pre-trained translation model to be trained, and encoding
by the encoder the first hybrid text.

[0048] At S602, the length predictor in the pre-trained
translation model to be trained generates the second pre-
diction length based on the hybrid encoded information.
[0049] AtS603, the pre-trained translation model to be
trained generates a hybrid masked text based on the first
hybrid text.

[0050] In the embodiment of the invention, mask op-
eration may be performed on the words in the first hybrid
text to generate a hybrid masked text, for example, the
second source language text and the second target lan-
guage text in the first hybrid text are sequentially re-
versed, and words in the reverted text are masked ran-

. . B
domly. For example, when the first hybrid text is "A& &
-1 ZF-% </s > This is an apple", the hybrid masked

text may be ‘"<mask> is an apple</s>iz

<mask>-/|\3|+3-% "

[0051] At S604, the decoder in the pre-trained trans-
lation model to be trained generates the hybrid prediction
text by decoding the hybrid masked text based on the
second prediction length and the hybrid encoded infor-
mation.

[0052] Inthe embodimentof the invention, the decoder
in the pre-trained translation model to be trained gener-
ates the hybrid prediction text by decoding the hybrid
masked text based on the second prediction length out-
put by the length predictor and the encoded information
output by the encoder.

[0053] Therefore, the trained pre-trained translation
model may be acquired, the initialization parameters of
the non-autoregressive translation model to be trained
are determined based on parameters of the encoder in
the pre-trained translation model, and the parameters of
the decoder in the non-autoregressive translation model
to be trained are determined based on the parameters
of the decoder in the pre-trained translation model.
[0054] In summary, according to the method for train-
ing a non-autoregressive translation model, the first
source language text, the first target language text cor-
responding to the first source language text and the first
target length of the first targetlanguage text are acquired;
the first target language prediction text and the first pre-
diction length are generated by inputting the first source
language text into the non-autoregressive translation
model to be trained; and the non-autoregressive trans-
lation model is obtained by training the non-autoregres-
sive translation model to be trained based on the first
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target language text, the first target language prediction
text, the first target length and the first prediction length.
The initialization parameters of the non-autoregressive
translation model to be trained are determined based on
parameters of the pre-trained translation model. The
training data of the pre-trained translation model is the
first hybrid text and the second hybrid text, in which the
first hybrid textincludes the second source language text,
the separator and the second target language text se-
quentially arranged, and the second hybrid text includes
the third target language text corresponding to the sec-
ond source language text, the separator, and the third
source language text corresponding to the second target
language text sequentially arranged. Therefore, the pre-
trained translation model to be trained is trained through
massive monolingual data, the initialization parameters
of the non-autoregressive translation model to be trained
are determined based on parameters of the encoder in
the pre-trained translation model, and the parameters of
the decoder in the non-autoregressive translation model
to be trained are determined based on the parameters
of the decoder in the pre-trained translation model. On
the basis of this, the time of training the non-autoregres-
sive translation model may be reduced, local optimum
may be avoided and the training effect of the model may
be improved.

[0055] FIG. 8 is a block diagram illustrating an appa-
ratus for training a non-autoregressive translation model
according to a first embodiment of the present invention.
[0056] As illustrated in FIG. 8, an apparatus 800 for
training a non-autoregressive translation model in the
embodiment of the present invention includes a first ac-
quiring module 801, a first generation module 802 and a
first training module 803.

[0057] The first acquiring module 801 is configured to
acquire a first source language text, a first target lan-
guage text corresponding to the first source language
text and a first target length of the first target language
text.

[0058] The first generation module 802 is configured
to generate a first target language prediction text and a
first prediction length by inputting the first source lan-
guage text into a non-autoregressive translation model
to be trained, in which initialization parameters of the non-
autoregressive translation model to be trained are deter-
mined based on parameters of a pre-trained translation
model, training data of the pre-trained translation model
is a first hybrid text and a second hybrid text, the first
hybrid text includes a second source language text, a
separator and a second target language text sequentially
arranged, and the second hybrid text includes a third tar-
get language text corresponding to the second source
language text, the separator, and a third source language
text corresponding to the second target language text
sequentially arranged.

[0059] The first training module 803 is configured to
obtain the non-autoregressive translation model by train-
ing the non-autoregressive translation model to be
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trained based on the first target language text, the first
target language prediction text, the first target length and
the first prediction length.

[0060] Itshould be noted thatthe foregoing explanation
of the embodiment of a method for training the non-au-
toregressive translation model is also applied to an ap-
paratus for training the non-autoregressive translation
model in the embodiment, which will not be repeated
here.

[0061] In summary, according to the apparatus for
training a non-autoregressive translation model, the first
source language text, the first target language text cor-
responding to the first source language text and the first
target length of the first target language text are acquired;
the first target language prediction text and the first pre-
diction length are generated by inputting the first source
language text into the non-autoregressive translation
model to be trained, in which initialization parameters of
the non-autoregressive translation model to be trained
are determined based on parameters of the pre-trained
translation model, the training data of the pre-trained
translation model is the first hybrid text and the second
hybrid text, the first hybrid text includes the second
source language text, the separator and the second tar-
getlanguage text sequentially arranged, and the second
hybrid text includes the third target language text corre-
sponding to the second source language text, the sepa-
rator, and the third source language text corresponding
to the second targetlanguage text sequentially arranged;
and the non-autoregressive translation model is obtained
by training the non-autoregressive translation model to
be trained based on the first target language text, the first
target language prediction text, the first target length and
the first prediction length. In the invention, parameter in-
itialization is performed on the non-autoregressive trans-
lation model to be trained through the pre-trained trans-
lation model, which may reduce the time of training the
non-autoregressive translation model, avoid local opti-
mum and improve the training effect of the model.
[0062] FIG. 9 is a block diagram illustrating an appa-
ratus for training a non-autoregressive translation model
according to a second embodiment of the present inven-
tion.

[0063] As illustrated in FIG. 9, an apparatus 900 for
training a non-autoregressive translation model in the
embodiment of the present invention includes a first ac-
quiring module 901, a first generation module 902 and a
first training module 903.

[0064] The first acquiring module 901 has the same
structure and function with the first acquiring module 801
in the above embodiment, the first generation module
902 has the same structure and function with the first
generation module 802 in the above embodiment, and
the first training module 903 has the same structure and
function with the first training module 803 in the above
embodiment.

[0065] Further, the initialization parameters of the en-
coder in the non-autoregressive translation model to be

10

15

20

25

30

35

40

45

50

55

trained are determined based on the parameters of the
encoder in the pre-trained translation model, and the in-
itialization parameters of the decoder in the non-autore-
gressive translation model to be trained are determined
based onthe parameters of the decoderinthe pre-trained
translation model.

[0066] Further, the training apparatus 900 further may
include a second acquiring module 904, a second gen-
eration module 905 and a second training module 906.
The second acquiring module 904 is configured to ac-
quire the first hybrid text, the second hybrid text, and a
second targetlength of the second hybrid text; the second
generation module 905 is configured to generate a hybrid
prediction text and a second prediction length by inputting
the first hybrid text into a pre-trained translation model
to be trained; and the second training module 906 is con-
figured to obtain the pre-trained translation model by
training the pre-trained translation model to be trained
based on the second hybrid text, the hybrid prediction
text, the second target length and the second prediction
length.

[0067] Further, the second generation module 905
specifically may include: a encoding unit, a length pre-
diction unit, a generation unit and a decoding unit. The
encoding unit is configured to generate hybrid encoded
information by encoding the first hybrid text through the
encoder inthe pre-trained translation model to be trained;
the length prediction unit is configured to generate the
second prediction length based on the hybrid encoded
information through the length predictor in the pre-trained
translation model to be trained; the generation unitis con-
figured to generate a hybrid masked text based on the
first hybrid text through the pre-trained translation model
to be trained; and the decoding unit is configured to gen-
erate the hybrid prediction text by decoding the hybrid
masked text based on the second prediction length and
the encoded information through the decoder in the pre-
trained translation model to be trained.

[0068] Further, the generation unit specifically may in-
clude a generation subunit. The first generation unit is
configured to generate the hybrid masked text by per-
forming mask operation randomly on a word in the first
hybrid text through the pre-trained translation model to
be trained.

[0069] In summary, according to the apparatus for
training a non-autoregressive translation model, the first
source language text, the first target language text cor-
responding to the first source language text and the first
targetlength of the first target language text are acquired;
the first target language prediction text and the first pre-
diction length are generated by inputting the first source
language text into the non-autoregressive translation
model to be trained, in which initialization parameters of
the non-autoregressive translation model to be trained
are determined based on parameters of the pre-trained
translation model, the training data of the pre-trained
translation model is the first hybrid text and the second
hybrid text, the first hybrid text includes the second
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source language text, the separator and the second tar-
get language text sequentially arranged, and the second
hybrid text includes the third target language text corre-
sponding to the second source language text, the sepa-
rator, and the third source language text corresponding
to the second targetlanguage text sequentially arranged;
and the non-autoregressive translation model is obtained
by training the non-autoregressive translation model to
be trained based on the first target language text, the first
target language prediction text, the first target length and
the first prediction length. In the invention, parameter in-
itialization is performed on the non-autoregressive trans-
lation model to be trained through the pre-trained trans-
lation model, which may reduce the time of training the
non-autoregressive translation model, avoid local opti-
mum and improve the training effect of the model.
[0070] Collection, storage, use, processing, transmis-
sion, provision and invention of the user personal infor-
mation involved in the technical solution of the invention
comply with relevant laws and regulations, and do not
violate public order and good customs.

[0071] According to the embodiment of the invention,
an electronic device, a readable storage medium and a
computer program product are further provided in the
invention.

[0072] FIG. 10is a schematic block diagram illustrating
an example electronic device 1000 in the embodiment
ofthe presentinvention. The electronic deviceisintended
to represent various types of digital computers, such as
laptop computers, desktop computers, workstations, per-
sonal digital assistants, servers, blade servers, main-
frame computers, and other suitable computers. The
electronic device may also represent various types of
mobile apparatuses, such as personal digital assistants,
cellular phones, smart phones, wearable devices, and
other similar computing devices. The components shown
herein, their connections and relations, and their func-
tions are merely examples, and are not intended to limit
the implementation of the invention described and/or re-
quired herein.

[0073] As illustrated in FIG. 10, the electronic device
1000 includes a computing unit 1001, which may execute
various appropriate actions and processes based on a
computer program stored in a read-only memory (ROM)
1002 or a computer program loaded into a random ac-
cess memory (RAM) 1003 from a storage unit 1008. In
the RAM 1003, various programs and data required for
operation of the electronic device 1000 may also be
stored. The computing unit 1001, the ROM 1002 and the
RAM 1003 may be connected to each other by a bus
1004. An input/output (I/O) interface 1005 is also con-
nected to the bus 1004.

[0074] The plurality of componentsin the electronic de-
vice 1000 are connected to the I/O interface 1005, and
includes: an input unit 1006, for example, a keyboard, a
mouse, etc.; an output unit 1007, for example various
types of displays, speakers; a storage unit 1008, for ex-
ample a magnetic disk, an optical disk; and a communi-
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cation unit 1009, for example, a network card, a modem,
a wireless transceiver. The communication unit 1009 al-
lows the electronic device 1000 to exchange informa-
tion/data through a computer network such as internet
and/or various types of telecommunication networks and
other devices.

[0075] The computing unit 1001 may be various types
of general and/or dedicated processing components with
processing and computing ability. Some examples of the
computing unit 1001 include but not limited to a central
processing unit (CPU), a graphics processing unit (GPU),
various dedicated artificial intelligence (Al) computing
chips, various computing units running a machine learn-
ing model algorithm, a digital signal processor (DSP),
and any appropriate processor, controller, microcontrol-
ler, etc. The computing unit 1001 performs various meth-
ods and processes as described above, for example,
methods for training a non-autoregressive translation
model as illustrated in FIG. 1 to FIG. 7. For example, in
some embodiments, the method for training a non-au-
toregressive translation model may be further achieved
as a computer software program, which is physically con-
tained in a machine readable medium, such as the stor-
age unit 1008. In some embodiments, some or all of the
computer programs may be loaded and/or mounted on
the electronic device 1000 via the ROM 1002 and/or the
communication unit 1009. When the computer program
is loaded on the RAM 1003 and executed by the com-
puting unit 1001, one or more steps in the method for
training a non-autoregressive translation model may be
performed. Alternatively, in other embodiments, the com-
puting unit 1001 may be configured to perform a method
for training a non-autoregressive translation model in oth-
erappropriate ways (for example, by virtue of a firmware).
[0076] Various implementation modes of the systems
and technologies described above may be implemented
in a digital electronic circuit system, a field programmable
gate array (FPGA), an application-specific integrated cir-
cuit (ASIC), an application specific standard product (AS-
SP), a system-on-chip (SOC) system, a complex pro-
grammable logic device, a computer hardware, a
firmware, a software, and/or combinations thereof. The
various implementation modes may include: being im-
plemented in one or more computer programs, and the
one or more computer programs may be executed and/or
interpreted on a programmable system including at least
one programmable processor, and the programmable
processor may be a dedicated or a general-purpose pro-
grammable processor that may receive data and instruc-
tions from a storage system, atleast one input apparatus,
and at least one output apparatus, and transmit the data
and instructions to the storage system, the at least one
input apparatus, and the at least one output apparatus.
[0077] A computer code configured to execute a meth-
od in the present invention may be written with one or
any combination of a plurality of programming languages.
The programming languages may be provided to a proc-
essor or a controller of a general purpose computer, a



15 EP 4 116 865 A2 16

dedicated computer, or other apparatuses for program-
mable data processing so that the function/operation
specified in the flowchart and/or block diagram may be
performed when the program code is executed by the
processor or controller. A computer code may be per-
formed completely or partly on the machine, performed
partly on the machine as an independent software pack-
age and performed partly or completely on the remote
machine or server.

[0078] In the context of the invention, a machine-read-
able medium may be a tangible medium that may contain
or store a program intended for use in or in conjunction
with an instruction execution system, apparatus, or de-
vice. A machine readable medium may be a machine
readable signal medium or a machine readable storage
medium. A machine readable storage medium may in-
clude but not limited to an electronic, magnetic, optical,
electromagnetic, infrared, or semiconductor system, ap-
paratus or device, or any appropriate combination there-
of. A more specific example of a machine readable stor-
age medium includes an electronic connector with one
or more cables, a portable computer disk, a hardware, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(an EPROM or a flash memory), an optical fiber device,
and a portable optical disk read-only memory (CDROM),
an optical storage device, a magnetic storage device, or
any appropriate combination of the above.

[0079] In order to provide interaction with a user, the
systems and technologies described here may be imple-
mented on a computer, and the computer has: a display
apparatus for displaying information to a user (for exam-
ple, a CRT (cathode ray tube) or a LCD (liquid crystal
display) monitor); and a keyboard and a pointing appa-
ratus (for example, a mouse or a trackball) through which
the user may provide input to the computer. Other types
of apparatuses may further be configured to provide in-
teraction with the user; for example, the feedback pro-
vided to the user may be any form of sensory feedback
(for example, visual feedback, auditory feedback, or tac-
tile feedback); and input from the user may be received
in any form (including an acoustic input, a speech input,
or a tactile input).

[0080] The systems and technologies described here-
in may be implemented in a computing system including
back-end components (for example, as a data server),
or a computing system including middleware compo-
nents (for example, an application server), or a comput-
ing systemincluding front-end components (for example,
a user computer with a graphical user interface or a web
browser through which the user may interact with the
implementation mode of the system and technology de-
scribed herein), or a computing system including any
combination of such back-end components, middleware
components or front-end components. The system com-
ponents may be connected to each other through any
form or medium of digital data communication (for exam-
ple, a communication network). Examples of communi-
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cation networks include: a local area network (LAN), a
wide area network (WAN), an internet and a blockchain
network.

[0081] The computer system may include a client and
a server. The client and server are generally far away
from each other and generally interact with each other
through a communication network. The relationship be-
tween the client and the server is generated by computer
programs running on the corresponding computer and
having a client-server relationship with each other. The
server may be a cloud server, also known as a cloud
computing server or a cloud host, is a host product in a
cloud computing service system, to solve the shortcom-
ings of large management difficulty and weak business
expansibility existed in the conventional physical host
and Virtual Private Server (VPS) service. A server further
may be a server with a distributed system, or a server in
combination with a blockchain.

[0082] According to an embodiment of the invention,
a computer program product including a computer pro-
gram is further provided in the invention, the computer
program is configured to perform the method for training
a non-autoregressive translation model as described in
the above embodiment when performed by a processor.
[0083] It should be understood that, various forms of
procedures shown above may be configured to reorder,
add or delete steps. For example, steps described in the
invention may be performed in parallel, sequentially, or
in a different order, as long as the desired result of the
technical solution disclosed in the present invention may
be achieved, which will not be limited herein.

Claims

1. A computer-implemented method for training a non-
autoregressive translation (NAT) model, comprising:

acquiring (S101) a source language text, a tar-
get language text corresponding to the source
language text and a target length of the target
language text;

generating (S102) a target language prediction
text and a prediction length by inputting the
source language text into the NAT model,
wherein initialization parameters of the NAT
model are determined based on parameters of
a pre-trained translation model, training data of
the pre-trained translation model includes a first
hybrid text and a second hybrid text, the first
hybrid text comprises a first source language
text, a separator and a second target language
text sequentially arranged, and the second hy-
brid text comprises a first target language text
corresponding to the first source language text,
the separator, and a second source language
text corresponding to the second target lan-
guage text sequentially arranged; and
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obtaining (S103) a target NAT model by training
the NAT model based on the target language
text, the target language prediction text, the tar-
get length and the prediction length.

The method of claim 1, wherein initialization param-
eters of an encoderin the NAT model are determined
based on parameters of an encoder in the pre-
trained translation model, and initialization parame-
ters of a decoder in the NAT model are determined
based on parameters of a decoder in the pre-trained
translation model.

The method of claim 1 or 2, further comprising:

acquiring (S501) the first hybrid text, the second
hybrid text, and a target length of the second
hybrid text;

generating (S502) a hybrid prediction text and
a prediction length of the first hybrid text, by in-
putting the first hybrid textinto a translation mod-
el to be trained; and

obtaining (S503) the pre-trained translation
model by training the translation model to be
trained based on the second hybrid text, the hy-
brid prediction text, the target length of the sec-
ond hybrid text and the prediction length of the
first hybrid text.

4. Themethod of claim 3, wherein the translation model

to be trained generates the hybrid prediction text and
the prediction length of the first hybrid text by acts of:

generating (S601) hybrid encoded information
by encoding the first hybrid text through an en-
coder in the translation model to be trained;
generating (S602) the prediction length of the
first hybrid text based on the hybrid encoded in-
formation through a length predictor in the trans-
lation model to be trained;

generating (S603) a hybrid masked text based
on the first hybrid text through the translation
model to be trained; and

generating (S604) the hybrid prediction text by
decoding the hybrid masked text based on the
prediction length of the first hybrid text and the
hybrid encoded information through a decoder
in the translation model to be trained.

The method of claim 4, wherein generating the hybrid
masked text based on the first hybrid text through
the translation model to be trained comprises:
generating the hybrid masked text by performing
mask operation randomly on words in the first hybrid
text through the translation model to be trained.

An apparatus for training a non-autoregressive
translation (NAT) model, comprising:
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a first acquiring module (801, 901), configured
to acquire a source language text, a target lan-
guage text corresponding to the source lan-
guage text and a target length of the target lan-
guage text;

a first generation module (802, 902), configured
togenerate a targetlanguage prediction textand
a prediction length by inputting the source lan-
guage text into the NAT model, wherein initiali-
zation parameters of the NAT model are deter-
mined based on parameters of a pre-trained
translation model, training data of the pre-
trained translation model includes a first hybrid
text and a second hybrid text, the first hybrid text
comprises a first source language text, a sepa-
rator and a second target language text sequen-
tially arranged, and the second hybrid text com-
prises a first target language text corresponding
to the first source language text, the separator,
and a second source language text correspond-
ing to the second target language text sequen-
tially arranged; and

a first training module (803, 903), configured to
obtain a target NAT model by training the NAT
model based on the target language text, the
targetlanguage prediction text, the target length
and the prediction length.

The apparatus of claim 6, wherein initialization pa-
rameters of an encoder in the NAT model are deter-
mined based on parameters of an encoder in the
pre-trained translation model, and initialization pa-
rameters of a decoder in the NAT model are deter-
mined based on parameters of a decoder in the pre-
trained translation model.

The apparatus of claim 6 or 7, further comprising:

a second acquiring module (904), configured to
acquire the first hybrid text, the second hybrid
text, and a target length of the second hybrid
text;

a second generation module (905), configured
to generate a hybrid prediction text and a pre-
diction length of the first hybrid text, by inputting
the first hybrid text into a translation model to be
trained; and

a second training module (906), configured to
obtain the pre-trained translation model by train-
ing the translation model to be trained based on
the second hybrid text, the hybrid prediction text,
the target length of the second hybrid text and
the prediction length of the first hybrid text.

9. The apparatus of claim 8, wherein, the second gen-

eration module comprises:

a encoding unit, configured to generate hybrid
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encoded information by encoding the first hybrid

text through an encoder in the translation model

to be trained;

a length prediction unit, configured to generate

the prediction length of the first hybrid textbased 5
on the hybrid encoded information through a
length predictor in the translation model to be
trained;

a generation unit, configured to generate a hy-

brid masked text based on the first hybrid text 70
through the translation model to be trained; and

a decoding unit, configured to generatethe hy-

brid prediction text by decoding the hybrid
masked text based on the prediction length of

the first hybrid text and the hybrid encoded in- 75
formation through a decoder in the translation
model to be trained.

10. The apparatus of claim 9, wherein, the generation
unit comprises: 20
a first generation subunit, configured to generate the
hybrid masked text by performing mask operation
randomly on words in the first hybrid text through the
translation model to be trained.
25

11. An electronic device, comprising:

at least one processor; and

a memory communicatively connected to the at
least one processor; 30
wherein the memory is stored with instructions
executable by the at least one processor, when

the instructions are performed by the at least
one processor, the at least one processor is
caused to perform the method of any one of 35
claims 1 to 5.

12. A non-transitory computer-readable storage medi-
um stored with computer instructions, wherein, the
computer instructions are configured to cause a 40
computer to perform the method of any one of claims
1to 5.

13. A computer program product comprising a computer
program, wherein the computer program is config- 45
ured to implement steps of the method of any one
of claims 1 to 5 when performed by a processor.
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