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MEMORY CONTROLLER, METHOD OF
CONTROLLING NONVOLATILE MEMORY
AND MEMORY SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is based upon and claims the
benefit of priority from U.S. Provisional Application No.
62/306,397, filed on Mar. 10, 2016; the entire contents of
which are incorporated herein by reference.

FIELD

[0002] Embodiments described herein relate generally to a
memory controller controlling a nonvolatile memory, a
method of controlling a nonvolatile memory, and a memory
system.

BACKGROUND

[0003] The flash memories have a characteristic in that the
durability thereof is degraded as the amount of electric
charge injected to memory cells increases.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] FIG. 1 is a functional block diagram that illustrates
an example of the internal configuration of a memory system
according to a first embodiment;

[0005] FIG. 2 is a diagram that illustrates an example of
the circuit configuration of a memory cell array;

[0006] FIG. 3 is a diagram that illustrates an example of
threshold voltage distributions and data coding of memory
cells of two bits/cell;

[0007] FIG. 4 is a diagram that illustrates an example of a
management table storing metadata;

[0008] FIG. 5A is a diagram that illustrates upper page
data after compression and the upper page data after pad-
ding, FIG. 5B is a diagram that illustrates lower page data
after compression and the lower page data after padding, and
FIG. 5C is a diagram that illustrates threshold voltage
distributions appearing after padding;

[0009] FIG. 6 is a diagram that illustrates an example of
the circuit configuration of a padding unit;

[0010] FIG. 7 is a flowchart that illustrates an example of
an operation sequence at the time of writing data in the
memory system according to the first embodiment;

[0011] FIG. 8 is a flowchart that illustrates an example of
an operation sequence at the time of reading data in the
memory system according to the first embodiment;

[0012] FIG. 9 is a diagram that illustrates a padding
processing performed by a memory system according to a
second embodiment;

[0013] FIG. 10 is a flowchart that illustrates an example of
an operation sequence at the time of wiring data in the
memory system according to the second embodiment;
[0014] FIG. 11 is a flowchart that illustrates an example of
an operation sequence at the time of reading data in the
memory system according to the second embodiment;
[0015] FIG. 12 is a diagram that illustrates an example of
threshold voltage distributions and data coding of memory
cells of three bits/cell;

[0016] FIG. 13 is a diagram that illustrates a padding
processing performed by a memory system according to a
third embodiment;
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[0017] FIG. 14 is a diagram that illustrates a padding
processing performed by a memory system according to a
fourth embodiment; and

[0018] FIG. 15 is a diagram that illustrates a padding
processing performed by a memory system according to a
fifth embodiment.

DETAILED DESCRIPTION

[0019] In general, according to one embodiment, a
memory controller controls a nonvolatile memory. The
nonvolatile memory includes a plurality of physical sectors.
Each of the physical sectors includes memory cells. Each of
the memory cells is capable of storing data of m bits using
threshold voltage distributions of the m-th power of two.
Each of the physical sectors stores data of m pages. Here, m
is a natural number of two or more. The memory controller
includes a compression unit, a padding processing unit, and
an output unit. The compression unit compresses first data to
be written into a first page and second data to be written into
a second page. Each of the first page and the second page is
one of the m pages allocated to a first physical sector. The
padding processing unit performs a first padding processing
and a second padding processing. The first padding process-
ing generates first recording data such that the compressed
first data is written into first memory cells, and first padding
data is written into second memory cells. The first memory
cells are memory cells arrayed from a first cell position of
the first physical sector in a first direction so as to be
wrappable around. The second memory cells are memory
cells excluding the first memory cells among the memory
cells included in the first physical sector. The second pad-
ding processing generates second recording data such that
the compressed second data is written into third memory
cells, and second padding data is written into fourth memory
cells. The third memory cells are a plurality of memory cells
arrayed from a second cell position of the first physical
sector in a second direction so as to be wrappable around.
The fourth memory cells are memory cells excluding the
third memory cells among the memory cells included in the
first physical sector. The output unit writes the first recording
data into the first page and writes the second recording data
into the second page.

[0020] Hereinafter, exemplary embodiments of a memory
controller, a method of controlling a nonvolatile memory,
and a memory system will be described in detail with
reference to the accompanying drawings. The present inven-
tion is not limited to the following embodiments.

First Embodiment

[0021] FIG. 1 is a block diagram that illustrates an
example of the configuration of a memory system 100
according to a first embodiment. The memory system 100 is
connected to a host apparatus 1 (hereinafter, abbreviated as
a host) through a communication line 2 and functions as an
external storage device of the host 1. The host 1, for
example, may be an information processing apparatus such
as a personal computer, a mobile phone, an imaging appa-
ratus, or a mobile terminal such as a tablet computer or a
smart phone.

[0022] The memory system 100 includes: a NAND flash
memory (hereinafter, abbreviated as a NAND) 10 as a
nonvolatile memory; and a memory controller 3. The non-
volatile memory is not limited to the NAND flash memory
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but may be a flash memory having a three-dimensional
structure, a resistance random access memory (ReRAM), a
ferroelectric random access memory (FeRAM), or the like.
[0023] The NAND 10 includes one or more memory chips
each including a memory cell array. The memory cell array
includes a plurality of cells arranged in a matrix pattern. The
memory cell array includes a plurality of blocks that are
units for data erasing. Each block is configured by a plurality
of physical sectors MS (see FIG. 2). The memory cell array
is not particularly limited to a specific configuration but may
be a memory cell array having a two-dimensional structure
as illustrated in FIG. 2, a memory cell array having a
three-dimensional structure, or a memory cell array having
any other structure.

[0024] FIG. 2 is a diagram that illustrates an example of
the configuration of a block of the memory cell array having
a two-dimensional structure. FIG. 2 illustrates one of a
plurality of blocks that configure the memory cell array
having the two-dimensional structure. The other blocks have
the same configuration as that illustrated in FIG. 2. The
block BLK of the memory cell array includes (q+1) (here, q
is an integer equal to or more than zero) NAND strings NS.
Each NAND string NS includes: (n+1) (here, n is an integer
equal to or more than zero) cell transistors MT0 to MTn
connected in series to share a diffusion area (a source region
or a drain region) between cell transistors MT adjacent to
each other; and selection transistors ST1 and ST2 arranged
at both ends of the column of the cell transistors MT0 to
MTn.

[0025] Word lines WLO to WLn are respectively con-
nected to control gate electrodes of the cell transistors MT0
to MTn. In addition, cell transistors MTi (here, i=0 to n) are
connected to be common using the same word line WLi
(here, i=0 to n). In other words, the control gate electrodes
of the cell transistors MTi disposed in the same row within
the block BLK are connected to the same word line WLi.
[0026] Each of the cell transistors MT0 to MTn is con-
figured by a field effect transistor having a stacked gate
structure formed on a semiconductor substrate. Here, the
stacked gate structure includes: a charge storage layer (float-
ing gate electrode) formed on the semiconductor substrate
with a gate insulating film being interposed therebetween;
and a control gate electrode formed on the charge storage
layer with an inter-gate insulating film being interposed
therebetween. A threshold voltage of each of the cell tran-
sistors MT0 to MTn changes according to the number of
electrons to be stored in the floating gate electrode and thus,
can store data according to a difference in the threshold
voltage.

[0027] Bit lines BL.O to BLq are respectively connected to
the drains of (q+1) selection transistors ST1 within one
block BLK, and a selection gate line SGD is connected to be
common to the gates of the selection transistors. In addition,
the source of the selection transistor ST1 is connected to the
drain of the cell transistor MT0. Similarly, a source line SL.
is connected to be common to the sources of the (q+1)
selection transistors ST2 within one block BLK, and a
selection gate line SGS is connected to be common to the
gates of the selection transistors. In addition, the drain of the
selection transistor ST2 is connected to the source of the cell
transistor MTn.

[0028] Each cell is connected not only to the word line but
also to the bit line. Each cell can be identified by using an
address used for identifying a word line and an address used
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for identifying a bit line. The data of cells (the cell transistors
MT) disposed within the same block BLK is erased alto-
gether. On the other hand, data is written and read in units
of physical sectors MS. One physical sector MS includes a
plurality of cells, which are connected to one word line,
arrayed in a line.

[0029] Each cell can perform multi-value (m bits) storage.
In a case where the cells are operated in a single level cell
(SLC) mode, one physical sector MS corresponds to one
page. In a case where the cells are operated in a multiple
level cell (MLC) mode, one physical sector MS corresponds
to two pages. In addition, in a case where the cells are
operated in a triple level cell (TLC) mode, one physical
sector MS corresponds to three pages. In a case where the
cells are operated in a quadruple level cell (QLC) mode, one
physical sector MS corresponds to four pages.

[0030] In a read operation and a program operation, one-
word line is selected and one physical sector MS is selected
according to the physical address. A switching of a page
within the physical sector MS is performed using the physi-
cal address.

[0031] In the NAND 10, user data transmitted from the
host 1, management information used for managing the user
data, and the like are stored. The management information
includes a logical/physical translation table and the like.

[0032] The memory controller 3 includes: a host interface
4; a control unit 20; and a data processing unit 30. The host
I/F 4 performs a processing according to an interface stan-
dard for the host 1 and outputs a command, user data (write
data), and the like received from the host 1 to an internal bus
5. In addition, the host I/F 4 transmits user data read from the
NAND 10, a response from the control unit 20, and the like
to the host 1.

[0033] The control unit 20 functions as a main control unit
of the memory controller 3. The control unit 20 includes a
buffer memory 25. The function of the control unit 20 is
realized by one or a plurality of CPUs (processors) execut-
ing firmware loaded into the buffer memory 25 and periph-
eral circuits.

[0034] The buffer memory 25 is a semiconductor memory
that can be accessed at a speed higher than the NAND 10.
The buffer memory 25, for example, is a volatile memory,
and a static random access memory (SRAM) or a dynamic
random access memory (DRAM) is used. The buffer
memory 25 includes storage areas as a write data buffer, a
read data buffer, and a metadata buffer. Data received from
the host 1 is temporarily stored in the write buffer before
being written into the NAND 10. In addition, data read from
the NAND 10 is temporarily stored in the read data buffer
before being transmitted to the host 1. The above-described
management information stored in the NAND 10 is loaded
into the metadata buffer. The management information
loaded in the metadata buffer is backed up into the NAND
10.

[0035] The control unit 20 performs a processing corre-
sponding to a command received from the host 1. For
example, when a write request is received, the control unit
20 temporarily stores write data in the buffer memory 25.
The write request described above includes a write com-
mand, a write address WrAddr, and write data WrData. The
control unit 20 reads the write data WrData stored in the
buffer memory 25 and outputs the read write data WrData to
the data processing unit 30. In addition, the control unit 20
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outputs a write address WrAddr corresponding to the write
data WrData to the data processing unit 30.
[0036] On the other hand, in a case where a read request
is received, the control unit 20 outputs a read address
RdAddr designated by the read request to the data process-
ing unit 30.
[0037] The control unit 20 manages user data by using a
logical/physical translation table that is one kind of the
management information loaded into the buffer memory 25.
In the logical/physical translation table, mapping associating
a logical address WrAddr that can be designated by the host
1 and a physical address Addr of the NAND 10 with each
other is registered. For example, logical block addressing
(LBA) is used as the logical address. The physical address
Addr represents a storage position on the NAND 10 at which
data is stored.
[0038] The control unit 20 performs management of
blocks included in the NAND 10 by using a block manage-
ment table that is one kind of the management information
described above. The block management table, for example,
manages the following block management information.

[0039] A number of times of erasing in units of blocks

(erase count)
[0040] Information used for identifying whether a block
is an active block or a free block

[0041] Block address of a bad block
[0042] In an active block, valid data is recorded. In a free
block, valid data is not recorded. The free block can be
reused as an erased block after erasing data thereof. The
valid data is data associated with a logical address, and
invalid data is data with which a logical address is not
associated. When data is written into an erased block, the
erased block becomes the active block. A bad block is an
unusable block that does not normally operate due to various
factors.
[0043] The data processing unit 30 includes: a compres-
sion unit 31; a padding unit 32; a page determining unit 33;
a selector 34; an output unit 35; a physical address deter-
mining unit 38; a metadata managing unit 39; an input unit
41; and a decompression unit 44. The compression unit 31,
the padding unit 32, the selector 34, and the output unit 35
configure a write processing unit that performs data writing
to the NAND 10. The input unit 41 and the decompression
unit 44 configure a read processing unit that performs
reading data from the NAND 10. The function of each
element configuring the data processing unit 30 is realized
by a CPU executing firmware and/or hardware.
[0044] FIG. 3 is a diagram that illustrates an example of
threshold voltage distributions and data coding of memory
cells of two bits/cell operating in the MLLC mode. In a lower
diagram illustrated in FIG. 3, the horizontal axis represents
the threshold voltage, and the vertical axis represents the
number of cells. In the case of memory cells of two bits/cell,
four distributions formed by a distribution E, a distribution
A, a distribution B, and a distribution C are included. The
distribution E has a lowest threshold voltage and corre-
sponds to a threshold voltage distribution of an erased state.
The threshold voltage is higher in order of the distributions
A, B, and C. Thus, the distribution C has a maximum
threshold voltage. Data values of two bits are associated
with the threshold voltage distributions E, A, B, and C. Such
association is called data coding. The data coding is set in
advance. At the time of writing (programming) data, electric
charge is injected into cells such that a threshold voltage
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distribution corresponding to a stored data value is formed
in accordance with data coding. One physical sector corre-
sponds to two pages. In this embodiment, these two pages
will be referred to as a lower page and an upper page.
[0045] In FIG. 3, an upper diagram is a diagram that
illustrates an example of data coding. The distribution E
corresponds to a data value of “11”, the distribution A
corresponds to a data value of “01”, the distribution B
corresponds to a data value of “00”, and the distribution C
corresponds to a data value of “10”. In this embodiment,
when data of the upper page is denoted by Du, and data of
the lower page is denoted by DI, the data value of two bits
will be denoted as “DuDI1”. The data coding is not limited to
the example illustrated in FIG. 3. A reading voltage VA is set
between the distribution E and the distribution A, a reading
voltage VB is set between the distribution A and the distri-
bution B, and a reading voltage VC is set between the
distribution B and the distribution C. Here, VB is a reading
voltage used for determining the data value of the lower
page, and VA and VC are reading voltages used for deter-
mining the data value of the upper page.

[0046] A flash memory has a characteristic that, as the
amount of electric charge injected to the cells increases, the
degree of wear of the cells becomes higher, and the dura-
bility thereof is degraded. Thus, in the case of the SLC
mode, the durability of a cell is degraded more in the case
of'alogical value “0” (after injection of electric charge) than
in the case of a logical value “1” (erased state). In the case
of the MLLC mode, the distribution C having a maximum
threshold voltage has a highest degree of wear of the cell.
Thus, a technique has been proposed in which write data for
a flash memory is compressed, and empty bits generated due
to the compression are padded with a logical value “1”
having a small amount of electric charge. However, in this
technique, after the upper page and the lower page are
compressed together, the padding data is inserted. For this
reason, a read operation and a write operation cannot be
independently performed in the upper page and the lower
page.

[0047] Thus, in this embodiment, page data to be written
is compressed in units of pages. For example, in the case of
the ML.C mode, the lower page data is compressed and has
padding data added thereto, and then, is written into a lower
page, and the upper page data is compressed and has
padding data added thereto, and then, is written into an upper
page. The data length after the padding processing is the
same as the data length before the compression processing.
The padding data is determined such that a distribution
having a high threshold voltage does not appear. In other
words, the padding data is determined such that at least a
distribution having a maximum threshold voltage does not
appear.

[0048] In this embodiment, the compression data and the
padding data are arranged on the upper page and the lower
page such that the number of cells in which compression
data is written in both the upper page and the lower page is
minimized. Accordingly, the appearance frequency of the
distribution C is minimized. In other words, while a cell
having the padding data written into at least one of the upper
page and the lower page has a threshold voltage distribution
other than the distribution C, there is a possibility that a cell
having the compression data written into both the upper
page and the lower page has a threshold voltage distribution
of the distribution C.
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[0049] In the first embodiment, in the upper page, first
recording data is written. The first recording data is gener-
ated such that compressed upper page data is written into a
plurality of first cells among a plurality of cells included in
a physical sector, and first padding data is written into
second cells excluding the first cells among the plurality of
cells. The first cells include a plurality of cells arrayed to be
wrappable around in a first direction from a certain third cell
(first cell position). In the lower page, second recording data
is written. The second recording data is generated such that
compressed lower page data is written into a plurality of
fourth cells among the plurality of cells included in the
physical sector, and second padding data is written into fifth
cells excluding the fourth cells among the plurality of cells.
The fourth cells include a plurality of cells arrayed to be
wrappable around in a second direction from a certain sixth
cell (second cell position).

[0050] The elements of the data processing unit 30 illus-
trated in FIG. 1 will be described. The physical address
determining unit 38 translates the write address WrAddr into
the physical address Addr by using the logical/physical
translation table and outputs the physical address Addr to the
page determining unit 33, the metadata managing unit 39,
and the output unit 35. In addition, the physical address
determining unit 38 translates the read address RdAddr into
the physical address Addr by using the logical/physical
translation table and outputs the physical address Addr to the
page determining unit 33, the metadata managing unit 39,
and the input unit 41. The function performed by the
physical address determining unit 38 may be performed by
the control unit 20.

[0051] The page determining unit 33 determines a page,
which is a write target page, among N pages included in one
physical sector MS described above. In the case of the MLLC
mode in which one physical sector MS is associated with
two pages, the page determining unit 33 determines whether
the write target page is an upper page or a lower page. The
page determining unit 33 notifies a result of the determina-
tion to the padding unit 32. Similarly, the page determining
unit 33 determines whether a read target page is an upper
page or a lower page and notifies a result of the determina-
tion to the decompression unit 44.

[0052] The compression unit 31 performs lossless com-
pression of write data WrData input from the control unit 20
and decreases the number of bits of the write data WrData.
A technique used for the compression is arbitrary, and a
technique capable of lossless compression is used. When the
compression corresponding to one page of the write data
WrData is completed, the compression unit 31 calculates a
compression rate CR and outputs compression data CpData
and the compression rate CR to the padding unit 32. The
compression rate CR, for example, is represented as a
percentage of a data length after the compression to a data
length of the write data WrData corresponding to one page.
In addition, the compression unit 31, when data of one page
is compressed, outputs a compression flag Cpflag represent-
ing whether or not the compression rate CR is less than
100% to the selector 34 and the metadata managing unit 39.
For example, when the compression flag Cpflag=1, it rep-
resents that the compression is performed with the compres-
sion rate CR being less than 100%. On the other hand, when
the compression flag Cpflag=0, it represents that the com-
pression rate CR is equal to or more than 100%, and the
compression cannot be performed.
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[0053] The metadata managing unit 39 stores and manages
the management information (metadata) of each page. FIG.
4 illustrates an example of a metadata table managed by the
metadata managing unit 39. In this metadata table, a number
of times of writing (write count) and the compression flag
Cpflag are managed for each page address of the NAND 10.
The write count is an accumulated count value and is
incremented at timing when writing data into both the upper
page and the lower page of a same physical sector is
completed. Accordingly, the write counts of the upper page
and the lower page included in a same physical sector are the
same. At the time of writing data, the metadata managing
unit 39 outputs a write count corresponding to a physical
address Addr input from the physical address determining
unit 38 to the padding unit 32. At the time of reading data,
the metadata managing unit 39 outputs a write count corre-
sponding to the physical address Addr and the compression
flag Cpflag to the decompression unit 44. In place of the
write count, an erase count for each page may be managed.
Based on the compression flag Cpflag, it is determined
whether or not data to be written into each page of the
NAND 10 is compressed. The function performed by the
metadata managing unit 39 may be performed by the control
unit 20.

[0054] Based on the result of the page determination and
the compression data CpData, the compression rates CR,
and the write counts of the lower page and the upper page,
the padding unit 32 performs a padding processing for the
compression data CpData of the lower page and the upper
page.

[0055] The padding processing will be described with
reference to FIGS. 5A to 5C. In FIGS. 5A to 5C, a range
represented by an arrow Ck corresponds to the size of one
page. Here, the size of one page is assumed to be M bits. In
FIGS. 5A to 5C, each frame of rectangle of a length
corresponding to the arrow Ck corresponds to one physical
sector MS (see FIG. 2) including a plurality of cells. A right
end of each rectangle represents a cell corresponding to the
LSB of an address designated by a plurality of bit lines BL.O
to BLm (see FIG. 2), and a left end of each rectangle
represents a cell corresponding to the MSB.

[0056] An upper diagram in FIG. 5A illustrates an
example of the compression data CpData of an upper page,
and a lower diagram in FIG. 5A illustrates an example of the
data of the upper page after a padding processing. In FIG.
5A, an area to which left-downward hatching is applied
corresponds to the compression data CpData of the upper
page, and a blank portion corresponds to an area in which
data does not exist according to the compression.

[0057] Accordingly, padding data having data length cor-
responding to the blank portion is added. In an area to which
dots are added, the padding data is added. An arrow K1
represents the position of the start bit of the compression
data of the upper page. As illustrated in FIG. 5A, into a
plurality of cells arrayed from the start position (cell posi-
tion) represented by the arrow K1 toward the LSB side, the
compression data of the upper page is written to have a bit
arrangement represented by an arrow B1. Accordingly, the
compression data of the upper page is arranged from the
MSB side to the LSB side. When the compression data
reaches the LSB, the data is wrapped around from the MSB.
In an area in which the compression data of the upper page
is not written, padding data of “0” is written.
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[0058] An upper diagram in FIG. 5B illustrates an
example of the compression data CpData of a lower page,
and a lower diagram in FIG. 5B illustrates an example of the
data of the lower page after a padding processing. In FIG.
5B, an area to which right-downward hatching is applied
corresponds to the compression data CpData of the lower
page, and a blank portion corresponds to an area in which
data does not exist according to the compression. An arrow
K2 represents the position of the start of the compression
data of the lower page. The bit position represented by the
arrow K2 is adjacent to the bit position represented by the
arrow K1 toward the MSB. In other words, when an offset
of the start position of the upper page from the MSB is K
bits, K1=K, and K2=K-1. As illustrated in FIG. 5B, in a
plurality of cells arrayed from the start position (cell posi-
tion) represented by the arrow K2 toward the MSB side, the
compression data of the lower page is written to have a bit
arrangement represented by an arrow B2. Accordingly, the
compression data of the lower page is arranged from the
LSB side to the MSB side. In this case, since the compres-
sion data reaches the MSB, the data is wrapped around from
the LSB. In an area in which the compression data of the
lower page is not written, padding data of “1” is written.
[0059] FIG. 5C illustrates a threshold voltage distribution
of MLCs appearing in each area. In a cell included in an area
R1 or an area R4, since the upper page data is the padding
data of ““0”, the distribution A or the distribution B appears.
In a cell included in an area R2, since the lower page data
is the padding data of “1”, the distribution E or the distri-
bution A appears. In a cell included in the area R3, since both
the upper page data and the lower page data are compression
data, there is a possibility that all the distributions E, A, B,
and C appear. Accordingly, in the example illustrated in
FIGS. 5A to 5C, the distribution C appears only in the area
R3.

[0060] The padding unit 32 performs predetermined cal-
culation based on the write count and calculates a value K
used for defining the start positions K1 and K2. For example,
the padding unit 32 divides the write count by M bits
representing the page size and sets a remainder thereof as the
value K. Through such calculation, the value K becomes
different in accordance with the write count. By performing
such control, the positions of cells each having a possibility
that the distribution C having a maximum threshold voltage
appears can be changed.

[0061] Accordingly, a cell having a large damage of a
tunnel oxide film due to a large amount of injected electric
charge is circulated, whereby the damages of cells can be
leveled. The padding unit 32 performs the padding process-
ing as illustrated in FIG. 5A for the compression data of the
upper page and outputs a result of the padding processing to
the selector 34 as a padding processing output PdData. In
addition, the padding unit 32 performs the padding process-
ing as illustrated in FIG. 5B for the compression data of the
lower page and outputs a result of the padding processing to
the selector 34 as a padding processing output PdData.
[0062] FIG. 6 is a diagram that illustrates an example of
the hardware circuit configuration used for realizing the
function of the padding unit 32. This hardware circuit
includes: a start position calculating unit 50; a zero adding
unit 51a; a bit order reversing unit 51b; a selector 52; a
selector 53; a right shift unit 54; an OR unit 55; a circulation
right shift unit 56; a circulation left shift unit 57; and a
selector 58. Here, the page size is assumed to be M bits.
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[0063] The start position calculating unit 50 calculates a
start position K1 (=K) of the upper page data based on the
write count and outputs the start position K1 (=K) to the
circulation right shift unit 56. In addition, the start position
calculating unit 50 calculates a start position K2 (=MxCR-
K) of the lower page data based on the write count, the
number M of bits of one page, and the compression rate CR
of the lower page and outputs the start position K2 to the
circulation left shift unit 57. In this case, MxCR represents
the number of bits of the compression data of the lower page.
[0064] The zero adding unit 51a outputs M-bit data
acquired by adding “0” of one or a plurality of bits to the
compression data CpData of the upper page. The zero
adding unit 51a outputs data so as to fill “0” toward the MSB
side. In this embodiment, the MSB filling data is described
like d0, d1, d2, ..., dm, 0, 0, 0, such that a data section dO,

dl, d3, . . ., dm is arranged first, and “0” is continued
thereafter.
[0065] The bit order reversing unit 5156 outputs M-bit data

of the lower page acquired by adding “0” of one or a
plurality of bits to the compression data CpData of the lower
page of which the bit order is reversed. The bit order
reversing unit 515 outputs data so as to fill toward the MSB
side.

[0066] The selector 52 selects an input from the zero
adding unit 51a at the time of an upper page and selects an
input from the bit order reversing unit 515 at the time of a
lower page. The selector 52 outputs the selected input to the
OR unit 55.

[0067] The selector 53 selects the padding data “0” of M
bits at the time of an upper page and selects the padding data
“1” of M bits at the time of a lower page. The right shift unit
54 shifts the input from the selector 53 to the right side by
(MxCR) bits and inserts “0” into bit positions that become
blank according to the shift. In this case, MxCR represents
the number of bits of the compression data CpData of the
lower page. Here, the right shift represents that data is
shifted to the LSB side.

[0068] The OR unit 55 performs OR operation between
the M-bit data input from the selector 52 and the M-bit
padding data input from the right shift unit 54 and outputs
a result thereof. The circulation right shift unit 56 performs
a circulated right shift of the upper page data input from the
OR unit 55 by the K1 bits and outputs a shift result to the
selector 58. The circulation left shift unit 57 performs a
circulated left shift of the lower page data input from the OR
unit 55 by the K2 bits and outputs a shift result to the selector
58. Here, the left shift represents that data is shifted to the
MSB side. The selector 58 selects and outputs upper page
data input from the circulation right shift unit 56 at the time
of an upper page and selects and outputs the lower page data
input from the circulation left shift unit 57 at the time of a
lower page.

[0069] A specific example will be described. It is assumed
that M=10. It is assumed that K=3. In addition, it is assumed
that the compression rate CR of the upper page is 60%, and
u0, ul, u2, u3, v4, and uS of six bits are input as the
compression data of the upper page. It is assumed that the
compression rate CR of the lower page is 70%, and 10, 11,
12, 13, 14, 15, and 16 of seven bits are input as the
compression data of the lower page.

[0070] First, the case of an upper page will be described.
As the compression data CpData, u0, ul, u2, u3, v4, and us
are input. The zero adding unit 51a outputs an MSB-filled
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data string “u0, ul, u2, u3, u4, us, 0, 0, 0, 0”. The selector
52 outputs “u0, ul, u2, u3, u4, us, 0, 0, 0, 0”. The right shift
unit 54 outputs a padding data string “0, 0, 0, 0, 0, 0, 0, 0,
0, 0”. The OR unit 55 outputs “u0, ul, u2, u3, u4, us, 0, 0,
0, 0”. The circulation right shift unit 56 performs circulated
right shift of three bits and outputs “0, 0, 0, u0, ul, u2, u3,
u4, us, 0”.

[0071] The case of a lower page will be described. As the
compression data CpData, 10, 11, 12, 13, 14, 15, and 16 are
input. The bit order reversing unit reverses the bit order and
adds “0”’s and outputs an MSB-filled data string “16, 15, 14,
13,12, 11, 10, 0, 0, 0. The selector 52 outputs “16, 15, 14,
13, 12, 11, 10, 0, 0, 0”. The right shift unit 54 outputs a
padding data string “0, 0, 0, 0, 0, 0, 0, 1, 1, 1. The OR unit
55 outputs “16, 15, 14, 13, 12, 11, 10, 1, 1, 1”. The
circulation left shift unit 57 performs a circulated left shift
of four (=7-3) bits and outputs “12, 11, 10, 1, 1, 1, 16, 15,
14, 13”.

[0072] Referring back to FIG. 1, the selector 34 selects
one of the write data WrData before the compression and the
padding processing output PdData input from the padding
unit 32 based on the compression flag Cpflag and outputs the
selected data to the output unit 35 as output data OpData.
The selector 34 selects the write data WrData when
Cpflag=0 and selects the padding processing output PdData
when Cpflag=1.

[0073] The output unit 35 includes: an ECC coding unit
36; and a write buffer 37. The ECC coding unit 36 performs
an error-correction coding processing for the output data
OpData and generates a parity. The ECC coding unit 36
stores a code word including data and the parity in the write
buffer 37. The output unit 35 outputs the code word stored
in the write buffer 37 to the NAND 10 together with the
physical address Addr.

[0074] The input unit 41 includes: an ECC decoding unit
42; and a read buffer 43. The input unit 41 reads a code word
from a page of the NAND 10 that corresponds to the
physical address Addr. The input unit 41 stores the read code
word in the read buffer 43. The input unit 41 inputs the code
word stored in the read buffer 43 to the ECC decoding unit
42. The ECC decoding unit 42 performs an error correction
decoding processing by using the input code words and
inputs decoded data (read data) to the decompression unit
44.

[0075] When the read data is input, the decompression
unit 44 acquires a compression flag Cpflag and a write count
corresponding to the physical address Addr of the read data
from the metadata managing unit 39. The decompression
unit 44 determines whether or not the read data is com-
pressed based on the compression flag Cpflag. In a case
where the read data is not compressed, the decompression
unit 44 outputs the input read data as it is to the control unit
20 as read data RdData.

[0076] On the other hand, in a case where the read data is
compressed, the decompression unit 44 determines whether
a read target page is an upper page or a lower page based on
a result of the determination made by the page determining
unit 33. In addition, the decompression unit 44 performs the
predetermined calculation based on the write count and
calculates a value K defining the start positions K1 and K2.
In a case where the read target page is an upper page, the
decompression unit 44 calculates the start position K1 based
on the calculated value K, performs a decompression pro-
cessing for the read data from the start position K1 toward
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the LSB side, and restores the compression data (read data)
to the original write data WrData. The decompression pro-
cessing is a translation processing in a direction opposite to
that of the compression processing performed by the com-
pression unit 31. Until the data length becomes the length of
the write data corresponding to the original one page, the
decompression unit 44 performs the decompression process-
ing of the input read data from the start position K1 and
completes the decompression processing when the data
length becomes a length corresponding to the original one
page. Through such a decompression processing, the pad-
ding data added by the padding unit 32 is eliminated. In a
case where the read target page is a lower page, the decom-
pression unit 44 calculates the start position K2 based on the
calculated value K, performs a decompression processing
for the data from the start position K2 toward the MSB side,
and restores the compression data (read data) to the original
write data WrData. The restored write data WrData is output
to the control unit 20 as read data RdData.

[0077] Next, the operation sequence of the memory sys-
tem 100 performed when a write request is received from the
host 1 will be described with reference to a flowchart
illustrated in FIG. 7. When a write request is received from
the host 1 (S100), the control unit 20 temporarily stores
write data in the buffer memory 25. The control unit 20
outputs the write data WrData stored in the buffer memory
25 to the data processing unit 30. In addition, the control unit
20 outputs a write address WrAddr designated by the write
request to the data processing unit 30. The physical address
determining unit 38 outputs a physical address Addr trans-
lated from the input write address WrAddr to the page
determining unit 33 and the metadata managing unit 39
(8115).

[0078] The page determining unit 33 determines a page,
which is a write target page, among N pages included in one
physical sector MS described above. In the case of the MLLC
mode, the page determining unit 33 determines whether the
write target page is an upper page or a lower page. The page
determining unit 33 notifies a result of the determination to
the padding unit 32.

[0079] The compression unit 31 compresses the write data
WrData of one page size input from the control unit 20
(S120). When the compression of the write data WrData of
one page size is completed, the compression unit 31 calcu-
lates a compression rate CR. The compression unit 31
determines whether or not the calculated compression rate
CR is less than 100% (S125). When the compression rate CR
is less than 100%, the compression unit 31 sets the com-
pression flag Cpflag to “1” (S140). On the other hand, when
the compression rate CR is equal to or more than 100%, the
compression unit 31 sets the compression flag Cpflag to “0”
(S130). The compression unit 31 outputs the compression
flag Cpflag to the selector 34 and the metadata managing
unit 39. The compression unit 31 outputs the compression
data CpData and the compression rate CR to the padding
unit 32.

[0080] When the compression flag Cpflag is “07”, the
selector 34 selects the write data WrData (S135) and outputs
the selected write data WrData to the output unit 35 as output
data OpData. The ECC coding unit 36 performs an error
correction coding processing for the output data OpData
(S170) and writes a code word including the data and the
parity into the NAND 10 through the write buffer 37 (5180).
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[0081] The metadata managing unit 39 outputs a write
count corresponding to the physical address Addr to the
padding unit 32. The padding unit 32 performs the prede-
termined calculation based on the write count and calculates
a value K defining the start positions K1 and K2 (S145). The
padding unit 32 performs a padding processing based on the
result of the page determination notified from the page
determining unit 33 and the start positions K1 and K2
defined by the value K. In the case of an upper page (S150:
Yes), as illustrated in FIG. 5A, the padding unit 32 performs
the padding processing such that the compression data
CpData and the padding data string “0” are written from the
start position K1 to the LSB side. In a case where the
compression data or the padding data “0” reaches the LSB,
the data is wrapped around from the MSB (S155). On the
other hand, in the case of a lower page (S150: No), as
illustrated in FIG. 5B, the padding unit 32 performs the
padding processing such that the compression data CpData
and the padding data string “1” are written from the start
position K2 to the MSB side. In a case where the compres-
sion data or the padding data “1” reaches the MSB, the data
is wrapped around from the LSB (5160).

[0082] When the compression flag Cpflag is “17, the
selector 34 selects the padding processing output PdData
and outputs the selected padding processing output PdData
to the output unit 35 as output data OpData. The ECC coding
unit 36 performs an error correction coding processing for
the output data OpData (S170) and writes a code word
including the data and the parity into the NAND 10 through
the write buffer 37 (S180).

[0083] Next, the operation sequence of the memory sys-
tem 100 performed when a read request is received from the
host 1 will be described with reference to a flowchart
illustrated in FIG. 8. When a read request is received from
the host 1 (5200), the control unit 20 outputs a read address
RdAddr designated by the read request to the data process-
ing unit 30. The physical address determining unit 38
outputs a physical address Addr translated from the read
address RdAddr to the decompression unit 44 and the input
unit 41 (S210).

[0084] The input unit 41 reads a code word from the page
of'the NAND 10 based on the physical address Addr (S220).
The input unit 41 inputs the read code word to the ECC
decoding unit 42 through the read buffer 43. The ECC
decoding unit 42 performs an error correction decoding
processing by using the code words and inputs decoded data
to the decompression unit 44 (S230).

[0085] The decompression unit 44 acquires a compression
flag Cpflag corresponding to the physical address Addr of
the read data from the metadata managing unit 39 (S240).
The decompression unit 44 determines whether or not the
read data is compressed based on the compression flag
Cpflag (S250). When the compression flag Cpflag=0, and
the read data is not compressed (S250: No), the decompres-
sion unit 44 outputs the input read data to the control unit 20
as it is. The control unit 20 transmits the read data RdData
input from the data processing unit 30 to the host 1 through
the host I/F 4 (S290).

[0086] When the compression flag Cpflag=1, and the read
data is compressed (S250: Yes), the decompression unit 44
acquires a write count corresponding to the physical address
Addr of the read data from the metadata managing unit 39
(S8260). The decompression unit 44 calculates the start
positions K1 and K2 of the data string based on the write
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count. The decompression unit 44 determines whether the
read target page is an upper page or a lower page based on
the result of the determination made by the page determining
unit 33 (S270). In a case where the read target page is an
upper page, the decompression unit 44 performs a decom-
pression processing for the read data from the start position
K1 to the LSB side and restores the compression data to the
original write data WrData. On the other hand, in a case
where the read target page is a lower page, the decompres-
sion unit 44 performs a decompression processing for the
read data from the start position K2 to the MSB side and
restores the compression data to the original write data
WrData (S280). The decompression unit 44 outputs decom-
pressed data to the control unit 20 as read data RdData. The
control unit 20 transmits the read data RdData input from the
data processing unit 30 to the host 1 through the host I/F 4
(S290).

[0087] In this way, according to the first embodiment, the
upper page data and the padding data are arranged from a
first cell toward one of the LSB side and the MSB side, and
the lower page data and the padding data are arranged from
a second cell adjacent to the first cell toward the other side.
Accordingly, the compression data of each page is arranged
in a distributed manner, the number of cells in which the
compression data is written into both the upper page and the
lower page is minimized, and the frequency of the appear-
ance of the distribution C having a maximum threshold
voltage is minimized. In addition, since the storage positions
of the compression data and the padding data are controlled
so as to be shifted in accordance with the write count, the
position of a cell in which there is a possibility that the
distribution C having a high threshold voltage appears can
be changed, and accordingly, the damages of cells can be
leveled. In addition, the compression and the padding pro-
cessing are performed in units of pages at the time of writing
data, and, the decompression processing can be performed in
units of pages at the time of reading data, whereby a low
latency and a high throughput at the time of reading data or
writing data can be realized.

[0088] Inaddition, in a case where a redundant area can be
secured in the page data, the compression flag Cpflag may
be added to the page data so as to be written into the NAND
10. Furthermore, it may be configured such that the upper
page data is arranged toward the MSB side, and the lower
page data is arranged toward the LSB side.

Second Embodiment

[0089] In a second embodiment, the start position K2 of
the compression data CpData of the lower page is changed
to the side of the last bit position of the compression data
CpData of the upper page. FIG. 9 is a diagram that illustrates
a padding processing according to the second embodiment.
An upper diagram in FIG. 9 illustrates an example of the
padding processing of an upper page, and a lower diagram
in FIG. 9 illustrates an example of the padding processing of
a lower page. The compression data CpData of the upper
page, similarly to the first embodiment, is arranged from a
start position K1 to the LSB side. The start position K2 used
for writing the compression data of the lower page is set as
a bit position adjacent to a last bit Ke of the compression
data CpData of the upper page toward the LSB. In the
second embodiment, the compression data CpData of the
lower page is arranged from the start position K2 to the LSB
side. In other words, the arrangement directions of the
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compression data of the upper page and the compression
data of the lower page are the same. In the case of the lower
diagram in FIG. 9, since the compression data of the lower
page reaches the L.SB, and the data is wrapped around from
the MSB.

[0090] The operation sequence of a memory system 100
according to the second embodiment that is performed when
a write request is received from the host 1 will be described
with reference to a flowchart illustrated in FIG. 10. The
sequence of S300 to S340 illustrated in FIG. 10 corresponds
to the sequence of S150 to S160 illustrated in FIG. 7, and a
duplicate sequence will not be described. A padding unit 32
determines whether a write target page is an upper page or
a lower page (S300). In a case where the write target page
is an upper page (S300: Yes), the padding unit 32, as
illustrated in the upper diagram in FIG. 9, performs a
padding processing such that the compression data CpData
and a padding data string “0” are written from the start
position K1 to the LSB side. In a case where the compres-
sion data or the padding data “0” reaches the LSB, the data
is wrapped around from the MSB (S310).

[0091] Inacase where the write target page is a lower page
(S300: No), the padding unit 32 calculates a length of the
compression data of the upper page based on the compres-
sion rate CR of the upper page. The padding unit 32
calculates a last bit position of the compression data CpData
based on the start position K1 and the length of the com-
pression data of the upper page. The padding unit 32 sets a
bit position, as a start position K2 of the lower page, adjacent
to the calculated last bit position toward the LSB side
(S320). The padding unit 32, as illustrated in the lower
diagram in FIG. 9, performs a padding processing such that
the compression data CpData and a padding data string “1”
are written from the start position K2 to the LLSB side. In a
case where the compression data or the padding data “1”
reaches the LSB, the data is wrapped around from the MSB
(S330). The padding unit 32 outputs the calculated start
position K2 to the metadata managing unit 39. The metadata
managing unit 39 stores the start position K2 in association
with a page address of the write target (S340).

[0092] In this case, while the upper page is written first in
the NAND 10, in a case where the lower page is written first
in the NAND 10, the start position of the upper page may be
determined based on the bit position and the length of the
compression data of the lower page.

[0093] Next, the operation sequence of the memory sys-
tem 100 according to the second embodiment performed
when a read request is received from the host 1 will be
described with reference to a flowchart illustrated in FIG. 11.
The sequence of S400 to S430 illustrated in FIG. 11 corre-
sponds to the sequence of S260 to S280 illustrated in FIG.
8, and a duplicate sequence will not be described. When the
compression flag Cpflag=1, and the read data is compressed,
the decompression unit 44 determines whether a read target
page is an upper page or a lower page based on a result of
the determination made by the page determining unit 33
(S400). In a case where the read target page is an upper page,
the decompression unit 44 acquires a write count corre-
sponding to the physical address Addr of the read data and
calculates a start position K1 based on the write count
(S410). The decompression unit 44 performs a decompres-
sion processing for the read data from the start position K1
to the LSB side and restores the compression data of the
upper page to the original write data WrData (S430). In a
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case where the read target page is a lower page, the decom-
pression unit 44 acquires a start position K2 corresponding
to the physical address Addr of the read data from the
metadata managing unit 39 (S420). The decompression unit
44 performs a decompression processing for the read data
from the start position K2 to the LSB side and restores the
compression data of the lower page to the original write data
WrData (S430). In the case of this second embodiment, the
decompression unit 44 decompresses input data from the
start position K1 or K2 to the L.SB side regardless of whether
the read target page is an upper page or a lower page.
[0094] In addition, in the description presented above,
while the start position K2 of the lower page is stored and
managed as metadata, another technique as below may be
used. According to another technique, before the data of the
lower page is decompressed, by decompressing the com-
pression data of the upper page until it becomes the length
of the one-page data and determining a bit position at which
the completion of the decompression is detected, a last bit
position of the compression data of the upper page is
determined. Then, a bit position adjacent to this last bit
position on the LSB side is set as the start position K2.
[0095] In this way, according to the second embodiment,
the upper page data and the padding data are arranged from
a first cell to one of the LLSB side and the MSB side, and the
lower page data and the padding data are arranged, to the one
side direction, from a second cell adjacent to the last bit
position of the upper page data toward the one side. Accord-
ingly, the compression data of each page is arranged in a
distributed manner, the number of cells in which the com-
pression data is written into both the upper page and the
lower page is minimized, and the appearance frequency of
the distribution C having a maximum threshold voltage is
minimized.

Third Embodiment

[0096] In a third embodiment, a padding processing of
TLC mode cells (three bits/cell) will be described. FIG. 12
is a diagram that illustrates an example of threshold voltage
distributions and data coding of cells of the TLC mode. As
illustrated in a lower diagram in FIG. 12, in the case of cells
of the three bits/cell, eight distributions formed by a distri-
bution E, a distribution A, a distribution B, a distribution C,
a distribution D, a distribution F, a distribution G, and a
distribution H are included. The distribution E has a lowest
threshold voltage and corresponds to a threshold voltage
distribution of an erased state. The threshold voltage is
higher in order of the distributions A, B, C, D, F, G, and H.
Thus, the distribution H has a maximum threshold voltage.
In a case where cells of three bits/cell are used, data values
of three bits are associated with the eight threshold distri-
butions E, A, B, C, D, F, G, and H. In a case where the three
bits/cell is used, one physical sector corresponds to these
three pages. Three bits that can be stored by each cell
correspond to these three pages. In this embodiment, these
three pages will be referred to as a lower page, a middle
page, and an upper page.

[0097] In FIG. 12, an upper diagram is a diagram that
illustrates an example of data coding. The distribution E
corresponds to a data value of “111”, the distribution A
corresponds to a data value of “011”, the distribution B
corresponds to a data value of “001”, the distribution C
corresponds to a data value of “101”, the distribution D
corresponds to a data value of “110”, the distribution F
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corresponds to a data value of “010”, the distribution G
corresponds to a data value of “000”, and the distribution H
corresponds to a data value of “100”. In this embodiment,
when data of the upper page is denoted by Du, data of the
middle page is denoted by Dm, and data of the lower page
is denoted by DI, the data value of three bits will be denoted
as “DuDmDI”. The data coding illustrated in FIG. 12 is an
example, and the data coding is not limited to the example
illustrated in FIG. 12.

[0098] FIG. 13 is a diagram that illustrates a padding
processing according to the third embodiment. In the order
from the upper side in FIG. 13, examples of the padding
processing of an upper page, a middle page, and a lower
page are illustrated. A lower diagram illustrated in FIG. 13
illustrates a threshold voltage distribution of a TLC appear-
ing in each area.

[0099] A start position K1 used for writing the compres-
sion data CpData of the upper page is set as an MSB. The
compression data CpData of the upper page is arranged from
the start position K1 to the LSB side, and padding data “0”
is arranged following this compression data. A start position
K2 used for writing the compression data CpData of the
middle page is set as an LSB. The LSB is a bit adjacent to
the start position K1 toward the MSB side. The compression
data CpData of the middle page is arranged from the start
position K2 to the MSB side, and a padding data string “1”
is arranged following this compression data. As illustrated in
a third diagram from the upper side in FIG. 13, a start
position K3 (third cell position) used for writing the com-
pression data CpData of the lower page is the same as the
start position K1 and is an MSB in this case. In the
compression data CpData of the lower page, an arrangement
starting from the MSB that is the start position K3 toward
the L.SB side and an arrangement starting from the LSB
(fourth cell position) adjacent to the start position K3 toward
the MSB side are alternately performed. In addition, in the
remaining cells of the lower page, a padding data string “1”
is arranged. More specifically, the data arrangement of the
lower page is “10, 12,14, ..., 1, 1,1, 1, ..., 15,13, 11",
The start position K1 (=K3) and K2, similarly to the first and
second embodiments, are changed in accordance with the
write count.

[0100] As illustrated in a lower diagram in FIG. 13, in
cells included in an area R1, since the middle page data is
“17, the distribution E, A, D, or F appears. In cells included
in an area R2, since the lower page data and the middle page
data are “1”, the distribution E or the distribution A appears.
In cells included in an area R3, since the lower page data is
“17, the distribution E, A, B, or C appears. In cells included
in an area R4, since the lower page data is “1”, and the upper
page data is “0”, the distribution A or the distribution B
appears. In cells included in an area R5, since the lower page
data is “0”, the distribution A, B, F, or G appears. Accord-
ingly, in the example illustrated in FIG. 13, the distribution
H having a maximum threshold voltage does not appear.
[0101] In this way, regarding the upper page, similarly to
the first embodiment, the upper page data is arranged from
a first cell corresponding to the start position K1 to one of
the L.SB side and the MSB side, and the padding data is
arranged following this upper page data. When the data
reaches the end bit of the one side, the data is wrapped
around. Regarding the middle page, similarly to the first
embodiment, the middle page data is arranged from a second
cell adjacent to the first cell toward the other side, and the
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padding data is arranged following this middle page data.
When the data reaches the end bit of the other side, the data
is wrapped around. Regarding the lower page, the start
position K3 is set to be the same as the start position K1 of
the upper page. In addition, regarding the lower page,
arrangement of the lower page data from the first cell
corresponding to the start position K3 (=K1) toward the one
side and arrangement of the lower page data from the second
cell adjacent to the first cell toward the other side are
alternately performed, and the padding data is arranged in
the remaining cells. Through such a padding processing for
the lower page, in the area R3 including cells in which the
compression data is written into both the upper page and the
middle page, the padding data of the lower page is arranged.

[0102] In the description presented above, while the start
position K3 of the lower page is the same as the start position
K1 of the upper page, the start position K3 of the lower page
may be offset from the start position K1 of the upper page.
The size and the position of the area R3 are changed in
accordance with the compression rate of the upper page and
the compression rate of the middle page. Thus, the offset
value Aofs is determined according to the compression rate
of the upper page and the compression rate of the middle
page such that the padding data of the lower page is arranged
in this area R3.

[0103] The padding processing of the TL.C mode may be
performed by combining the padding processing described
in the second embodiment and the padding processing of the
lower page illustrated in FIG. 13. In other words, the
padding processing described with reference to the upper
diagram in FIG. 9 is applied to the upper page, the padding
processing described with reference to the lower diagram in
FIG. 9 is applied to the middle page, and the padding
processing described with reference to the third diagram
from the upper side in FIG. 13 is applied to the lower page.
In this case, the upper page data is arranged from the first
cell corresponding to the start position K1 toward one of the
LSB side and the MSB side, and the padding data is arranged
following this upper page data. When the data reaches the
end bit of the one side, the data is wrapped around. Regard-
ing the middle page, similarly to the second embodiment,
the middle page data is arranged, to the one side, from the
second cell adjacent to the position of the end bit of the
upper page data toward the one side, and the padding data
is arranged following this middle page data. When the data
reaches the end bit of the one side, the data is wrapped
around. Regarding the lower page, the start position K3 is set
to be the same as the start position K1 of the upper page. In
addition, arrangement of the lower page data from the first
cell corresponding to the start position K3 (=K1) to the one
side and arrangement of the lower page data from the second
cell adjacent to the first cell toward the other side are
alternately performed, and the padding data is arranged in
the remaining cells.

[0104] In this way, according to the third embodiment, in
a case where recording is performed in the TLC mode, since
the compression data of each page is arranged in a distrib-
uted manner, the number of cells in which the compression
data is written into all the upper page, the middle page, and
the lower page is minimized, and the appearance frequency
of the distribution H having the maximum threshold voltage
is minimized.
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Fourth Embodiment

[0105] In a fourth embodiment, a padding processing of a
QLC mode (four bits/cell) will be described. In the case of
the QLC mode, 16 threshold voltage distributions are
included. In a case where the four bits/cell is used, one
physical sector corresponds to four pages. Four bits that can
be stored by each cell correspond to these four pages. In this
embodiment, these four pages will be referred to as an upper
page, a middle0 page, a middlel page, and a lower page. The
middle0 page is a higher-rank page of the middlel page.
[0106] FIG. 14 is a diagram that illustrates a padding
processing according to the fourth embodiment. In the order
from the upper side in FIG. 14, examples of the padding
processing of an upper page, a middle0 page, a middlel
page, and a lower page are illustrated.

[0107] In the fourth embodiment, by using a combination
of'the padding processing for two pages described in the first
embodiment, padding processing for four pages is per-
formed. In the fourth embodiment, the upper page and the
middle0 page form a pair, and the middlel page and the
lower page form a pair. Here, the combination of pairs is
arbitrary, and another combination may be employed.
[0108] The compression data CpData of the upper page is
arranged from the start position (first cell position) K1 to the
LSB side, and a padding data string PadU is arranged
following this compression data. As illustrated in the second
diagram from the upper side in FIG. 14, the compression
data CpData of the middleO page is arranged from the start
position K2 ((second cell position)) to the MSB side, and a
padding data string PadMO is arranged following this com-
pression data. The start position K2 is adjacent to the start
position K1 toward the MSB side.

[0109] The compression data CpData of the middlel page
is arranged from the start position K3 (fifth cell position) to
the LSB side, and a padding data string PadM1 is arranged
following this compression data. As illustrated in a lower
diagram in FIG. 14, the compression data CpData of the
lower page is arranged from the start position K4 (sixth cell
position) to the MSB side, and a padding data string PadlL
is arranged following this compression data. The start posi-
tion K4 is adjacent to the start position K3 toward the MSB
side. Each of the padding data strings PadU, PadM0,
PadM1, and PadL is configured by a data string of “0” or
“17.

[0110] The start positions K1 and K2, similarly to the first
and second embodiments, are changed according to the
write count. The start position K3 is offset from the start
position K1 by a value Aofs. As the offset value Aofs, a fixed
value may be used, or a changeable value determined based
on the compression rate of the upper page and the compres-
sion rate of the middlel page may be used. In addition, the
start position K3 may be acquired based on the write count.
In such a case, the start position K1 is acquired by perform-
ing first calculation using the write count, and the start
position K3 is acquired by performing second calculation
using the write count.

[0111] In this way, according to the fourth embodiment, in
a case where recording is performed in the QLC mode, since
the compression data of each page is arranged in a distrib-
uted manner, the number of cells in which the compression
data is written into all the upper page, the middle0 page, the
middlel page, and the lower page is minimized, and the
appearance frequency of a distribution having the maximum
threshold voltage is minimized.
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Fifth Embodiment

[0112] In a fifth embodiment, another padding processing
for cells of the QLC mode (four bits/cell) will be described.
FIG. 15 is a diagram used for describing the padding
processing according to the fifth embodiment. In the order
from the upper side in FIG. 15, examples of the padding
processing of an upper page, a middle0 page, a middlel
page, and a lower page are illustrated.

[0113] In the fifth embodiment, the start positions K1, K2,
K3, and K4 of the pages are configured to be different from
each other, and the arrangement directions of the compres-
sion data of the pages are uniformized to one of a first
direction toward the MSB side and a second direction
toward the LSB side.

[0114] The compression data CpData of the upper page is
arranged from the start position K1 (first cell position) to the
LSB side, and a padding data string PadU is arranged
following this compression data. The compression data
CpData of the middle0 page is arranged from the start
position K2 (second cell position) to the L.SB side, and a
padding data string PadMO is arranged following this com-
pression data.

[0115] The compression data CpData of the middlel page
is arranged from the start position K3 (fifth cell position) to
the LSB side, and a padding data string PadM1 is arranged
following this compression data. The compression data
CpData of the lower page is arranged from the start position
K4 (sixth cell position) to the L.SB side, and a padding data
string Padl. is arranged following this compression data.
Each of the padding data strings PadU, PadM0, PadM1, and
PadL is configured by a data string of “0” or “1”.

[0116] The start position K1, similarly to the first and
second embodiments, is changed according to the write
count. The start positions K2, K3, and K4 are offset from the
start position K1 by values Aofs2, Aofs3, and Aofs4. The
offset value Aofs2 of the start position K2, for example, is a
value acquired by dividing the page size M by the number
N(=4) of pages included in one physical sector. The offset
value Aofs3 of the start position K3 is set as 2xAofs2, and
the offset value Aofs4 of the start position K4 is set as
3xAofs2. Here, the offset values Aofs2, Aofs3, and Aofs4
may be controlled so as to be changed according to the
compression rate of each page.

[0117] In this way, according to the fifth embodiment, in
a case where recording is performed in the QL.C mode, since
the compression data of each page is arranged in a distrib-
uted manner, the number of cells in which the compression
data is written into all the upper page, the middle0 page, the
middlel page, and the lower page is minimized, and the
appearance frequency of a distribution having the maximum
threshold voltage is minimized.

[0118] In addition, the present invention may be applied to
a nonvolatile memory that performs a recording operation of
five bits/cell or more. In a case where pages of an odd
number (five pages, seven pages, . . . ) are allocated to one
physical sector, the technical idea of the third embodiment
and the technical idea of the fourth or fifth embodiment may
be combined. On the other hand, in a case where pages of an
even number (six pages, eight pages, . . . ) are allocated to
one physical sector, the technical idea of the fourth embodi-
ment or the technical idea of the fifth embodiment may be
employed.

[0119] While certain embodiments have been described,
these embodiments have been presented by way of example
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only, and are not intended to limit the scope of the inven-
tions. Indeed, the novel embodiments described herein may
be embodied in a variety of other forms; furthermore,
various omissions, substitutions and changes in the form of
the embodiments described herein may be made without
departing from the spirit of the inventions. The accompa-
nying claims and their equivalents are intended to cover
such forms or modifications as would fall within the scope
and spirit of the inventions.

What is claimed is:

1. A memory controller that controls a nonvolatile
memory including a plurality of physical sectors, each of the
physical sectors including memory cells, each of the
memory cells being capable of storing data of m bits using
threshold voltage distributions of the m-th power of two,
each of the physical sectors storing data of m pages, m being
a natural number of two or more, the memory controller
comprising:

a compression unit that compresses first data to be written
into a first page and second data to be written into a
second page, the first page and the second page being
one of the m pages allocated to a first physical sector;

a padding processing unit that performs a first padding
processing and a second padding processing, the first
padding processing generating first recording data such
that the compressed first data is written into first
memory cells, and first padding data is written into
second memory cells, the first memory cells being
memory cells arrayed from a first cell position of the
first physical sector in a first direction so as to be
wrappable around, the second memory cells being
memory cells excluding the first memory cells among
the memory cells included in the first physical sector,
the second padding processing generating second
recording data such that the compressed second data is
written into third memory cells, and second padding
data is written into fourth memory cells, the third
memory cells being a plurality of memory cells arrayed
from a second cell position of the first physical sector
in a second direction so as to be wrappable around, and
the fourth memory cells being memory cells excluding
the third memory cells among the memory cells
included in the first physical sector; and

an output unit that writes the first recording data into the
first page and writes the second recording data into the
second page.

2. The memory controller according to claim 1, wherein
the padding processing unit generates the first recording data
such that the compressed first data is arranged from the first
cell position in the first direction and generates the second
recording data such that the compressed second data is
arranged from the second cell position in the second direc-
tion.

3. The memory controller according to claim 2, further
comprising:

an input unit that reads data from the nonvolatile memory;
and

a decompression unit that restores the first data by decom-
pressing data read from the first page from the first cell
position toward the first direction and restores the
second data by decompressing data read from the
second page from the second cell position toward the
second direction.

11

Sep. 14, 2017

4. The memory controller according to claim 1, wherein
the first padding data and the second padding data are data
that is not coded in a maximum threshold voltage distribu-
tion among the threshold voltage distributions of the m-th
power of two.

5. The memory controller according to claim 1, wherein
the padding processing unit changes the first cell position
and the second cell position in accordance with a number of
times of writing or a number of times of erasing of the first
physical sector.

6. The memory controller according to claim 1,

wherein m is two, and

wherein the second cell position is adjacent to the first cell

position in the second direction, the second direction
being different from the first direction.

7. The memory controller according to claim 1,

wherein m is two, and

wherein the second cell position is adjacent to a memory

cell into which last data of the compressed first data is
written in the first direction, and the second direction is
the same as the first direction.

8. The memory controller according to claim 1,

wherein m is three,
wherein the compression unit compresses third data to be
written into a third page, the third page being one page
among the m pages allocated to the first physical sector,

wherein the padding processing unit performs a third
padding processing, the third padding processing gen-
erating third recording data such that the compressed
third data is written into fifth memory cells, and third
padding data is written into sixth memory cells, the fifth
memory cells including memory cells arrayed so as to
be wrappable around in a third direction from a third
cell position of the first physical sector and memory
cells arrayed so as to be wrappable around in a fourth
direction from a fourth cell position that is adjacent to
the third cell position in the second direction, and the
sixth memory cells being memory cells excluding the
fifth memory cells among the memory cells included in
the first physical sector, and

wherein the output unit writes the third recording data into

the third page.

9. The memory controller according to claim 8, wherein
the padding processing unit

generates the first recording data such that the compressed

first data is arranged from the first cell position in the
first direction,

generates the second recording data such that the com-

pressed second data is arranged from the second cell
position in the second direction, and

generates the third recording data such that the com-

pressed third data is arranged from the third and fourth
cell positions in the third direction and the fourth
direction.

10. The memory controller according to claim 9,

wherein the second cell position is adjacent to the first cell

position in the second direction, the second direction
being different from the first direction, and

wherein the third direction coincides with the first direc-

tion, and the fourth direction coincides with the second
direction.

11. The memory controller according to claim 10, wherein
the third cell position coincides with the first cell position.
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12. The memory controller according to claim 10,
wherein the third cell position is offset from the first cell
position by a first offset value, the first offset value being
determined in accordance with compression rates of the first
page and the second page.

13. The memory controller according to claim 8, wherein
the second cell position is adjacent to a memory cell into
which last data of the compressed first data is written in the
first direction, and the second direction coincides with the
first direction.

14. The memory controller according to claim 13,
wherein the third cell position coincides with the first cell
position.

15. The memory controller according to claim 13,
wherein the third cell position is offset from the first cell
position by a first offset value, the first offset value being
determined in accordance with compression rates of the first
page and the second page.

16. The memory controller according to claim 1,

wherein m is four,

wherein the compression unit compresses third data to be

written into a third page and fourth data to be written
into a fourth page, the third page and the fourth page
being one page of the m pages allocated to a first
physical sector,

wherein the padding processing unit performs a third

padding processing and a fourth padding processing,
the third padding processing generating third recording
data such that the compressed third data is written into
seventh memory cells, and third padding data is written
into eighth memory cells, the seventh memory cells
being memory cells arrayed from a fifth cell position of
the first physical sector in a fifth direction so as to be
wrappable around, the eighth memory cells being
memory cells excluding the seventh memory cells
among the memory cells included in the first physical
sector, and the fourth padding processing generating
fourth recording data such that the compressed fourth
data is written into ninth memory cells and fourth
padding data is written into tenth memory cells, the
ninth memory cells being memory cells arrayed from a
sixth cell position of the first physical sector in a sixth
direction so as to be wrappable around, the tenth
memory cells being memory cells excluding the ninth
memory cells among the memory cells included in the
first physical sector, and

wherein the output unit writes the third recording data into

the third page and writes the fourth recording data into
the fourth page.

17. The memory controller according to claim 16,

wherein the second cell position is adjacent to the first cell

position in the second direction, the second direction
being different from the first direction,

wherein the sixth cell position is adjacent to the fifth cell

position in the second direction,

wherein the fifth direction coincides with the first direc-

tion, and the sixth direction coincides with the second
direction, and

wherein the fifth cell position is offset from the first cell

position by a second offset value.

18. The memory controller according to claim 16,

wherein the first direction, the second direction, the fifth

direction, and the sixth direction coincide with one
another,
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wherein the second cell position is offset from the first cell
position by a third offset value,

wherein the fifth cell position is offset from the first cell
position by a fourth offset value, and

wherein the sixth cell position is offset from the first cell
position by a fifth offset value.

19. A method of controlling a nonvolatile memory for
controlling the nonvolatile memory including a plurality of
physical sectors, each of the physical sectors including
memory cells, each of the memory cells being capable of
storing data of m bits using threshold voltage distributions of
the m-th power of two, each of the physical sectors storing
data of m pages, m being a natural number of two or more,
the method comprising:

compressing first data to be written into a first page and
second data to be written into a second page, the first
page and the second page being one of the m pages
allocated to a first physical sector;

performing a first padding processing and a second pad-
ding processing, the first padding processing generating
first recording data such that the compressed first data
is written into first memory cells, and first padding data
is written into second memory cells, the first memory
cells being memory cells arrayed from a first cell
position of the first physical sector in a first direction so
as to be wrappable around, the second memory cells
being memory cells excluding the first memory cells
among the memory cells included in the first physical
sector, the second padding processing generating sec-
ond recording data such that the compressed second
data is written into third memory cells, and second
padding data is written into fourth memory cells, the
third memory cells being a plurality of memory cells
arrayed from a second cell position of the first physical
sector in a second direction so as to be wrappable
around, and the fourth memory cells being memory
cells excluding the third memory cells among the
memory cells included in the first physical sector; and

writing the first recording data into the first page and
writing the second recording data into the second page.

20. A memory system comprising:

a nonvolatile memory that includes a nonvolatile memory
including a plurality of physical sectors, each of the
physical sectors including memory cells, each of the
memory cells being capable of storing data of m bits
using threshold voltage distributions of the m-th power
of two, each of the physical sectors storing data of m
pages, m being a natural number of two or more; and

a memory controller that includes:

a compression unit that compresses first data to be written
into a first page and second data to be written into a
second page, the first page and the second page being
one of the m pages allocated to a first physical sector;

a padding processing unit that performs a first padding
processing and a second padding processing, the first
padding processing generating first recording data such
that the compressed first data is written into first
memory cells, and first padding data is written into
second memory cells, the first memory cells being
memory cells arrayed from a first cell position of the
first physical sector in a first direction so as to be
wrappable around, the second memory cells being
memory cells excluding the first memory cells among
the memory cells included in the first physical sector,
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the second padding processing generating second
recording data such that the compressed second data is
written into third memory cells, and second padding
data is written into fourth memory cells, the third
memory cells being a plurality of memory cells arrayed
from a second cell position of the first physical sector
in a second direction so as to be wrappable around, and
the fourth memory cells being memory cells excluding
the third memory cells among the memory cells
included in the first physical sector; and

an output unit that writes the first recording data into the
first page and writes the second recording data into the
second page.



