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SEMICONDUCTOR STORAGE DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 16/286,531, filed Feb. 26, 2019, which
is based upon and claims the benefit of priority from
Japanese Patent Application No. 2018-171686, filed Sep. 13,
2018, the entire contents of which are incorporated herein by
reference.

FIELD

[0002] Embodiments described herein relate generally to a
semiconductor storage device.

BACKGROUND

[0003] A NAND type flash memory is known as one type
of semiconductor storage device.

DESCRIPTION OF THE DRAWINGS

[0004] FIG. 1 is a block diagram illustrating the configu-
ration of a memory system according to a first embodiment.
[0005] FIG. 2 is a block diagram illustrating the configu-
ration of a semiconductor storage device according to the
first embodiment.

[0006] FIG. 3 is a block diagram illustrating a plane of the
semiconductor storage device according to the first embodi-
ment.

[0007] FIG. 4 is a circuit diagram illustrating the configu-
ration of a memory cell array of a semiconductor storage
device according to the first embodiment.

[0008] FIG. 5 is a cross-sectional view illustrating the
configuration of a memory cell array of the semiconductor
storage device according to the first embodiment.

[0009] FIG. 6 is a block diagram illustrating the configu-
ration of a sense amplifier module of the semiconductor
storage device according to the first embodiment.

[0010] FIG. 7 is a circuit diagram illustrating the configu-
ration of a sense amplifier unit of the semiconductor storage
device according to the first embodiment.

[0011] FIG. 8 is a command sequence for a pseudo cache
program operation in the semiconductor storage device
according to the first embodiment.

[0012] FIG. 9 is a command sequence for a pseudo cache
program operation that is interrupted by a read operation in
the semiconductor storage device according to a first modi-
fication of the first embodiment.

[0013] FIG. 10 is a schematic diagram illustrating data
movement configured to avoid data collisions in the sense
amplifier unit in the semiconductor storage device according
to the first modification of the first embodiment.

[0014] FIG. 11 is a command sequence for a pseudo cache
program operation that is interrupted by a read operation in
the semiconductor storage device according to a second
modification of the first embodiment.

[0015] FIG. 12 is a command sequence for a pseudo cache
program operation that is interrupted by a read operation in
the semiconductor storage device according to yet another
modification of the second modification of the first embodi-
ment.
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DETAILED DESCRIPTION

[0016] In general, according to one embodiment, a semi-
conductor storage device according to an embodiment
includes a first plane and a second plane each including a
memory cell array that includes plural memory cells, an
input/output circuit configured to receive data to be written
in the memory cell array from a controller, and a control
circuit. The first plane further includes a first sense amplifier
circuit electrically connected a first memory cell of the first
plane and a first latch circuit connected in series between the
input/output circuit and the first sense amplifier circuit. The
control circuit is configured to carry out a first write opera-
tion on the first memory cell using the first latch circuit in
response to a first command, and while carrying out the first
write operation on the first memory cell, accept a second
command to carry out a second write operation on a second
memory cell of the second plane before use of the first latch
circuit during the first write operation has ended.

[0017] Hereinafter, embodiments will be described with
reference to the drawings. In the following description,
elements having the same function and configuration are
denoted by common reference numerals. Further, when
plural elements having common reference numerals are
distinguished from each other, suffixes are added to the
common reference numerals. In addition, when such ele-
ments are not required to be distinguished from each other,
they are referred to using only the common reference
numerals, and without any suffix attached thereto.

1. First Embodiment

[0018] A semiconductor storage device according to a first
embodiment will be described.

[0019] 1.1 Configuration

[0020] First, descriptions will be made on the configura-
tion of the semiconductor storage device according to the
first embodiment.

[0021] 1.1.1 Overall Configuration of Memory System
[0022] FIG. 1is ablock diagram illustrating an example of
the configuration of a memory system including the semi-
conductor storage device according to the first embodiment.
The memory system 1 communicates with, for example, an
external host device (not illustrated). The memory system 1
stores data from a host device (not illustrated) and also reads
the stored data for return to the host device.

[0023] As illustrated in FIG. 1, the memory system 1
includes a memory controller 10 and a semiconductor stor-
age device (e.g., NAND flash memory) 20. The memory
controller 10 receives a command from the host device and
controls the semiconductor storage device 20 based on the
received command. Specifically, the memory controller 10
writes the data which is instructed to be written from the host
device to the semiconductor storage device 20, reads the
data which is instructed to be read from the host device from
the semiconductor storage device 20, and transmits the read
data to the host device. The memory controller 10 is
connected to the semiconductor storage device 20 by a
NAND bus. The semiconductor storage device 20 includes
plural memory cells, and stores data in a nonvolatile manner.
[0024] The NAND bus transmits and receives the signals
/CE, CLE, ALE, /WE, /RE, /WP, /RB, and 1/O <7:0>
according to the NAND interface standard via individual
signal lines. The signal /CE is a chip enable signal by which
the semiconductor storage device 20 can be enabled. The
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signal CLE notifies the semiconductor storage device 20 that
the signal 1/O <7:0> which is transmitted to the semicon-
ductor storage device 20 is a command while the signal CLE
is at the level “H (High).” The signal ALE notifies the
semiconductor storage device 20 that the signal I/O <7:0>
which is transmitted to the semiconductor storage device 20
is an address while the signal ALE is at the level “H.” The
signal /WE instructs the semiconductor storage device 20 to
receive the signal I/O <7:0> which is transmitted to the
semiconductor storage device 20 while the signal /WE is at
the level “L. (Low).” The signal /RE instructs the semicon-
ductor storage device 20 to output the signal /O <7:0>
therefrom. The signal /WP instructs the semiconductor stor-
age device 20 to prohibit data writing and erasing. The signal
/RB indicates whether the semiconductor storage device 20
is in a ready state (a state in which an external command can
be received) or a busy state (a state in which no external
command can be received). The signal /O <7:0> is, for
example, an 8-bit signal. The signal /O <7:0> represents a
data entity transmitted and received between the semicon-
ductor storage device 20 and the memory controller 10, and
includes a command CMD, an address ADD, and data DAT.
The data DAT includes write data and read data.

[0025]

[0026] Next, the memory controller of the memory system
according to the first embodiment will be described with
reference to FIG. 1. The memory controller 10 includes a
processor (e.g., CPU: central processing unit) 11, an internal
memory (e.g., RAM: random access memory) 12, an ECC
(error check and correction) circuit 13, a NAND interface
circuit 14, a buffer memory 15, and a host interface circuit
16.

[0027] The processor 11 controls the entire operation of
the memory controller 10. The processor 11 issues a read
command based on the NAND interface to the semiconduc-
tor storage device 20, for example, in response to a data read
command received from the host device. Similarly, the
processor 11 controls the writing and erasing operations in
response to a data write command and a data erase command
received from the host device. The processor 11 also per-
forms various calculations on the data read from the semi-
conductor storage device 20.

[0028] The internal memory 12 is, for example, a semi-
conductor memory such as a DRAM (dynamic RAM) and is
used as a work area of the processor 11. The internal
memory 12 stores firmware that is executed by the processor
11 to manage the semiconductor storage device 20, various
management tables, and the like.

[0029] An ECC circuit 13 performs an error detection and
error correction processing. More specifically, at the time of
writing data, an ECC code is generated for each set having
a certain amount of data, from the data received from the
host device. Further, at the time of reading data, ECC
decoding is performed based on the ECC code, and the
presence or absence of an error is detected. When an error
is detected, the bit position of the error is determined and the
error is corrected.

[0030] The NAND interface circuit 14 is connected to the
semiconductor storage device 20 via the NAND bus and
performs communication with the semiconductor storage
device 20. The NAND interface circuit 14 transmits the
command CMD, the address ADD, and the write data to the
semiconductor storage device 20 according to the instruction

1.1.2 Configuration of Memory Controller
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of the processor 11. Further, the NAND interface circuit 14
receives the data read from the semiconductor storage
device 20.

[0031] The buffer memory 15 temporarily stores data and
the like received by the memory controller 10 from the
semiconductor storage device 20 and the host device. The
buffer memory 15 is also used, for example, as a storage area
that temporarily stores the data read from the semiconductor
storage device 20, calculation results for the read data, and
the like.

[0032] The host interface circuit 16 is connected to the
host device and performs communication with the host
device. The host interface circuit 16 transfers, for example,
commands and data received from the host device to the
processor 11 and the buffer memory 15, respectively.

[0033] 1.1.3 Configuration of Semiconductor Storage
Device
[0034] Next, descriptions will be made on a configuration

example of the semiconductor storage device according to
the first embodiment. FIG. 2 is a block diagram illustrating
an example of the configuration of the semiconductor stor-
age device according to the first embodiment.

[0035] FIG. 2 is a block diagram illustrating an example of
the configuration of the semiconductor storage device
according to the first embodiment. As illustrated in FIG. 2,
the semiconductor storage device 20 includes a core unit 21,
an input/output circuit 22, a logic control circuit 23, a
register 24, a sequencer 25, a voltage generating circuit 26,
and a driver set 27.

[0036] The core unit 21 includes, for example, 16 planes
PB (PBO, PB1, . . ., PB15). Each plane PB performs the
above-described various operations on a block (not illus-
trated) including plural memory cell transistors (not illus-
trated). Specifically, for example, each plane PB performs a
data write operation and a data read operation for a portion
of memory cell transistors in a certain block, and performs
a data erase operation for all the memory cell transistors in
the certain block. In addition, each of the planes PBO to
PB15 in the present embodiment has the same configuration
except as otherwise noted below. Details of the configuration
of the plane PB will be described later.

[0037] The input/output circuit 22 transmits and receives
signals I/O <7:0> with the memory controller 10. The
input/output circuit 22 transfers the command CMD and the
address ADD in the signals I/O <7:0> to the register 24.
Further, the input/output circuit 22 transmits and receives
write data and read data (both which are generally referred
to herein as data DAT) to and from the core unit 21.
[0038] The logic control circuit 23 receives the signals
/CE, CLE, ALE, /WE, /RE, and /WP from the memory
controller 10. Further, the logic control circuit 23 transfers
the signal /RB to the memory controller 10 and notifies the
state of the semiconductor storage device 20 to the outside.
[0039] The register 24 stores the command CMD and the
address ADD. The register 24 transfers, for example, the
address ADD and the command CMD to the sequencer 25.
[0040] The sequencer 25 receives a command set includ-
ing the command CMD and the address ADD and controls
the semiconductor storage device 20 in accordance with the
sequence based on the received command set. The sequencer
25 may output a control signal, for example, to synchronize
plural planes PB in the core unit 21, when executing a data
read operation, a data write operation, or a data erase
operation.
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[0041] The voltage generating circuit 26 generates a volt-
age necessary for a data write operation, a data read opera-
tion, and a data erase operation based on the instruction from
the sequencer 25. The voltage generating circuit 26 supplies
the generated voltage to the driver set 27.

[0042] The driver set 27 includes plural drivers, and
supplies various voltages from the voltage generating circuit
26 to the core unit 21 based on the address from the register
24.

[0043] 1.1.4 Configuration of Plane

[0044] Next, descriptions will be made on the configura-
tion of the plane of the semiconductor storage device
according to the first embodiment.

[0045] FIG. 3 is a block diagram illustrating an example of
the configuration of a plane of the semiconductor storage
device according to the first embodiment. In FIG. 3, a plane
PBO is illustrated as an example, and the other planes PB
have the same configuration.

[0046] As illustrated in FIG. 3, the plane PB0 includes a
memory cell array 21_1, a row decoder 21_2, and a sense
amplifier module 21_3.

[0047] The memory cell array 21_1 includes plural blocks
BLK (BLKO0, BLK1, .. .). Each block BLK is identified, for
example, by block addresses that are uniquely assigned.
Also, each of the other planes PB includes blocks having the
same block addresses as the plane PB0. The blocks BLK to
which the same block address is assigned across different
planes PB are distinguished from each other by unique plane
addresses. The block BLK includes plural nonvolatile
memory cell transistors associated with word lines and bit
lines (not illustrated). The block BLK is, for example, a data
erase unit, and the data in the same block BLK is collectively
erased. Each block BLK includes plural string units SU
(SU0, SU1, .. .). Each string unit SU includes plural NAND
strings NS. The number of blocks in the memory cell array
21_1, the number of string units in one block BLK, and the
number of NAND strings in one string unit SU may be set
to any number.

[0048] The row decoder 21_2 selects the block BLK or the
like based on the block address among the addresses ADD
stored in the register 24. Then, a voltage from the driver set
27 is transferred to the selected block BLK via the row
decoder 21_2.

[0049] The sense amplifier module 21_3 reads data by
sensing the threshold voltage of the memory cell transistor
and transfers the read data to the input/output circuit 22 at
the time of reading the data. The sense amplifier module
21_3 controls the bit line connected to the memory cell
transistor at the time of writing the data into the memory cell
transistor. Further, the sense amplifier module 21_3 receives
the column address of the address ADD from the register 24,
and outputs the data of the column based on the column
address.

[0050] 1.1.5 Circuit Configuration of Memory Cell Array
[0051] Next, a circuit configuration of the memory cell
array of the semiconductor storage device according to the
first embodiment will be described with reference to FIG. 4.
FIG. is an example of a circuit diagram illustrating the
configuration of a memory cell array of the semiconductor
storage device according to the first embodiment. FIG. 4
illustrates a circuit diagram of one block BLK in the memory
cell array 21_1.

[0052] As illustrated in FIG. 4, each string unit SU
includes a set of NAND strings NS. Each of the NAND
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strings NS includes, for example, eight (8) memory cell
transistors MT (MT0 to MT7), a select transistor ST1, and
a select transistor ST2. The number of the memory cell
transistors MT is not limited to eight (8), and the number
may be 16, 32, 64, 96, 128, etc. and is not limited to any one
particular number. The memory cell transistor MT includes
a stacked gate including a control gate and a charge storage
layer. Each memory cell transistor MT is connected in series
between the select transistors ST1 and ST2. Further, in the
following description, the term “connect” includes the case
where other conductive elements are interposed.

[0053] In a certain block BLK, the gates of the select
transistors ST1 of the string units SU0 to SU3 are connected
to the select gate lines SGDO to SGD3, respectively. The
gates of the select transistors ST2 of all the string units SU
in the block BLK are commonly connected to the select gate
line SGS. The control gates of the memory cell transistors
MTO0 to MT7 in the same block BLK are connected to the
word lines WL0 to WL7, respectively. That is, the word lines
WL of the same address are commonly connected to all the
string units SU in the same block BLK, and the select gate
line SGS is commonly connected to all the string units SU
in the same block BLK. In the meantime, the select gate line
SGD is connected to only one of the string units SU in the
same block BLK.

[0054] Amongthe NAND strings NS arranged in a matrix
form in the memory cell array 21_1, the other end of the
select transistor ST1 of the NAND string NS in the same row
is connected to any one of m bit lines BL. (BL0 to BL(m-1)
(m is a natural number)). The bit line BL is commonly
connected to the NAND string NS in the same column
across the plural blocks BLK.

[0055] The other end of the select transistor ST2 is con-
nected to a source line CELSRC. The source line CELSRC
is commonly connected to plural NAND strings NS across
plural blocks BLK.

[0056] As described above, data erasing is performed
collectively, for example, for the memory cell transistors
MT in the same block BLK. In contrast, data reading and
writing may be performed collectively for plural memory
cell transistors MT commonly connected to any one word
line WL in anyone string unit SU of any one block BLK. A
set of the memory cell transistors MT sharing the word line
WL in the one string unit SU is referred to, for example, as
a cell unit CU. That is, the cell unit CU is a set of memory
cell transistors MT for which collective writing or reading
operation may be performed.

[0057] Further, one memory cell transistor M T may store,
for example, one or plural bits of data. In the same cell unit
CU, a set of one bit stored in the same bit position by each
memory cell transistor MT is called a “page.” In other
words, the term “page” may be defined as a portion of the
memory space formed in the set of the memory cell tran-
sistors MT in the same cell unit CU.

[0058] In the following description, descriptions will be
made on a case where one bit of data may be stored in one
memory cell transistor MT for simplification.

[0059] Next, a cross-sectional structure of the memory cell
array 21_1 will be described with reference to FIG. 5. FIG.
5 illustrates an example of the cross-sectional structure of a
portion of the memory cell array of the semiconductor
storage device according to the first embodiment. Particu-
larly, FIG. 5 illustrates a portion with two string units SU in
one block BLK. Specifically, FIG. 5 illustrates two NAND
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strings NS, one for each of two string units SU, and
surrounding portions thereof. Plural configurations illus-
trated in FIG. 5 are arranged in the X direction, and for
example, a set of plural NAND strings NS arranged in the
X direction corresponds to one string unit SU.

[0060] The memory cell array 21_1 is provided on a
semiconductor substrate 30. In the following description, a
plane parallel to the surface of the semiconductor substrate
30 is defined as an XY plane, and a direction perpendicular
to the XY plane is defined as a Z direction. The X direction
and the Y direction are assumed to be perpendicular to each
other.

[0061] A p-type well region 30p is provided on an upper
region of the semiconductor substrate 30. Plural NAND
strings NS are provided on the p-type well region 30p. That
is, for example, a wiring layer 31 functioning as a select gate
line SGS, eight-layer wiring layers 32 functioning as word
lines WLO to WL7 (WL0 to WL7), and a wiring layer 33
functioning as a select gate line SGD are sequentially
stacked on the p-type well region 30p. Plural wiring layers
31 and plural wiring layers 33 may be stacked. An insulating
film (not illustrated) is provided between the stacked wiring
layers 31 to 33.

[0062] The wiring layer 31 is commonly connected, for
example, to the gate of the select transistor ST2 of each of
the plural NAND strings NS in one block BLK. The wiring
layer 32 is commonly connected to the control gate of the
memory cell transistor MT of each of the plural NAND
strings NS in one block BLK for each layer. The wiring layer
33 is commonly connected to the gate of the select transistor
ST1 of each of the plural NAND strings NS in one string unit
SU.

[0063] A memory hole MH passes through the wiring
layers 33, 32, 31 and reach the p-type well region 30p. On
the side surface of the memory hole MH, a block insulating
film 34, a charge storage layer (e.g., an insulating film) 35,
and a tunnel oxide film 36 are provided in this order. A
semiconductor filler (e.g., conductive film) 37 is embedded
in the memory hole MH. The semiconductor filler 37 is, for
example, undoped polysilicon and functions as a current
path for the NAND string NS. A wiring layer 38 functioning
as a bit line BL is provided above the semiconductor filler
37. The semiconductor filler 37 and the wiring layer 38 are
connected through a contact plug 45.

[0064] As described above, the select transistor ST2, the
plural memory cell transistors MT, and the select transistor
ST1 are sequentially stacked above the p-type well region
30p, and one memory hole MH corresponds to one NAND
string NS.

[0065] An n+-type impurity diffusion region 39 and a
p+-type impurity diffusion region 40 are provided in the
upper portion of the p-type well region 30p. A contact plug
41 is provided on the upper surface of the n+-type impurity
diffusion region 39. A wiring layer 42 functioning as a
source line CELSRC is provided on the upper surface of the
contact plug 41. A contact plug 43 is provided on the upper
surface of the p+-type impurity diffusion region 40. A wiring
layer 44 functioning as a well line CPWELL is provided on
the upper surface of the contact plug 43.

[0066] Further, the memory cell array 21_1 may have
other configurations, such as, for example, the configura-
tions described in U.S. patent application Ser. No. 12/407,
403, filed on Mar. 19, 2009 and entitled “Three-Dimensional
Stacked Nonvolatile Semiconductor Memory,” U.S. patent
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application Ser. No. 12/406,524, filed on Mar. 18, 2009 and
entitled “Three-Dimensional Stacked Nonvolatile Semicon-
ductor Memory,” U.S. patent application Ser. No. 12/679,
991, filed on Mar. 23, 2009 and entitled ‘“Nonvolatile
Semiconductor Storage Device and Manufacturing Method
Thereof,” and U.S. patent application Ser. No. 12/532,030,
filed on Mar. 25, 2010 and entitled “Semiconductor Memory
and Manufacturing Method Thereof.” These patent applica-
tions are incorporated herein by reference in their entirety.
[0067] 1.1.6 Configuration of Sense Amplifier Module
[0068] Next, descriptions will be made on the configura-
tion of the sense amplifier module of the semiconductor
storage device according to the first embodiment. FIG. 6 is
a block diagram illustrating an example of the configuration
of the sense amplifier module of the semiconductor storage
device according to the first embodiment. As illustrated in
FIG. 6, the sense amplifier module 21_3 includes sense
amplifier units SAU (SAU0, SAUL, . . . , SAU(m-1))
provided for each bit line BL.

[0069] Each of the sense amplifier units SAU includes a
sense amplifier SA, a latch circuit SDL, and a latch circuit
XDL.

[0070] The sense amplifier SA is a circuit that reads data
by sensing the threshold voltage of the memory cell tran-
sistor MT by the voltage or current of a corresponding bit
line BL and applies a voltage to the bit line BL again
according to the write data. That is, the sense amplifier SA
directly controls the bit line BL.. In the sense amplifier SA,
at the time of reading data, a strobe signal is given via a node
STB, for example, by the sequencer 25. The sense amplifier
SA determines the read data at the timing at which the strobe
signal is asserted and stores the data in the latch circuit SDL.
[0071] The latch circuit SDL temporarily stores the read
data read by the sense amplifier SA and the write data to be
written by the sense amplifier SA. As will be described later,
in the sense amplifier unit SAU, the sense amplifier SA
includes a node SEN, and the latch circuits SDL and XDL
are connected by a bus DBUS. Since the node SEN and the
bus DBUS have a large parasitic capacitance, they may be
used as a temporary latch. For example, it is possible to
perform various logical operations such as a negative (NOT)
operation, a logical sum (OR) operation, a logical product
(AND) operation, a negative logical product INAND) opera-
tion, a negative logical sum (NOR) operation, and an
exclusive logical sum (XOR) operation by temporarily load-
ing the data stored in the latch circuits SDL and XDL onto
the node SEN and the bus DBUS.

[0072] The sense amplifier SA and the latch circuit SDL
are connected to a common node so that data may be
exchanged with each other. Further, the latch circuit XDL is
connected to the sense amplifier SA and the latch circuit
SDL via the bus DBUS.

[0073] Input/output of data in the sense amplifier module
21_3 is performed through the latch circuit XDL.. That is, the
data received from the memory controller 10 is transferred
from the input/output circuit 22 to the latch circuit XDL via
an input/output bus XBUS, and then transmitted to the latch
circuit SDL or the sense amplifier SA. The data of the latch
circuit SDL or the sense amplifier SA is transferred to the
latch circuit XDL via the bus DBUS and then transmitted to
the input/output circuit 22 or the memory controller 10 via
the bus XBUS. In this way, the latch circuit XDL functions
as a cache memory of the semiconductor storage device 20,
which is connected in series between the input/output circuit
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22 and the sense amplifier SA. Therefore, even when the
latch circuit SDL is in use, when the latch circuit XDL is
unused (in an available state), the semiconductor storage
device 20 may be in a ready state. In the meantime, when the
latch circuit XDL is in use, the semiconductor storage device
20 may not be in a ready state except for a predetermined
case such as a pseudo cache program operation (to be
described later).

[0074] FIG. 7 is a circuit diagram illustrating an example
of the configuration of a sense amplifier unit of the semi-
conductor storage device according to the first embodiment.
In FIG. 7, the configurations of the sense amplifier SA, the
latch circuit SDL, and the latch circuit XDL are illustrated
as an example of the sense amplifier units SAU in the sense
amplifier module 21_3.

[0075] First, descriptions will be made on the configura-
tion of the sense amplifier SA.

[0076] As illustrated in FIG. 7, the sense amplifier SA
includes transistors Trl, Tr2, Tr3, Trd, Tr5, Tr6, Tr7, Tr8,
Tr9, Tr10, and Trl1, and capacitors C1 and C2. The tran-
sistors Trl to Tr5 and Tr7 to Trll have, for example, an
n-type polarity, and the transistor Tr6 has, for example, a
p-type polarity.

[0077] The transistor Trl is, for example, a transistor of
high breakdown voltage, and includes a first end connected
to the bit line BL, a second end connected to a first end of
the transistor Tr2, and a gate connected to a node BLS. The
transistor Tr2 includes a second end connected to a node
SCOM and a gate connected to a node BLC.

[0078] The transistor Tr3 includes a first end connected to
the node SCOM, a second end connected to a node SSRC,
and a gate connected to a node BLX. The transistor Tr4
includes a first end connected to the node SCOM, a second
end connected to a node VLLSA, and a gate connected to a
node NLO.

[0079] The transistor Try includes a first end connected to
the node SSRC, a second end connected to a node
SRCGND, and a gate connected to anode LLAT_S. The
transistor Tr6 includes a first end connected to the node
SSRC, a second end connected to a node VHSA, and a gate
connected to the node LAT S.

[0080] The transistor Tr7 includes a first end connected to
the node SCOM, a second end connected to the node SEN,
and a gate connected to a node XXL. The capacitor C1
includes a first end connected to the node SEN and a second
end connected to a node CLKSA. The capacitor C2 includes
a first end connected to the node SEN and a second end
connected to the bus DBUS.

[0081] The transistor Tr8 includes a first end connected to
the node SEN, a second end connected to a node VHLB, and
a gate connected to a node BLQ. The transistor Tr9 includes
a first end connected to the node SEN, a second end
connected to the bus DBUS, and a gate connected to a node
DSW.

[0082] The transistor Tr10 includes a first end connected
to the node CLKSA, a second end connected to a first end
of the transistor Tr11, and a gate connected to the node SEN.
The transistor Tr1l includes a second end connected to
anode INV_S and a gate connected to the node STB.
[0083] Next, the configuration of the latch circuit SDL will
be described with reference to FIG. 7.

[0084] The latch circuit SDL includes transistors Tr12,
Tr13, Tr14, Tr15, Tr16, Tr17, Tr18, and Tr19. The transistors
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Tr14 and Tr17 to Tr19 have, for example, an n-type polarity,
and the transistors Tr12, Tr13, Trl5 and Trl6 have, for
example, a p-type polarity.

[0085] The transistor Tr12 includes a first end connected
to the node INV_S, a second end connected to a first end of
the transistor Tr13, and a gate connected to a node SLI. The
transistor Tr13 includes a second end connected to a node
VDDSA and a gate connected to the node LAT_S. The
transistor Tr14 includes a first end connected to the node
INV_S, a second end connected to a node VSS_SDL, and a
gate connected to the node LAT_S.

[0086] The transistor Trl5 includes a first end connected
to the node LAT_S, a second end connected to a first end of
the transistor Tr16, and a gate connected to a node SLL. The
transistor Tr16 includes a second end connected to the node
VDDSA and a gate connected to the node INV_S. The
transistor Tr17 includes a first end connected to the node
LAT_S, a second end connected to the node VSS_SDL, and
a gate connected to the node INV_S.

[0087] The transistor Tr18 includes a first end connected
to the node INV_S, a second end connected to the bus
DBUS, and a gate connected to a node STI. The transistor
Tr19 includes a first end connected to the node LAT S, a
second end connected to the bus DBUS, and a gate con-
nected to the node STL.

[0088] Next, the configuration of the latch circuit XDL
will be described with reference to FIG. 7.

[0089] The latch circuit XDL includes transistors Tr20,
Tr21, Tr22, Tr23, Tr24, Tr25, Tr26, Tr27, Tr28, and Tr29.
The transistors Tr20, Tr22, Tr25, Tr27, and Tr29 have, for
example, an n-type polarity. The transistors Tr21, Tr23,
Tr24, Tr26, and Tr28 have, for example, a p-type polarity.
[0090] The transistor Tr20 includes a first end connected
to the bus DBUS, a second end connected to a node INV_X,
and a gate connected to a node XTI.

[0091] The transistor Tr21 includes a first end connected
to the node INV_X, a second end connected to a first end of
the transistor Tr23, and a gate connected to a node LAT_X.
The transistor Tr22 includes a first end connected to the node
INV_X, a grounded second end, and a gate connected to the
node LAT_X. The transistor Tr23 includes a second end
connected to the node VDDSA and a gate connected to a
node XLI.

[0092] The transistor Tr24 includes a first end connected
to the node LAT_X, a second end connected to a first end of
the transistor Tr26, and a gate connected to the node INV_X.
The transistor Tr25 includes a first end connected to the node
LAT X, a second end connected to a first end of the
transistor Tr27, and a gate connected to the node INV_X.
The transistor Tr26 includes a second end connected to the
node VDDSA and a gate connected to a node XLL. The
transistor Tr27 includes a grounded second end and a gate
connected to a node XNL.

[0093] The transistor Tr28 includes a first end connected
to the node LAT X, a second end connected to the bus
XBUS, and agate connected to the node XNL. The transistor
Tr29 includes a first end connected to the node LAT_X, a
second end connected to the bus XBUS, and a gate con-
nected to a node XTL. The bus XBUS is used as a path that
transfers the signal 1/O.

[0094] With the above-described configuration, the sense
amplifier unit SAU may function as a data transmission/
reception path while providing a latch circuit capable of
storing data between the bit line BL. and the bus XBUS.
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[0095]

[0096] Next, descriptions will be made on the operation of
the pseudo cache program in the semiconductor storage
device according to the first embodiment. During the cache
program operation, in the sense amplifier unit SAU of the
sense amplifier module 21_3, the sense amplifier SA, during
a period in which a write operation for a certain page (e.g.,
a first page) is executed based on the write data stored in the
latch circuit SDL, executes an operation of inputting write
data for another page different from the certain page (e.g., a
second page) into the latch circuit XDL. The pseudo cache
program operation may be applied to a case where the first
page and the second page are to be written to different planes
PB.

[0097] FIG. 8 is a command sequence for a pseudo cache
program operation in the semiconductor storage device
according to the first embodiment. FIG. 8 illustrates, as an
example, the case where the write operation on the plane
PBO0 and the write operation on the plane PB1 are alternately
executed in accordance with the sequence of the pseudo
cache program operation.

[0098] As illustrated in FIG. 8, the memory controller 10
issues and transmits a command “80h” to the semiconductor
storage device 20 when the write command has not been
transmitted immediately before and the semiconductor stor-
age device 20 is in a ready state. The command “80h”
instructs the write operation of data to the semiconductor
storage device 20.

[0099] The controller 10 issues and transmits an address
ADD to the semiconductor storage device 20. For example,
the address ADD may be over five cycles. This address ADD
designates, for example, the plane PB to be written, the
block BLK, and a certain area within the block BLK. In the
example of FIG. 8, the sequencer 25 specifies the address of
the area in which data is written in the plane PB0 by the
address ADD. When the address ADD is stored in the
register 24, the sequencer 25 releases the latch circuits XDL
in all the planes PB (i.e., resets the data stored in all the latch
circuits XDL to “1” to place them in an unused state and
make them available for use). As a result, it is possible to
prevent an unexpected write operation from being executed
in the subsequent write operation. The number of cycles of
the address ADD is not limited to five (5) cycles, and any
number of cycles is applicable.

[0100] Subsequently, the controller 10 transmits write data
Din to the semiconductor storage device 20. The controller
10 then issues and transmits, for example, a command “15h”
to the semiconductor storage device 20. The command
“15h” causes the semiconductor storage device 20 to
execute a data write operation based on the address ADD
and the write data Din transmitted immediately before. In
addition, the command *“15h” notifies the semiconductor
storage device 20 that the write operation is a cache program
operation. A command set including the command “80h,”
the address ADD, the write data Din, and the command
“15h” may be referred to as a “set of first type write
commands” herein. In addition, a command set including the
command *“80h,” the address ADD, the write data Din, and
a command “11h” (to be described later) may be referred to
as a “set of second type write commands” herein. In addi-
tion, a command set including the command “80h,” the
address ADD, the write data Din, and a command “10h” may
be referred to as a “set of third type write commands” herein.

1.2 Pseudo Cache Program Operation
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[0101] When the command “15h” is stored in the register
24, the logic control circuit 23 sets the signal /RB to “L” and
notifies the memory controller 10 that the semiconductor
storage device 20 is in a busy state. The sequencer 25 inputs
the write data Din transmitted from the memory controller
10 into the corresponding latch circuit XDL in the plane
PBO0. Then, the sequencer 25 moves the write data Din to
another latch circuit (e.g., the latch circuit SDL) in the plane
PB0. Thereafter, the sequencer 25 controls the voltage
generating circuit 26, the row decoder 21_2 of the plane PB0
in the core unit 21, the sense amplifier module 21_3, and the
like so as to start the write operation.

[0102] Here, the write operation includes a program
operation and a verify operation. The program operation is
an operation that increases the threshold voltage of the
memory cell transistor MT based on the write data Din. The
verify operation is an operation that senses the threshold
voltage of the memory cell transistor M T after the program
operation and determines whether the threshold voltage of
the memory cell transistor MT has increased to a desired
value. The sequencer 25 continues to alternately execute the
program operation and the verify operation until the verify
operation is successful.

[0103] For this purpose, during the write operation, it is
necessary to store the write data Din in at least one latch
circuit (e.g., the latch circuit SDL), and to store the read data
which is read during the verify operation in the other one
latch circuit (e.g., the latch circuit XDL). Therefore, in the
semiconductor storage device 20 according to the present
embodiment, even when the write data Din is moved from
the latch circuit XDL to the latch circuit SDL, the latch
circuit XDL is in an in-use state during the write operation.

[0104] As described above, when the latch circuit XDL is
in use, the semiconductor storage device 20 generally does
not go into a ready state. Thus, in the pseudo cache program
operation, the sequencer 25 makes the latch circuit XDL in
the plane PB0 appear as being available (hereinafter referred
to as pseudo-available, and the act of making the latch
circuit XDL pseudo-available referred to as pseudo-release)
before the write operation on the plane PBO0 is completed
(e.g., at the same time as the start of the write operation on
the plane PB0 after the input of the write data Din into the
corresponding latch circuit XDL is completed). Specifically,
the sequencer 25 does not reset the data stored in the latch
circuit XDL in the plane PB0, and regards the latch circuits
XDL in all the planes PB as an unused state (i.e., pseudo-
available). In other words, the semiconductor storage device
20 according to the first embodiment not only goes into a
ready state when the latch circuits XDL in all the planes PB
are in an unused state, but also, after the input of the write
data Din into the latch circuits XDL in portions of all the
planes PB (e.g., the planes PB), goes into a ready state even
when a write operation is being executed in the portions of
the planes PB.

[0105] As aresult, the logic control circuit 23 may set the
signal /RB to “H” and notify the memory controller 10 that
the semiconductor storage device 20 is in a ready state.
Therefore, the memory controller 10 may recognize that the
semiconductor storage device 20 is capable of accepting a
new command.

[0106] Subsequently, the memory controller 10 issues and
transmits the command “80h” and the address ADD (over
five cycles) to the semiconductor storage device 20. In the
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example of FIG. 8, the sequencer 25 specifies the address of
the area in which data is written in the plane PB1 by the
corresponding address ADD.

[0107] Subsequently, the controller 10 transmits the write
data Din to the semiconductor storage device 20. The
controller 10 issues and transmits, for example, a command
“15h” to the semiconductor storage device 20. When the
command “15h” is stored in the register 24, the logic control
circuit 23 sets the signal /RB to “L” and notifies the memory
controller 10 that the semiconductor storage device 20 is in
a busy state.

[0108] The sequencer 25 inputs the write data Din trans-
mitted from the memory controller 10 into the correspond-
ing latch circuit XDL in the plane PB1 while executing the
write operation for the plane PB0. Then, the sequencer 25
moves the write data Din to another latch circuit SDL in the
plane PB1. The sequencer 25 waits to execute a write
operation on the plane PB1 until the write operation on the
plane PB0 has completed.

[0109] When the write operation on the plane PB0 has
completed, the sequencer 25 releases the latch circuit XDL
in the plane PB0. As a result, the latch circuit XDL in the
plane PB0 may be changed from the in-use state to the
unused state. Further, the sequencer 25 starts the write
operation on the plane PB1 because the write operation on
the plane PB0 has completed. At this time, the sequencer 25
makes pseudo-available the latch circuit XDL in the plane
PB1. Specifically, the sequencer 25 does not reset the data
stored in the latch circuit XDL in the plane PB1, and regards
the latch circuits XDL in all the planes PB as an unused state.
As a result, the logic control circuit 23 may set the signal
/RB to “H” and notify the memory controller 10 that the
semiconductor storage device 20 is in a ready state. There-
fore, the memory controller 10 may recognize that the
semiconductor storage device 20 is capable of accepting a
new command.

[0110] When the write command to the plane PBO is
received when the write command has not been transmitted
immediately before and the semiconductor storage device 20
is in a ready state, after the input of the write data into the
latch circuit XDL in the plane PB0 is completed, the
sequencer 25 sets the signal /RB to level “H” to the logic
control circuit 23 and notifies the memory controller 10 that
the semiconductor storage device 20 is in a ready state.
Meanwhile, when the write command to the plane PB1 is
received while the write operation is being executed in
response to reception of the write command to the plane
PBO, after the input of the write data into the latch circuit
XDL in the plane PB1 is completed and the write operation
on the plane PB0 is completed, the sequencer 25 sets the
signal /RB to the level “H” to the logic control circuit 23 and
notifies the memory controller 10 that the semiconductor
storage device 20 is in a ready state.

[0111] In other words, in the semiconductor storage device
20 according to the first embodiment, a first period D1
required from receiving the set of first type write commands
for a certain plane (plane PBO0) (including “15h™) to return-
ing to the ready state is shorter than a second period D2
required from thereafter receiving the set of first type write
commands for the other plane (plane PB1) to again returning
to the ready state.

[0112] Subsequently, the memory controller 10 issues and
transmits the command “80h” and the address ADD (over
five cycles) to the semiconductor storage device 20. In the
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example of FIG. 8, the sequencer 25 specifies the address of
the area in which data is written in the plane PB0 by the
corresponding address ADD.

[0113] Subsequently, the controller 10 transmits the write
data Din to the semiconductor storage device 20. The
controller then issues and transmits the command “10h” to
the semiconductor storage device 20. The command “10h”
causes the semiconductor storage device 20 to execute a data
write operation based on the address ADD and the write data
Din transmitted immediately before. Further, the command
“10h” notifies the semiconductor storage device 20 that
further write operation will not be instructed until this cache
program operation has ended.

[0114] When the command “10h” is stored in the register
24, the logic control circuit 23 sets the signal /RB to “L” and
notifies the memory controller 10 that the semiconductor
storage device 20 is in a busy state.

[0115] The sequencer 25 inputs the write data Din trans-
mitted from the memory controller 10 into the correspond-
ing latch circuit XDL in the plane PB0 while executing the
write operation on the plane PB1. Then, the sequencer 25
moves the corresponding write data Din to another latch
circuit SDL in the plane PBO0. Thereafter, the sequencer 25
waits to execute a write operation on the plane PB0 until the
write operation on the plane PB1 is completed.

[0116] When the write operation on the plane PB1 has
completed, the sequencer 25 makes available the latch
circuit XDL in the plane PB1. As a result, the latch circuit
XDL. in the plane PB1 may be changed from the in-use state
to the unused state. Further, the sequencer 25 starts the write
operation on the plane PB0 as the write operation on the
plane PB1 has completed.

[0117] When the write operation on the plane PB0 has
completed, the sequencer 25 releases the latch circuit XDL
in the plane PB0. As a result, the latch circuit XDL in all the
planes PB including the plane PB0 may be changed from the
in-use state to the unused state. The logic control circuit 23
sets the signal /RB to “H” and notifies the memory controller
10 that the semiconductor storage device 20 is in a ready
state.

[0118] This completes the operation of the pseudo cache
program.
[0119] Further, the memory controller 10 may output the

data stored in the latch circuit XDL at any time during the
above-described pseudo cache program operation. To do
this, the memory controller 10 issues and transmits a com-
mand “05h,” a column address, and a command “EOh” to the
semiconductor storage device 20. The semiconductor stor-
age device 20 outputs the data stored in the latch circuit
XDL to the memory controller 10 in response to a corre-
sponding command sequence.

[0120] 1.3 Effect of the Present Embodiment

[0121] According to the first embodiment, an increase in
the latency of the write operation may be prevented. This
effect will be described below.

[0122] The semiconductor storage device 20 substantially
supports the cache program operation although all (e.g.,
two) latch circuits XDL and SDL provided in the respective
sense amplifier units SAU are used in the write operation.
That is, upon receiving the commands which instruct the
cache program operation to be carried out on the plane PB0
(“80h” to “15h™), the sequencer 25 is configured to receive
the commands which instruct the subsequent cache program
operation (“80h” to “15h” or “80h™ to “10h™) before the use
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of the latch circuit XDL in the plane PBO is completed. As
a result, the logic control circuit 23 may notify the memory
controller 10 that the semiconductor storage device 20 is in
the ready state although the plane PBO0 is executing the write
operation while using the latch circuit XDL. Similarly, an
operation of inputting the write data Din to the other plane
PB1 into the latch circuit XDL may be executed in parallel
with the write operation on the plane PB0. Therefore, an
increase in the latency of the write operation may be
prevented.

[0123] In the (regular) cache program operation, the logic
control circuit 23 may set the signal /RB to the level “H” as
long as the latch circuit XDL (through which input/output of
data in the sense amplifier unit SAU is performed) is not in
use, even if the sense amplifier SA and the latch circuit SDL
are in use. This is because, for example, the data for next
write operation can be input into the latch circuit XDL as a
preparation for the next write operation regardless of
whether the sense amplifier SA and the latch circuit SDL are
in use or not. In the other words, in the (regular) cache
program operation, the logic control circuit 23 may not set
the signal /RB to the level “H” as long as the latch circuit
XDL is in use. When the semiconductor storage device 20
has a small number of latch circuits (especially when there
are only two latch circuits SDL and XDL as in the first
embodiment), the latch circuit XDL tends to be in use until
the later stage (sometimes, until the end stage) of the write
operation, and therefore, the signal /RB may not be set into
the level “H” until the later stage of the write operation.
Therefore, the (regular) cache program operation may not be
supported in the configuration like the semiconductor stor-
age device 20 according to the first embodiment.

[0124] In the first embodiment, the semiconductor storage
device 20 has plural planes PB. Each plane PB includes the
memory cell array 21_1, the row decoder 21_2, and the
sense amplifier module 21_3, and may perform a write
operation, a read operation, and an erase operation for each
plane PB. In addition, the memory system 1 provides a
constraint to make the plane PB to be written in a subsequent
cache program operation, be different from the plane PB to
be written in the immediately preceding cache program
operation. As a result, after the write data Din is input into
the latch circuit XDL in a certain plane PB (e.g., the plane
PBO0), the sequencer 25 may regard that no new write data
Din is transferred to the latch circuit XDL in that plane PB
(e.g., the plane PB0) while the write operation is being
executed. As a result, the sequencer 25 may pseudo-release
the latch circuit XDL in the plane PB0. Therefore, the period
required for inputting the write data into the other plane PB1
having the unused latch circuit XDL may be overlapped with
the period required for the write operation on the plane PBO0,
and further, the increase in the latency of the write operation
may be prevented.

[0125] In the first embodiment, descriptions have been
made for the case where the latch circuit XDL is in use in the
verify operation during the write operation, but the present
disclosure is not limited to this. For example, even when the
latch circuit XDL is in use during the program operation of
the write operation, the pseudo cache program operation
equivalent to that of the first embodiment may be applied
and an equivalent effect may be attained.

[0126] 1.4 Modifications, Etc.

[0127] In the first embodiment, descriptions have been
made on the case where the latch circuit XDL is pseudo-
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released in the sequence of the cache program operation.
However, the present disclosure is not limited to this, and
various modifications may be made. For example, when
another operation such as a read operation interrupts the
cache program operation, the latch circuit XDL may be
pseudo-released in a similar manner. In the following
description, the configuration and operation similar to those
of the first embodiment will be appropriately described, and
the configuration and operation different from those of the
first embodiment will mainly be described.

[0128] 1.4.1 First Modification

[0129] Descriptions will be made on a case where a read
operation causes an interrupt by issuing a command of
stopping the write operation during the pseudo cache pro-
gram operation.

[0130] FIG. 9 is a command sequence for a pseudo cache
program operation interrupted by a read operation in the
semiconductor storage device according to a first modifica-
tion of the first embodiment. FIG. 9 illustrates an example of
a case where the read operation interrupts and is executed
during the pseudo cache program operation described in
FIG. 8 of the first embodiment.

[0131] As illustrated in FIG. 9, the memory controller 10
first issues and transmits the command “80h,” the address
ADD, the write data Din, and the command “15h” to the
semiconductor storage device 20 in order to instruct the
pseudo cache program operation on the plane PB0. When
the address ADD is stored in the register 24, the sequencer
25 releases the latch circuits XDL in all the planes PB. When
the command “15h” is stored in the register 24, the logic
control circuit 23 sets the signal /RB to “L.” and notifies the
memory controller 10 that the semiconductor storage device
20 is in a busy state. The sequencer 25 inputs the write data
Din into the corresponding latch circuit XDL in the plane
PB0 and then moves the write data Din to the other latch
circuit SDL in the plane PB0. Then, the sequencer 25 starts
the write operation on the plane PBO.

[0132] The sequencer 25 pseudo-releases the latch circuit
XDL in the plane PB0 before the write operation on the
plane PBO0 is completed. The logic control circuit 23 sets the
signal /RB to “H” and notifies the memory controller 10 that
the semiconductor storage device 20 is in a ready state.
[0133] The memory controller 10 receives an execution
command of a read operation having a high priority, for
example, from an external host device. Along with this, the
memory controller 10 issues and transmits a command
“A7h” to the semiconductor storage device 20. The com-
mand “A7h” notifies the semiconductor storage device 20
that a write operation under execution is stopped and inter-
rupted by a new operation.

[0134] Subsequently, the memory controller 10 issues and
transmits a command “00h” to the semiconductor storage
device 20. The command “00h” instructs a read operation of
data from the semiconductor storage device 20.

[0135] The memory controller 10 issues and transmits the
address ADD (for example, over five cycles) to the semi-
conductor storage device 20. This address ADD specifies,
for example, the address of the plane PB to be read, the block
BLK, and a certain area in the block BLK. Here, the address
ADD may designate any block BLK in any plane PB
irrespective of the plane PB0 which is executing the write
operation.

[0136] The memory controller 10 issues and transmits a
command “30h” to the semiconductor storage device 20.
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The command “30h” causes the semiconductor storage
device 20 to read data based on the address ADD transmitted
immediately before. As a result, the semiconductor storage
device 20 stops the write operation and starts the interrupt-
ing read operation.

[0137] Specifically, the logic control circuit 23 sets the
signal /RB to level “L” and notifies the memory controller
10 that the semiconductor storage device 20 is in a busy
state. The sequencer 25 stops the write operation on the
plane PBO and prepares to start the read operation. Specifi-
cally, the sequencer 25 moves the write data Din stored in
the latch circuit SDL to the latch circuit XDL. Thereafter, the
sequencer 25 starts the operation of reading data from the
memory cell transistor MT.

[0138] After completion of the data read operation, the
logic control circuit 23 sets the signal /RB to the level “H”
and notifies the memory controller 10 that the semiconduc-
tor storage device 20 is in a ready state. When the semicon-
ductor storage device 20 is in the ready state, the memory
controller 10 repeatedly asserts the signal /RE. Each time the
signal /RE is toggled, the read data is output to the memory
controller 10.

[0139] After the output of the read data to the memory
controller 10 is completed, the memory controller 10 issues
and transmits a command “48h” to the semiconductor stor-
age device 20. The command “48h” notifies the semicon-
ductor storage device 20 to resume the stopped write opera-
tion. Upon receiving the command “48h,” the sequencer 25
resumes the write operation on the plane PB0 and pseudo-
releases the latch circuit XDL in the plane PB0 again. The
latch circuit XDL in the plane PBO is in use as the write
operation on the plane PB0 is resumed, but the sequencer 25
does not reset the latch circuit XDL in the plane PBO0, and
regards the latch circuits in all the planes PB as an unused
state. Therefore, the semiconductor storage device 20
remains in the ready state, and the memory controller 10
may recognize that the semiconductor storage device 20 is
in a state capable of accepting a new command.

[0140] Next, the memory controller 10 issues and trans-
mits the command “80h,” the address ADD, the write data
Din, and the command “10h” to the semiconductor storage
device 20 in order to instruct the pseudo cache program
operation on the plane PB1. When the command “10h” is
stored in the register 24, the logic control circuit 23 sets the
signal /RB to “L”” and notifies the memory controller 10 that
the semiconductor storage device 20 is in a busy state. The
sequencer 25 inputs the write data Din into the correspond-
ing latch circuit XDL in the plane PB1 and then, moves the
write data Din to the other latch circuit SDL in the plane
PB1. The sequencer 25 waits to execute a write operation on
the plane PB1 until the write operation on the plane PB0 is
completed.

[0141] When the write operation on the plane PBO is
completed, the sequencer 25 releases the latch circuit XDL
in the plane PB0. As a result, the latch circuit XDL in the
plane PB0 may be changed from the in-use state to the
unused state. Further, the sequencer 25 starts the write
operation on the plane PB1 as the write operation on the
plane PBO is completed. When the write operation on the
plane PB1 is completed, the sequencer 25 releases the latch
circuit XDL in the plane PB1. As a result, the latch circuit
XDL in all the planes PB including the plane PB1 may be
changed from the in-use state to the unused state. The logic
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control circuit 23 sets the signal /RB to “H” and notifies the
memory controller 10 that the semiconductor storage device
20 is in a ready state.

[0142] With the above operation, the pseudo cache pro-
gram operation that was interrupted by the read operation
ends.

[0143] Further, as described above, the latch circuit XDL
is connected in series between the sense amplifier SA and the
input/output circuit 22. Thus, it is necessary to pass through
the latch circuit XDL in order to output the data read from
the memory cell transistor MT to the memory controller 10.
Therefore, when the plane PB to be read is the same as the
plane PB in which the write operation is stopped (i.e., the
plane PBO in the case of FIG. 9), there is a possibility that
the write data Din may be stored in the latch circuit XDL..
Therefore, there is a possibility that the write data Din and
read data may collide with each other in the latch circuit
XDL.

[0144] FIG. 10 is a schematic diagram illustrating data
movement performed to avoid data collision in the sense
amplifier unit in the semiconductor storage device according
to the first modification of the first embodiment. FIG. 10
illustrates a case where the write operation on the plane PB0
is executed and interrupted by the data read operation on the
plane PBO.

[0145] As illustrated in FIG. 10, in step S1, the sequencer
25 first stores the write data Din in the latch circuit XDL.
[0146] Subsequently, in step S2, the sequencer 25 reads
the data by sensing the threshold voltage of the memory cell
transistor MT to be read at a node SEN, and stores the read
data in the latch circuit SDL.

[0147] In step S3, the sequencer 25 stores the write data
Din stored in the latch circuit XDL at the node SEN in the
sense amplifier SA.

[0148] In step S4, the sequencer 25 stores the read data
stored in the latch circuit SDL in the latch circuit XDL.
[0149] In step S5, the sequencer 25 stores the write data
Din which is stored at the node SEN in the latch circuit SDL.
[0150] In step S6, the sequencer 25 outputs the read data
transferred to the latch circuit XDL to the memory controller
10.

[0151] In step S7, the sequencer 25 stores the write data
Din which is stored in the latch circuit SDL in the latch
circuit XDL.

[0152] With the above-described operations, data may be
read without losing the write data Din even when the plane
PB in which the write operation is stopped and the plane PB
to be read are the same.

[0153] In FIG. 10, descriptions have been made on the
case where the plane PB in which the write operation is
stopped and the plane PB to be read are the same, but the
present disclosure is not limited to this. That is, the plane PB
in which the write operation is stopped may be different
from the plane PB to be read. In this case, it is not necessary
to consider the possibility that the write data Din and the
read data may collide with each other in the latch circuit
XDL. Therefore, the sequencer 25 may output the read data
to the memory controller 10 according to the sequence in
which the steps S1, S3, S5, and S7 in the example of FIG.
10 are omitted (i.e., according to the sequence of steps S2,
S4, and S6).

[0154] According to the first modification of the first
embodiment, as in the first embodiment, the sequencer 25
pseudo-releases the latch circuit XDL in the plane PBO
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during the execution of the write operation on the plane PB0.
As a result, the logic control circuit 23 may set the signal
/RB to the level “H.” For this reason, the memory controller
10 may transmit the command “A7h” to the semiconductor
storage device 20 when the semiconductor storage device 20
is in a ready state. Therefore, the time required until the read
operation is started may be reduced.

[0155] When the write operation is not a write operation
using the pseudo cache program operation, the semiconduc-
tor storage device 20 is in a busy state during the write
operation on the plane PB0. When interrupted by the read
operation in this state, the sequencer 25 needs to receive the
command “A7h” in a busy state. Since the sequencer 25
needs to execute a processing to change the setting in the
semiconductor storage device 20 to the ready state in order
to receive a new read command “00h,” there is a possibility
that the latency of the read operation may increase.

[0156] According to the first modification of the first
embodiment, since the sequencer 25 may receive the com-
mand “A7h” because it is in the ready state, the processing
of changing the setting from the busy state to the ready state
described above becomes unnecessary. Therefore, an
increase in the latency of the read operation may be pre-
vented.

[0157] 1.4.2 Second Modification

[0158] Next, descriptions will be made on an operation
when the read operation is executed to interrupt the pseudo
cache program operation in which the write data Din is input
into the latch circuit XDL.

[0159] FIG. 11 is a command sequence for a pseudo cache
program operation interrupted by a read operation in the
semiconductor storage device according to a second modi-
fication of the first embodiment. FIG. 11 illustrates a case
where a pseudo cache program operation is executed for a
write operation in which plural planes PB are synchronized.
More specifically, FIG. 11 illustrates, as an example, a case
where the write operation in which the write operations to
the planes PB0 and PB1 are executed synchronously and the
write operation in which the write operations to the planes
PB2 and PB3 are executed synchronously are executed
alternately in accordance with the sequence of the pseudo
cache program operation. FIG. 11 also illustrates an example
of the operation when the read operation interrupts the write
operation during which the write data Din is input into the
latch circuit XDL.

[0160] As illustrated in FIG. 11, the memory controller 10
first issues and transmits the command “80h,” the address
ADD, the write data Din, and the command “11h to the
semiconductor storage device 20 in order to instruct a write
operation on the plane PB0. The command “11h” causes the
semiconductor storage device 20 to execute the write opera-
tions to plural plane PBs synchronously. When the address
ADD is stored in the register 24, the sequencer 25 releases
the latch circuits XDL in all the planes PB. When the
command “11h” is stored in the register 24, the logic control
circuit 23 sets the signal /RB to “L” and notifies the memory
controller 10 that the semiconductor storage device 20 is in
a busy state. The sequencer 25 inputs the write data Din into
the corresponding latch circuit XDL in the plane PB0 and
then, moves the write data Din to the other latch circuit SDL
in the plane PBO0. The logic control circuit 23 sets the signal
/RB to the level “H,” notifies the memory controller 10 that
the semiconductor storage device 20 is in a ready state, and
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waits for a command that instructs the write operation to be
synchronized with the plane PBO.

[0161] The memory controller 10 issues and transmits the
command “80h,” the address ADD, the write data Din, and
the command “15h to the semiconductor storage device 20
in order to instruct a write operation on the plane PB1. When
the command “15h” is stored in the register 24, the logic
control circuit 23 sets the signal /RB to “L.” and notifies the
memory controller 10 that the semiconductor storage device
20 is in a busy state. The sequencer 25 inputs the write data
Din into the corresponding latch circuit XDL in the plane
PB1 and then, moves the write data Din to the other latch
circuit SDL in the plane PB1. Then, the sequencer 25 starts
the synchronous write operation on the planes PB0 and PB1
when the input of the write data Din is completed.

[0162] The sequencer 25 pseudo-releases the latch circuit
XDL in the planes PB0 and PB1 before the synchronous
write operation on the planes PB0 and PB1 is completed.
The logic control circuit 23 sets the signal /RB to “H” and
notifies the memory controller 10 that the semiconductor
storage device 20 is in a ready state.

[0163] Subsequently, the memory controller 10 issues and
transmits the command *“80h,” the address ADD, the write
data Din, and the command “11h” to the semiconductor
storage device 20 in order to instruct a write operation on the
plane PB 2. When the command “11h” is stored in the
register 24, the logic control circuit 23 sets the signal /RB to
“L” and notifies the memory controller 10 that the semicon-
ductor storage device 20 is in a busy state. The sequencer 25
inputs the write data Din into the corresponding latch circuit
XDL in the plane PB2 and then, moves the write data Din
to the other latch circuit SDL in the plane PB2. The logic
control circuit 23 sets the signal /RB to the level “H,”
notifies the memory controller 10 that the semiconductor
storage device 20 is in a ready state, and waits for a
command that instructs the write operation to be synchro-
nized with the plane PB2.

[0164] The memory controller 10 receives an execution
command of a read operation having a high priority from an
external host device, for example, before the input of the
write data Din into the latch circuit XDL in the plane PB2
is completed. Along with this, the memory controller 10
issues and transmits the command “00h,” the address ADD,
and the command “30h” to the semiconductor storage device
20. As a result, the semiconductor storage device 20 stops
the input of the write data Din into the latch circuit XDL and
starts an operation to interrupt.

[0165] Specifically, the logic control circuit 23 sets the
signal /RB to the level “L” and notifies the memory con-
troller 10 that the semiconductor storage device 20 is in a
busy state. The sequencer 25 stops the synchronous write
operation on the planes PB0 and PB1 and prepares to start
the read operation. Specifically, for example, the sequencer
25 may transmit the write data Din, which has already been
input and stored in the latch circuit SDL, to the latch circuit
XDL again. Thereafter, the sequencer 25 starts the operation
of reading data from the memory cell transistor MT.
[0166] Further, when the plane PB to be read is the plane
PB0 or PB1 which needs to stop the synchronous write
operation or the plane PB2 which needs to stop the input of
the write data Din, there is a possibility that the write data
Din and read data may collide with each other in the latch
circuit XDL.. In this case, for example, a method equivalent
to that in FIG. 10 according to the first modification of the
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first embodiment may be applied as a method of moving data
in the sense amplifier unit SAU, and thus, descriptions
thereof are omitted.

[0167] After completion of the data read operation, the
logic control circuit 23 sets the signal /RB to the level “H”
and notifies the memory controller 10 that the semiconduc-
tor storage device 20 is in a ready state. When the semicon-
ductor storage device 20 is in a ready state, the memory
controller 10 repeatedly asserts the signal /RE. Each time the
signal /RE is toggled, the read data is output to the memory
controller 10.

[0168] After the output of the read data to the memory
controller 10 is completed, the memory controller 10 issues
and transmits a command “3Fh” to the semiconductor
storage device 20. The command “3Fh” instructs transfer of
a portion of the write data Din stored in the latch circuit SDL
to the latch circuit XDL. Upon receiving the command
“3Fh,” the sequencer 25 transfers the input write data Din
from the latch circuit SDL to the latch circuit XDL. As a
result, the sense amplifier unit SAU may be returned to the
state immediately before the interruption by the read opera-
tion.

[0169] Subsequently, the memory controller 10 issues and
transmits the command “48h” to the semiconductor storage
device 20. Upon receiving the command “48h,” the
sequencer 25 resumes the synchronous write operation on
the planes PB0 and PB1 and pseudo-releases the latch
circuits XDL in the planes PB0 and PB1 again. The latch
circuits XDL in the plane PB0 and the plane PB1 are in use
as the synchronous write operation on the plane PB0 and the
plane PB1 is resumed, but the sequencer 25 does not reset
the latch circuits XDL in the plane PB0 and the plane PB1,
and regards the latch circuits in all the planes PB as an
unused state. Therefore, the semiconductor storage device
20 remains in the ready state, and the memory controller 10
may recognize that the semiconductor storage device 20 is
in a state capable of accepting a new command.

[0170] The memory controller 10 issues and transmits the
command *“85h,” the address ADD, the write data Din, and
the command “11h” to the semiconductor storage device 20.
The command “85h™ notifies the semiconductor storage
device 20 that the stopped input of the write data Din is
resumed. In addition, the write data Din may include data
that has not been input into the latch circuit XDL in the plane
PB2 before the stopping due to the read operation. The
sequencer 25 inputs the write data Din into the correspond-
ing latch circuit XDL in the plane PB2 and then, moves the
write data Din to the other latch circuit SDL in the plane
PB2. The logic control circuit 23 sets the signal /RB to the
level “H,” notifies the memory controller 10 that the semi-
conductor storage device 20 is in a ready state, and waits for
a command that instructs the write operation to be synchro-
nized with the plane PB2.

[0171] Next, the memory controller 10 issues and trans-
mits the command “80h,” the address ADD, the write data
Din, and the command “15h” to the semiconductor storage
device 20 in order to instruct the pseudo cache program
operation on the plane PB3. When the command “15h” is
stored in the register 24, the logic control circuit 23 sets the
signal /RB to “L”” and notifies the memory controller 10 that
the semiconductor storage device 20 is in a busy state. The
sequencer 25 inputs the write data Din into the correspond-
ing latch circuit XDL in the plane PB3 and then, moves the
write data Din to the other latch circuit SDL in the plane
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PB3. The sequencer 25 waits for the synchronous write
operation on the planes PB2 and PB3 until the synchronous
write operation on the planes PB0 and PB1 is completed.
[0172] When the synchronous write operation on the
planes PB0 and PB1 is completed, the sequencer 25 releases
the latch circuits XDL in the planes PB0 and PB1. As a
result, the latch circuits XDL in the planes PB0 and PB1 may
be changed from the in-use state to the unused state. In
addition, as the synchronous write operation on the planes
PB0 and PB1 is completed, the sequencer 25 starts the
synchronous write operation on the planes PB2 and PB3.
When the synchronous write operation on the planes PB2
and PB3 is completed, the sequencer 25 releases the latch
circuits XDL in the planes PB2 and PB3. As a result, the
latch circuits XDL in all the planes PB including the planes
PB2 and PB3 may be changed from the in-use state to the
unused state. The logic control circuit 23 sets the signal /RB
to “H” and notifies the memory controller 10 that the
semiconductor storage device 20 is in a ready state.
[0173] With the above operation, the pseudo cache pro-
gram operation that interrupts the read operation ends.
[0174] According to the second modification of the first
embodiment, the sequencer 25 pseudo-releases the latch
circuits XDL in the planes PB0 and PB1 during the execu-
tion of the synchronous write operation on the planes PB0
and PB1. As a result, it is possible to execute the synchro-
nous write operation on the planes PB0 and PB1 and to input
the write data Din into the latch circuits XDL in the planes
PB2 and PB3. Therefore, it is possible to prevent an increase
in the latency of the synchronous write operation on the
planes PB2 and PB3. In addition, when an interruption of the
read operation occurs in response to the synchronous write
operation on the planes PB2 and PB3, it is also possible to
prevent an increase in the latency of the read operation.
[0175] In the second modification described above,
descriptions have been made on the case where the read
command is issued during the input of the write data Din
into the latch circuit XDL in the plane PB2, but the present
disclosure is not limited to this. For example, the read
command may be issued after the input of the write data Din
into the latch circuit XDL in the plane PB2 is completed and
until the write command on the plane PB3 is issued.
[0176] Further, in the above-described second modifica-
tion, descriptions have been made on the case where the read
operation interrupts when the pseudo cache program opera-
tion is executed for the synchronous write operation on the
plural planes PB, but the present disclosure is not limited to
this. For example, the operation according to the second
modification may be similarly applied to a case where, when
the pseudo cache program operation is executed for the write
operation on one plane PB, the read operation is interrupted
as in the first embodiment and the first modification.
[0177] Hereinafter, still another modification to the second
modification as described above will be described with
reference to FIG. 12.

[0178] FIG. 12 is a command sequence for a pseudo cache
program operation accompanied by a read operation
executed by an interruption in the semiconductor storage
device according to still another modification of the second
modification. FIG. 12 illustrates a case where the pseudo
cache program operation is executed for the write operation
on one plane, not the write operation in which the plural
planes PB are synchronized. More specifically, FIG. 12
illustrates, as an example, a case where the write operation
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executed to the plane PB0 and the write operation executed
to the plane PB1 are alternately executed in accordance with
the sequence of the pseudo cache program operation. FIG.
12 illustrates an example of the operation when the read
operation is interrupted after completion of the input of the
write data Din into the latch circuit XDL in the write
operation.

[0179] As illustrated in FIG. 12, the memory controller 10
first issues and transmits the command “80h,” the address
ADD, the write data Din, and the command “11h” to the
semiconductor storage device 20 in order to instruct a write
operation on the plane PB0. The command “11h” notifies the
semiconductor storage device 20 that a new write command
is subsequently issued. When the address ADD is stored in
the register 24, the sequencer 25 releases the latch circuits
XDL in all the planes PB. When the command “11h” is
stored in the register 24, the logic control circuit 23 sets the
signal /RB to “L”” and notifies the memory controller 10 that
the semiconductor storage device 20 is in a busy state. The
sequencer 25 inputs the write data Din into the correspond-
ing latch circuit XDL in the plane PB0 and then, moves the
write data Din to the other latch circuit SDL in the plane
PBO0. The logic control circuit 23 sets the signal /RB to the
level “H,” notifies the memory controller 10 that the semi-
conductor storage device 20 is in a ready state, and waits for
a command that instructs continuous write operations to the
plane PBO.

[0180] The memory controller 10 issues and transmits the
command *“80h,” the address ADD, the write data Din, and
the command “15h” to the semiconductor storage device 20
in order to instruct a new write operation on the plane PB0.
When the command “15h” is stored in the register 24, the
logic control circuit 23 sets the signal /RB to “L” and notifies
the memory controller 10 that the semiconductor storage
device 20 is in a busy state. The sequencer 25 inputs the
write data Din into the corresponding latch circuit XDL in
the plane PB0 and then, moves the write data Din to the
other latch circuit SDL in the plane PB0. Then, when the
input of the write data Din is completed, the sequencer 25
starts a write operation on the plane PBO.

[0181] The sequencer 25 pseudo-releases the latch circuit
XDL in the plane PB0 before the write operation on the
plane PBO0 is completed. The logic control circuit 23 sets the
signal /RB to “H” and notifies the memory controller 10 that
the semiconductor storage device 20 is in a ready state.
[0182] Subsequently, the memory controller 10 issues the
command *“80h,” the address ADD, the write data Din, and
the command “11h” to the semiconductor storage device 20
in order to instruct a write operation on the plane PB1. When
the command “11h” is stored in the register 24, the logic
control circuit 23 sets the signal /RB to “L.” and notifies the
memory controller 10 that the semiconductor storage device
20 is in a busy state. The sequencer 25 inputs the write data
Din into the corresponding latch circuit XDL in the plane
PB1 and then, moves the write data Din to the other latch
circuit SDL in the plane PB1. The logic control circuit 23
sets the signal /RB to the level “H” irrespective of whether
the input of the write data Din into the latch circuit XDL is
completed, and notifies to the memory controller 10 that the
semiconductor storage device 20 is in a ready state, and
waits for a command that instructs a new write operation.
[0183] After the input of the write data Din, for example,
into the latch circuit XDL in the plane PB1 is completed, the
memory controller 10 receives an instruction to execute a
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read operation having a high priority from an external host
device before a command that instructs a new write opera-
tion is issued. Along with this, the memory controller 10
issues and transmits the command “ooh,” the address ADD,
and the command “30h” to the semiconductor storage device
20. As a result, the semiconductor storage device 20 stops
the input of the write data Din into the latch circuit XDL and
starts an operation to interrupt.

[0184] The processing of the interrupting read operation is
the same as in the case of FIG. 11, and thus, descriptions
thereof will be omitted.

[0185] After the output of the read data to the memory
controller 10 is completed, the memory controller 10 issues
and transmits the command “3Fh” to the semiconductor
storage device 20. Upon receiving the command “3Fh,” the
sequencer 25 transfers the input write data Din from the
latch circuit SDL to the latch circuit XDL before the read
operation. As a result, the sense amplifier unit SAU may be
returned to the state immediately before the interruption of
the read operation occurs.

[0186] Subsequently, the memory controller 10 issues and
transmits the command “48h” to the semiconductor storage
device 20. Upon receiving the command “48h,” the
sequencer 25 resumes the write operation on the plane PB0
and pseudo-releases the latch circuit XDL in the plane PB0
again. The latch circuit XDL in the plane PBO is in use as the
continuous write operation on the plane PBO0 is resumed, but
the sequencer 25 does not reset the latch circuit XDL in the
plane PBO0, and regards the latch circuit in the plane PB as
an unused state. Therefore, the semiconductor storage
device 20 remains in the ready state, and the memory
controller 10 may recognize that the semiconductor storage
device 20 is in a state capable of accepting a new command.
[0187] The memory controller 10 issues and transmits the
command “85h,” the address ADD, and the command “11h”
to the semiconductor storage device 20. In the example of
FIG. 12, the write data Din is not transmitted again because
all inputs into the latch circuit XDL in the plane PB1 have
been completed before the stopping due to the read opera-
tion. Upon receiving the command “11h,” the logic control
circuit 23 sets the signal /RB to the level “H,” notifies the
memory controller 10 that the semiconductor storage device
20 is in a ready state, and waits for a command that instructs
a new write operation.

[0188] Next, the memory controller 10 issues and trans-
mits the command “80h,” the address ADD, the write data
Din, and the command “15h” to the semiconductor storage
device 20 in order to instruct a new write operation on the
plane PB1. When the command “15h” is stored in the
register 24, the logic control circuit 23 sets the signal /RB to
“L” and notifies the memory controller 10 that the semicon-
ductor storage device 20 is in a busy state. The sequencer 25
inputs the write data Din into the corresponding latch circuit
XDL in the plane PB1 and then, moves the write data Din
to the other latch circuit SDL in the plane PB1. The
sequencer 25 waits to execute a write operation on the plane
PB1 until the write operation on the plane PB0 has com-
pleted.

[0189] When the write operation on the plane PBO is
completed, the sequencer 25 releases the latch circuit XDL
in the plane PB0. As a result, the latch circuit XDL in the
plane PB0 may be changed from the in-use state to the
unused state. Further, the sequencer 25 starts the write
operation on the plane PB1 as the write operation on the
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plane PBO is completed. When the write operation on the
plane PB1 is completed, the sequencer 25 releases the latch
circuit XDL in the plane PB1. As a result, the latch circuits
XDL in all the planes PB including the plane PB1 may be
changed from the in-use state to the unused state. The logic
control circuit 23 sets the signal /RB to “H” and notifies the
memory controller 10 that the semiconductor storage device
20 is in a ready state.

[0190] With the above-described operation, the pseudo
cache program operation that interrupts the read operation
ends.

[0191] 2. Others

[0192] The present disclosure is not limited to the above-
described first embodiment, the first modification and the
second modification, and various modifications are appli-
cable. For example, in the first embodiment and the first
modification described above, descriptions have been made
on the pseudo cache program operation that executes the
write operation of the plane PB0 and the write data input
operation of the plane PB1 in parallel. In the second modi-
fication described above, descriptions have been made on
the pseudo cache program operation that executes the syn-
chronous write operation of the planes PB0 and PB1 and the
write data input operation of the planes PB2 and PB3 in
parallel. However, the present disclosure is not limited to
this, and the pseudo cache program operation is executable
for a synchronous write operation of a set of any number of
planes (e.g., three, four, eight, etc.). More specifically, for
example, when a pseudo cache program operation is applied
to a synchronous write operation of a set of four planes, the
synchronous write operation of the planes PB0 to PB3 and
the write data input operation of the planes PB4 to PB7 may
be executed in parallel.

[0193] In the first embodiment described above, descrip-
tions have been made on an example in which the memory
system 1 provides a constraint to make the plane PB to be
written in a subsequent cache program operation different
from the plane PB to be written in the immediately preced-
ing cache program operation. This constraint may be given
in association with a set of planes capable of executing a
synchronous write operation. For example, in the semicon-
ductor storage device 20 illustrated in FIG. 1, when the
planes PBO to PB3, the planes PB4 to PB7, the planes PB8
to PB11, and the planes PB12 to PB15 are each a set of
planes that is capable of executing the synchronous write
operation, and when a cache program operation is executed
on at least one of the planes PB0 to PB3, a constraint may
be provided so that the target of the subsequent cache
program operation is at least one of the planes PB4 to PB7.
[0194] In the first embodiment, the first modification, and
the second modification described above, descriptions have
been made on a case where only two latch circuits SDL and
XDL are provided in the sense amplifier unit SAU, but the
present disclosure is not limited to this. For example, even
when additional latch circuits other than the latch circuits
SDL and XDL are provided, during a write operation in
which the latch circuit XDL is in use, the same effect as
described above may be achieved by the pseudo cache
program operation described above.

[0195] Also, in the second modification described above,
descriptions have been made on the case where the write
command “80h” that instructs a write operation on a cell unit
CU is issued, but the present disclosure is not limited to this.
For example, “85h” may be issued instead of the write
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command “80h.” “85h” is a write command capable of
instructing a write operation to a column address of any size
in the cell unit CU.
[0196] While certain embodiments have been described,
these embodiments have been presented by way of example
only, and are not intended to limit the scope of the inven-
tions. Indeed, the novel embodiments described herein may
be embodied in a variety of other forms; furthermore,
various omissions, substitutions and changes in the form of
the embodiments described herein may be made without
departing from the spirit of the inventions. The accompanied
by claims and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the inventions.
1. (canceled)
2. A semiconductor storage device comprising:
a first plane including a plurality of first memory cells;
a first word line connected to gates of the first memory
cells;
a plurality of first bit lines connected to one ends of the
first memory cells, respectively;
a plurality of first sense amplifiers connected to the first
bit lines, respectively;
a plurality of first latch circuits connected to the first sense
amplifiers, respectively;
a second plane including a plurality of second memory
cells;
a second word line connected to gates of the second
memory cells;
a plurality of second bit lines connected to one ends of the
second memory cells, respectively;
a plurality of second sense amplifiers connected to the
second bit lines, respectively;
a plurality of second latch circuits connected to the second
sense amplifiers, respectively;
an input/output circuit configured to receive write data
from a memory controller, and to send the received
write data to the first latch circuits and to the second
latch circuits; and
a control circuit configured to
carry out a first write operation on the first memory
cells using the first latch circuits in response to a first
command set including first write data, and
after the first write operation has started and before use
of the first latch circuits during the first write opera-
tion has ended, accept a second command set includ-
ing second write data to carry out a second write
operation on the second memory cells.
3. The semiconductor storage device according to claim 2,
wherein
after the first write operation has started and before use of
the first latch circuits during the first write operation
has ended, the control circuit pseudo-releases the first
latch circuits.
4. The semiconductor storage device according to claim 2,
wherein
before receipt of the first command set, the control circuit
sends a signal indicating that the semiconductor storage
device is in a ready state to the memory controller,
after receipt of the first command set, the control circuit
resets data in the first latch circuits and data in the
second latch circuits, and starts the first write operation,
and
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after the first write operation has started and before use of
the first latch circuit during the first write operation has
ended, the control circuit sends the signal indicating
that the semiconductor storage device is in the ready
state to the memory controller without resetting the
data in the first latch circuits.
5. The semiconductor storage device according to claim 4,
wherein
after the first write operation has completed, the control
circuit resets the data in the first latch circuits.
6. The semiconductor storage device according to claim 5,
further comprising:
a third plane including a third plurality of memory cells;
a third word line connected to gates of the third memory
cells;
a plurality of third bit lines connected to one ends of the
third memory cells, respectively;
a plurality of third sense amplifiers connected to the third
bit lines, respectively; and
a plurality of third latch circuits connected to the third
sense amplifiers, respectively, wherein
the input/output circuit is further configured to send the
received write data to the third latch circuits, and
the control circuit is further configured to,
after accepting the second command set and the first
write operation has completed and before use of the
second latch circuit during the second write opera-
tion has ended, accept a third command set including
third write data to carry out a third write operation on
the first memory cells or on the third memory cells.
7. The semiconductor storage device according to claim 5,
wherein
after the second write operation on the second memory
cells using the second latch circuits has started and
before use of the second latch circuits during the
second write operation has ended, the control circuit
pseudo-releases the second latch circuits.
8. The semiconductor storage device according to claim 6,
wherein
after accepting the second command set, the control
circuit sends a signal indicating that the semiconductor
storage device is in a busy state to the memory con-
troller, and maintains sending the signal indicating that
the semiconductor storage device is in the busy state
until completion of the first write operation.
9. The semiconductor storage device according to claim 8,
wherein
after accepting the second command set and the first write
operation has completed, the control circuit resets the
data in the first latch circuits without resetting the data
in the second latch circuits, starts the second write
operation on the second memory cells using the second
latch circuits, and sends the signal indicating that the
semiconductor storage device is in the ready state to the
memory controller, and
after the second write operation has started and before use
of the second latch circuits during the second write
operation has ended, the control circuit sends the signal
indicating that the semiconductor storage device is in
the ready state to the memory controller without reset-
ting the data in the second latch circuits.
10. The semiconductor storage device according to claim
9, wherein
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after accepting the third command set and before the
second write operation has completed, the control
circuit sends the signal indicating that the semiconduc-
tor storage device is in the busty state to the memory
controller, and
after the second write operation has completed, the con-
trol circuit resets the data in the second latch circuit,
keeps sending the signal indicating that the semicon-
ductor storage device is in the busty state to the
memory controller, and starts the third write operation.
11. The semiconductor storage device according to claim
10, wherein
after accepting the second command set while carrying
out the first write operation, the control circuit sends the
signal indicating that the semiconductor storage device
is in the read state to the memory controller upon
completion of the first write operation, and
after accepting the third command set while carrying out
the second write operation, the control circuit sends the
signal indicating that the semiconductor storage device
is in the read state to the memory controller upon
completion of the second write operation and the third
write command set.
12. The semiconductor storage device according to claim
11, wherein
the first command set includes a write command, a first
address, the first write data and a first command,
the second command set includes the write command, a
second address, the second write data and the first
command, and
the third command set includes the write command, a
third address, the third write data and a second com-
mand different from the first command.
13. The semiconductor storage device according to claim
12, wherein
a first period required for the semiconductor storage
device to accept the first command and return to the
ready state is shorter than a second period required for
the semiconductor storage device to accept the second
command and return to the ready state.
14. The semiconductor storage device according to claim
12, wherein
each of the first sense amplifiers includes a first sense
node and a third latch circuit,
each of the second sense amplifiers includes a second
sense node and a fourth latch circuit, and
the first write data sent from the input/output circuit to the
first latch circuits is further sent from the first latch
circuits to the third latch circuits at a beginning of the
first write operation, and
the second write data sent from the input/output circuit to
the second latch circuits is further sent from the second
latch circuits to the fourth latch circuits at the beginning
of the second write operation.
15. The semiconductor storage device according to claim
14, wherein
the first latch circuits stores information regarding a verify
operation during the first write operation, and
the second latch circuits stores information regarding a
verify operation during the second write operation.
16. A semiconductor storage device comprising:
a first plane including a plurality of first memory cells;
a first word line connected to gates of the first memory
cells;
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a plurality of first bit lines connected to one ends of the
first memory cells, respectively;
a plurality of first sense amplifiers connected to the first
bit lines, respectively;
a plurality of first latch circuits connected to the first sense
amplifiers, respectively;
a second plane including a plurality of second memory
cells;
a second word line connected to gates of the second
memory cells;
aplurality of second bit lines connected to one ends of the
second memory cells, respectively;
a plurality of second sense amplifiers connected to the
second bit lines, respectively;
aplurality of second latch circuits connected to the second
sense amplifiers, respectively;
an input/output circuit configured to receive write data
from a memory controller, to send the received write
data to the first latch circuits and to the second latch
circuits, to receive read data from the first latch circuits
and the second latch circuits, and to send the received
read data to the memory controller; and
a control circuit configured to
carry out a first write operation on the first memory
cells using the first latch circuits in response to a first
command set including first write data, and
after the first write operation has started and before use
of the first latch circuits during the first write opera-
tion has ended, in response to a second command set,
stops the first write operation and executes a first
read operation on the first memory cells or on the
second memory cells.
17. The semiconductor storage device according to claim
16, wherein
after the first write operation has started and before use of
the first latch circuits during the first write operation
has ended, the control circuit pseudo-releases the first
latch circuits.
18. The semiconductor storage device according to claim
16, wherein
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before receipt of the first command set, the control circuit
sends a signal indicating that the semiconductor storage
device is in a ready state to the memory controller,
after receipt of the first command set, the control circuit
resets data in the first latch circuits and data in the
second latch circuits, and starts the first write operation,
and
after the first write operation has started and before use of
the first latch circuit during the first write operation has
ended, the control circuit sends the signal indicating
that the semiconductor storage device is in the ready
state to the memory controller without resetting the
data in the first latch circuits.
19. The semiconductor storage device according to claim
18, wherein
after the first write operation has completed, the control
circuit resets the data in the first latch circuits.
20. The semiconductor storage device according to claim
16, wherein
each of the first sense amplifiers includes a first sense
node and a third latch circuit,
each of the first sense amplifiers includes a second sense
node and a fourth latch circuit and
the control circuit is further configured to
determine whether the second command set includes an
address corresponding to the first memory cells, and
when the second command set includes the address
corresponding to the first memory cells,
cause the first latch circuits to store the first write
data,
cause the third latch circuits to store first read data
sensed at the first sense nodes,
cause the first latch circuits to transfer the first write
data to the first sense nodes,
cause the third latch circuits to transfer the first read
data to the first latch circuits,
cause the third latch circuits to store the first write
data temporarily stored at the first sense nodes,
and
cause the first latch circuits to send the first read data
to the input/output circuit.

#* #* #* #* #*



