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Description

Technical Field

[0001] Various embodiments relate to an electronic de-
vice which provides a service based on an image, and a
method thereof.

Background Art

[0002] With the recent enhancement of digital technol-
ogy, various types of electronic devices such as mobile
communication terminals, personal digital assistants
(PDAs), electronic schedulers, smartphones, tablet per-
sonal computers (PCs), wearable devices, or the like are
widely used. To support and increase functions of such
electronic devices, hardware parts and/or software parts
of electronic devices are continuously developing.
[0003] For example, an electronic device may obtain
an image (for example, a raw image) from a camera em-
bedded therein, adjust the image, and provide the ad-
justed image to a user. The electronic device may adjust
the image by using an image signal processor (ISP). The
image signal processor may process an image by using
an image quality enhancement algorithm, and accord-
ingly, may provide an image with enhanced image qual-
ity.
[0004] The above information is presented as back-
ground information only to assist with an understanding
of the disclosure. No determination has been made, and
no assertion is made, as to whether any of the above
might be applicable as prior art with regard to the disclo-
sure.
[0005] WO 2011/017653 A1 - Google Inc. discloses a
facial recognition search system which identifies one or
more likely names (or other personal identifiers) corre-
sponding to the facial image(s) in a query. After receiving
the visual query with one or more facial images, the sys-
tem identifies images that potentially match the respec-
tive facial image in accordance with visual similarity cri-
teria. One or more persons associated with the potential
image are then identified. For each identified person, per-
son-specific data comprising metrics of social connectiv-
ity to the requester are retrieved from a plurality applica-
tions The applications may be communications applica-
tions, social networking applications, calendar applica-
tions and collaborative applications. An ordered list of
persons is then generated by ranking the identified per-
sons in accordance with at least metrics of visual simi-
larity between the respective facial image and the poten-
tial image matches and with the social connection met-
rics. Finally, at least one identifier from the list is sent to
the requester.

Disclosure of Invention

Solution to Problem

[0006] The invention is set out in the appended set of
claims.
[0007] An electronic device may provide at least one
of a plurality of services to a user, based on an external
object included in an image. To provide at least one of
the plurality of services, the electronic device may require
the user to select at least one of the plurality of services.
After moving the electronic device to have an external
object included in an image, the user should additionally
select what service the user wants to receive, based on
the external object.
[0008] The technical objects to be achieved by the dis-
closure are not limited to those mentioned above, and
other technical objects that are not mentioned above may
be clearly understood to those skilled in the art based on
the description provided below.

Brief Description of Drawings

[0009] For a more complete understanding of the
present disclosure and its advantages, reference is now
made to the following description taken in conjunction
with the accompanying drawings, in which like reference
numerals represent like parts:

FIG. 1 illustrates a block diagram of an electronic
device in a network environment according to vari-
ous embodiments;
FIG. 2 is a block diagram illustrating a camera mod-
ule according to various embodiments;
FIG. 3 illustrates a concept view to explain a method
for adjusting an image of an electronic device and
an external electronic device according to various
embodiments;
FIG. 4 illustrates a block diagram of an electronic
device, a first external electronic device, and second
external electronic devices according to various em-
bodiments;
FIG. 5 illustrates a signal flowchart to explain oper-
ations performed by an electronic device, a first ex-
ternal electronic device, and a plurality of second
external electronic devices according to various em-
bodiments;
FIG. 6A illustrates a view to explain an example of
an operation of an electronic device recognizing a
subject included in an image according to various
embodiments;
FIG. 6B illustrates a view to explain an example of
the operation of the electronic device recognizing
the subject included in the image according to vari-
ous embodiments;
FIG. 6C illustrates a view to explain an example of
the operation of the electronic device recognizing
the subject included in the image according to vari-
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ous embodiments;
FIG. 6D illustrates a view to explain an example of
the operation of the electronic device recognizing
the subject included in the image according to vari-
ous embodiments;
FIG. 7 illustrates a flowchart to explain operations of
a first external electronic device connected to an
electronic device according to various embodiments;
FIG. 8 illustrates a view to explain an operation of a
first external electronic device transmitting, to a plu-
rality of second external electronic devices, a plural-
ity of portions extracted from an image of an elec-
tronic device according to various embodiments;
FIG. 9 illustrates a flowchart to explain operations of
an electronic device according to various embodi-
ments;
FIG. 10A illustrates a view to explain an operation
of an electronic device obtaining information related
to portions within an image according to various em-
bodiments;
FIG. 10B illustrates a view to explain the operation
of the electronic device obtaining the information re-
lated to the portions within the image according to
various embodiments;
FIG. 11A illustrates a view to explain shapes of visual
elements outputted on an image within a display by
an electronic device according to various embodi-
ments;
FIG. 11B illustrates a view to explain the shapes of
the visual elements outputted on the image within
the display by the electronic device according to var-
ious embodiments;
FIG. 11C illustrates a view to explain the shapes of
the visual elements outputted on the image within
the display by the electronic device according to var-
ious embodiments;
FIG. 11D illustrates a view to explain the shapes of
the visual elements outputted on the image within
the display by the electronic device according to var-
ious embodiments;
FIG. 12 illustrates a flowchart to explain operations
of an electronic device according to an embodiment;
FIG. 13A illustrates a view to explain an operation
of an electronic device recognizing a plurality of sub-
jects within an image according to an embodiment;
FIG. 13B illustrates a view to explain the operation
of the electronic device recognizing the plurality of
subjects within the image according to an embodi-
ment;
FIG. 13C illustrates a view to explain the operation
of the electronic device recognizing the plurality of
subjects within the image according to an embodi-
ment;
FIG. 14A illustrates a view to explain an operation
performed by an electronic device in response to a
user input related to at least one of visual elements
according to an embodiment of FIG. 13C;
FIG. 14B illustrates a view to explain the operation

performed by the electronic device in response to a
user input related to at least one of the visual ele-
ments according to an embodiment of FIG. 13C; and
FIG. 15 illustrates a signal flowchart to explain op-
erations performed by an electronic device, a first
external electronic device, and second external elec-
tronic devices according to an embodiment.

Best Mode for Carrying out the Invention

[0010] FIGS. 1 through 15, discussed below, and the
various embodiments used to describe the principles of
the present disclosure in this patent document are by
way of illustration only and should not be construed in
any way to limit the scope of the disclosure. Those skilled
in the art will understand that the principles of the present
disclosure may be implemented in any suitably arranged
system or device.
[0011] Hereinafter, various embodiments of the disclo-
sure will be described with reference to the accompany-
ing drawings. It should be appreciated that various em-
bodiments and the terms used therein are not intended
to limit the technological features set forth herein to par-
ticular embodiments, and include various modifications,
and/ or alternatives of embodiments of the disclosure.
With regard to the description of the drawings, similar
reference numerals may be used to refer to similar ele-
ments.
[0012] In the disclosure disclosed herein, the expres-
sions "have," "may have," "include" and "comprise," or
"may include" and "may comprise" used herein indicate
existence of corresponding features (for example, ele-
ments such as numeric values, functions, operations, or
components) and do not preclude the presence of addi-
tional features.
[0013] In the disclosure disclosed herein, the expres-
sions "A or B," "at least one of A or/and B," or "one or
more of A or/and B," and the like may include all possible
combinations of the items enumerated together. For ex-
ample, "A or B," "at least one of A and B," or "at least one
of A or B" may refer to all of the case (1) where at least
one A is included, the case (2) where at least one B is
included, or the case (3) where both of at least one A and
at least one B are included.
[0014] As used herein, such terms as "1st" and "2nd,"
or "first" and "second" may be used to simply distinguish
a corresponding component from another, and does not
limit the components in other aspect (e.g., importance or
order). For example, "a first user device" and "a second
user device" indicate different user devices regardless
of the order or priority. For example, without departing
from the scope of the disclosure, a first element may be
referred to as a second element, and similarly, a second
element may be referred to as a first element.
[0015] It will be understood that when an element (for
example, a first element) is referred to as being "(oper-
atively or communicatively) coupled with/to" or "connect-
ed to" another element (for example, a second element),
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it can be directly coupled with/to or connected to another
element or coupled with/to or connected to another ele-
ment via an intervening element (for example, a third
element). In contrast, when an element (for example, a
first element) is referred to as being "directly coupled
with/to" or "directly connected to" another element (for
example, a second element), it should be understood
that there is no intervening element (for example, a third
element) between the element and another element.
[0016] According to the situation, the term "configured
to (or set to)" used in the disclosure may be interchange-
ably used with the terms "suitable for," "having the ca-
pacity to," "designed to," "adapted to," "made to," or "ca-
pable of". The term "configured to (or set to)" must not
mean only "specifically designed to" in hardware. In-
stead, the expression "a device configured to" may mean
that the device is "capable of" operating together with
another device or other components. For example, "a
processor configured (set) to perform A, B, and C" may
refer, for example, and without limitation, to a dedicated
processor (for example, an embedded processor) for per-
forming a corresponding operation, or a generic-purpose
processor (for example, a central processing unit (CPU)
or an application processor (AP)), or the like, for perform-
ing corresponding operations by executing one or more
software programs stored in a memory device.
[0017] Terms used in the disclosure are used to de-
scribe specified embodiments and are not intended to
limit the scope of other embodiments. The terms of a
singular form may include plural forms unless otherwise
specified. Unless otherwise defined herein, all the terms
used herein, which include technical or scientific terms,
may have the same meaning that is generally understood
by a person skilled in the art. It will be further understood
that terms, which are defined in a dictionary and com-
monly used, should also be interpreted as is customary
in the relevant related art and not in an idealized or overly
formal way, unless expressly so defined herein in various
embodiments of the disclosure. In some cases, even if
terms are terms which are defined in the disclosure, they
may not be interpreted to exclude embodiments of the
disclosure.
[0018] An electronic device according to various em-
bodiments of the disclosure may include at least one of,
for example, smartphones, tablet personal computers
(PCs), mobile phones, video telephones, electronic book
readers, desktop PCs, laptop PCs, netbook computers,
workstations, servers, personal digital assistant (PDAs),
portable multimedia players (PMPs), Motion Picture Ex-
perts Group (MPEG-1 or MPEG-2) Audio Layer 3 (MP3)
players, mobile medical devices, cameras, or wearable
devices. According to various embodiments, the weara-
ble devices may include at least one of accessories (for
example, watches, rings, bracelets, ankle bracelets,
necklaces, glasses, contact lenses, head-mounted-de-
vices (HMDs), etc.), fabric- or clothing-mounted devices
(for example, electronic apparels), body-mounted devic-
es (for example, skin pads, tattoos, etc.), or bio-implant-

able circuits.
[0019] According to some embodiments, the electronic
devices may be home appliances. The home appliances
include at least one of, for example, televisions (TVs),
digital video disk (DVD) players, audios, refrigerators, air
conditioners, cleaners, ovens, microwave ovens, wash-
ing machines, air cleaners, set-top boxes, home auto-
mation control panels, security control panels, TV boxes
(for example, Samsung HomeSync™, Apple TV™, or
Google TV™), game consoles (for example, Xbox™ and
PlayStation™ ), electronic dictionaries, electronic keys,
camcorders, or electronic picture frames.
[0020] According to another embodiment, the electron-
ic devices may include at least one of medical devices
(for example, various portable medical measurement de-
vices (for example, a blood glucose monitoring device,
a heartbeat measuring device, a blood pressure meas-
uring device, a body temperature measuring device, and
the like), a magnetic resonance angiography (MRA), a
magnetic resonance imaging (MRI), a computed tomog-
raphy (CT), scanners, and ultrasonic devices), naviga-
tion devices, global navigation satellite systems (GNSS),
event data recorders (EDRs), flight data recorders
(FDRs), vehicle infotainment devices, electronic equip-
ment for vessels (for example, navigation systems and
gyrocompasses), avionics, security devices, head units
for vehicles, industrial or home robots, automatic teller’s
machines (ATMs) of financial institutions, points of sales
(POSs) of stores, or internet of things (for example, light
bulbs, various sensors, electricity or gas meters, sprinkler
devices, fire alarms, thermostats, street lamps, toasters,
exercise equipment, hot water tanks, heaters, boilers, or
the like).
[0021] According to an embodiment, the electronic de-
vices may include at least one of furniture, a part of build-
ings/structures, electronic boards, electronic signature
receiving devices, projectors, or various measuring in-
struments (for example, water meters, electricity meters,
gas meters, or wave meters). In various embodiments,
the electronic devices may be one or a combination of
two or more devices of the above-mentioned devices.
According to a certain embodiment, the electronic device
may be a flexible electronic device or a foldable electronic
device. Also, the electronic devices according to various
embodiments of the disclosure are not limited to the
above-mentioned devices, and may include new elec-
tronic devices according to technology development.
[0022] In the disclosure, the term "user" may refer to
a person who uses the electronic device or a device that
uses the electronic device (for example, an artificial in-
telligence electronic device).
[0023] Hereinafter, various embodiments will be de-
scribed in detail with reference to the accompanying
drawings. However, dimensions of elements in the draw-
ings may be exaggerated or reduced for convenience of
explanation. For example, sizes and thicknesses of re-
spective elements shown in the drawings are arbitrarily
illustrated for convenience of explanation, and thus the
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disclosure should not be limited to the illustrations of the
drawings.
[0024] FIG. 1 is a block diagram illustrating an elec-
tronic device 101 in a network environment 100 accord-
ing to various embodiments. Referring to FIG. 1, the elec-
tronic device 101 in the network environment 100 may
communicate with an electronic device 102 via a first
network 198 (e.g., a short-range wireless communication
network), or an electronic device 104 or a server 108 via
a second network 199 (e.g., a long-range wireless com-
munication network). According to an embodiment, the
electronic device 101 may communicate with the elec-
tronic device 104 via the server 108. According to an
embodiment, the electronic device 101 may include a
processor 120, memory 130, an input device 150, a
sound output device 155, a display device 160, an audio
module 170, a sensor module 176, an interface 177, a
haptic module 179, a camera module 180, a power man-
agement module 188, a battery 189, a communication
module 190, a subscriber identification module(SIM)
196, or an antenna module 197. In some embodiments,
at least one (e.g., the display device 160 or the camera
module 180) of the components may be omitted from the
electronic device 101, or one or more other components
may be added in the electronic device 101. In some em-
bodiments, some of the components may be implement-
ed as single integrated circuitry. For example, the sensor
module 176 (e.g., a fingerprint sensor, an iris sensor, or
an illuminance sensor) may be implemented as embed-
ded in the display device 160 (e.g., a display).
[0025] The processor 120 may execute, for example,
software (e.g., a program 140) to control at least one
other component (e.g., a hardware or software compo-
nent) of the electronic device 101 coupled with the proc-
essor 120, and may perform various data processing or
computation. According to one embodiment, as at least
part of the data processing or computation, the processor
120 may load a command or data received from another
component (e.g., the sensor module 176 or the commu-
nication module 190) in volatile memory 132, process
the command or the data stored in the volatile memory
132, and store resulting data in non-volatile memory 134.
According to an embodiment, the processor 120 may in-
clude a main processor 121 (e.g., a central processing
unit (CPU) or an application processor (AP)), and an aux-
iliary processor 123 (e.g., a graphics processing unit
(GPU), an image signal processor (ISP), a sensor hub
processor, or a communication processor (CP)) that is
operable independently from, or in conjunction with, the
main processor 121. Additionally or alternatively, the aux-
iliary processor 123 may be adapted to consume less
power than the main processor 121, or to be specific to
a specified function. The auxiliary processor 123 may be
implemented as separate from, or as part of the main
processor 121.
[0026] The auxiliary processor 123 may control at least
some of functions or states related to at least one com-
ponent (e.g., the display device 160, the sensor module

176, or the communication module 190) among the com-
ponents of the electronic device 101, instead of the main
processor 121 while the main processor 121 is in an in-
active (e.g., sleep) state, or together with the main proc-
essor 121 while the main processor 121 is in an active
state (e.g., executing an application). According to an
embodiment, the auxiliary processor 123 (e.g., an image
signal processor or a communication processor) may be
implemented as part of another component (e.g., the
camera module 180 or the communication module 190)
functionally related to the auxiliary processor 123.
[0027] The memory 130 may store various data used
by at least one component (e.g., the processor 120 or
the sensor module 176) of the electronic device 101. The
various data may include, for example, software (e.g.,
the program 140) and input data or output data for a com-
mand related thereto. The memory 130 may include the
volatile memory 132 or the non-volatile memory 134.
[0028] The program 140 may be stored in the memory
130 as software, and may include, for example, an op-
erating system (OS) 142, middleware 144, or an appli-
cation 146.
[0029] The input device 150 may receive a command
or data to be used by other component (e.g., the proc-
essor 120) of the electronic device 101, from the outside
(e.g., a user) of the electronic device 101. The input de-
vice 150 may include, for example, a microphone, a
mouse, a keyboard, or a digital pen (e.g., a stylus pen).
[0030] The sound output device 155 may output sound
signals to the outside of the electronic device 101. The
sound output device 155 may include, for example, a
speaker or a receiver. The speaker may be used for gen-
eral purposes, such as playing multimedia or playing
record, and the receiver may be used for incoming calls.
According to an embodiment, the receiver may be imple-
mented as separate from, or as part of the speaker.
[0031] The display device 160 may visually provide in-
formation to the outside (e.g., a user) of the electronic
device 101. The display device 160 may include, for ex-
ample, a display, a hologram device, or a projector and
control circuitry to control a corresponding one of the dis-
play, hologram device, and projector. According to an
embodiment, the display device 160 may include touch
circuitry adapted to detect a touch, or sensor circuitry
(e.g., a pressure sensor) adapted to measure the inten-
sity of force incurred by the touch.
[0032] The audio module 170 may convert a sound
into an electrical signal and vice versa. According to an
embodiment, the audio module 170 may obtain the sound
via the input device 150, or output the sound via the sound
output device 155 or a headphone of an external elec-
tronic device (e.g., an electronic device 102) directly
(e.g., wiredly) or wirelessly coupled with the electronic
device 101.
[0033] The sensor module 176 may detect an opera-
tional state (e.g., power or temperature) of the electronic
device 101 or an environmental state (e.g., a state of a
user) external to the electronic device 101, and then gen-
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erate an electrical signal or data value corresponding to
the detected state. According to an embodiment, the sen-
sor module 176 may include, for example, a gesture sen-
sor, a gyro sensor, an atmospheric pressure sensor, a
magnetic sensor, an acceleration sensor, a grip sensor,
a proximity sensor, a color sensor, an infrared (IR) sen-
sor, a biometric sensor, a temperature sensor, a humidity
sensor, or an illuminance sensor.
[0034] The interface 177 may support one or more
specified protocols to be used for the electronic device
101 to be coupled with the external electronic device
(e.g., the electronic device 102) directly (e.g., wiredly) or
wirelessly. According to an embodiment, the interface
177 may include, for example, a high definition multime-
dia interface (HDMI), a universal serial bus (USB) inter-
face, a secure digital (SD) card interface, or an audio
interface.
[0035] A connecting terminal 178 may include a con-
nector via which the electronic device 101 may be phys-
ically connected with the external electronic device (e.g.,
the electronic device 102). According to an embodiment,
the connecting terminal 178 may include, for example, a
HDMI connector, a USB connector, a SD card connector,
or an audio connector (e.g., a headphone connector).
[0036] The haptic module 179 may convert an electri-
cal signal into a mechanical stimulus (e.g., a vibration or
a movement) or electrical stimulus which may be recog-
nized by a user via his tactile sensation or kinesthetic
sensation. According to an embodiment, the haptic mod-
ule 179 may include, for example, a motor, a piezoelectric
element, or an electric stimulator.
[0037] The camera module 180 may capture a still im-
age or moving images. According to an embodiment, the
camera module 180 may include one or more lenses,
image sensors, image signal processors, or flashes.
[0038] The power management module 188 may man-
age power supplied to the electronic device 101. Accord-
ing to one embodiment, the power management module
188 may be implemented as at least part of, for example,
a power management integrated circuit (PMIC).
[0039] The battery 189 may supply power to at least
one component of the electronic device 101. According
to an embodiment, the battery 189 may include, for ex-
ample, a primary cell which is not rechargeable, a sec-
ondary cell which is rechargeable, or a fuel cell.
[0040] The communication module 190 may support
establishing a direct (e.g., wired) communication channel
or a wireless communication channel between the elec-
tronic device 101 and the external electronic device (e.g.,
the electronic device 102, the electronic device 104, or
the server 108) and performing communication via the
established communication channel. The communica-
tion module 190 may include one or more communication
processors that are operable independently from the
processor 120 (e.g., the application processor (AP)) and
supports a direct (e.g., wired) communication or a wire-
less communication. According to an embodiment, the
communication module 190 may include a wireless com-

munication module 192 (e.g., a cellular communication
module, a short-range wireless communication module,
or a global navigation satellite system (GNSS) commu-
nication module) or a wired communication module 194
(e.g., a local area network (LAN) communication module
or a power line communication (PLC) module). A corre-
sponding one of these communication modules may
communicate with the external electronic device via the
first network 198 (e.g., a short-range communication net-
work, such as Bluetooth™, wireless-fidelity (Wi-Fi) direct,
or infrared data association (IrDA)) or the second network
199 (e.g., a long-range communication network, such as
a cellular network, the Internet, or a computer network
(e.g., LAN or wide area network (WAN)). These various
types of communication modules may be implemented
as a single component (e.g., a single chip), or may be
implemented as multi components (e.g., multi chips) sep-
arate from each other. The wireless communication mod-
ule 192 may identify and authenticate the electronic de-
vice 101 in a communication network, such as the first
network 198 or the second network 199, using subscriber
information (e.g., international mobile subscriber identity
(IMSI)) stored in the subscriber identification module 196.
[0041] The antenna module 197 may transmit or re-
ceive a signal or power to or from the outside (e.g., the
external electronic device) of the electronic device 101.
According to an embodiment, the antenna module 197
may include an antenna including a radiating element
composed of a conductive material or a conductive pat-
tern formed in or on a substrate (e.g., PCB). According
to an embodiment, the antenna module 197 may include
a plurality of antennas. In such a case, at least one an-
tenna appropriate for a communication scheme used in
the communication network, such as the first network
198 or the second network 199, may be selected, for
example, by the communication module 190 (e.g., the
wireless communication module 192) from the plurality
of antennas. The signal or the power may then be trans-
mitted or received between the communication module
190 and the external electronic device via the selected
at least one antenna. According to an embodiment, an-
other component (e.g., a radio frequency integrated cir-
cuit (RFIC)) other than the radiating element may be ad-
ditionally formed as part of the antenna module 197.
[0042] At least some of the above-described compo-
nents may be coupled mutually and communicate signals
(e.g., commands or data) therebetween via an inter-pe-
ripheral communication scheme (e.g., a bus, general pur-
pose input and output (GPIO), serial peripheral interface
(SPI), or mobile industry processor interface (MIPI)).
[0043] According to an embodiment, commands or da-
ta may be transmitted or received between the electronic
device 101 and the external electronic device 104 via the
server 108 coupled with the second network 199. Each
of the electronic devices 102 and 104 may be a device
of a same type as, or a different type, from the electronic
device 101. According to an embodiment, all or some of
operations to be executed at the electronic device 101
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may be executed at one or more of the external electronic
devices 102, 104, or 108. For example, if the electronic
device 101 should perform a function or a service auto-
matically, or in response to a request from a user or an-
other device, the electronic device 101, instead of, or in
addition to, executing the function or the service, may
request the one or more external electronic devices to
perform at least part of the function or the service. The
one or more external electronic devices receiving the re-
quest may perform the at least part of the function or the
service requested, or an additional function or an addi-
tional service related to the request, and transfer an out-
come of the performing to the electronic device 101. The
electronic device 101 may provide the outcome, with or
without further processing of the outcome, as at least
part of a reply to the request. To that end, a cloud com-
puting, distributed computing, or client-server computing
technology may be used, for example.
[0044] FIG. 2 is a block diagram 200 illustrating the
camera module 180 according to various embodiments.
Referring to FIG. 2, the camera module 180 may include
a lens assembly 210, a flash 220, an image sensor 230,
an image stabilizer 240, memory 250 (e.g., buffer mem-
ory), or an image signal processor 260. The lens assem-
bly 210 may collect light emitted or reflected from an ob-
ject whose image is to be taken. The lens assembly 210
may include one or more lenses. According to an em-
bodiment, the camera module 180 may include a plurality
of lens assemblies 210. In such a case, the camera mod-
ule 180 may form, for example, a dual camera, a 360-
degree camera, or a spherical camera. Some of the plu-
rality of lens assemblies 210 may have the same lens
attribute (e.g., view angle, focal length, auto-focusing, f
number, or optical zoom), or at least one lens assembly
may have one or more lens attributes different from those
of another lens assembly. The lens assembly 210 may
include, for example, a wide-angle lens or a telephoto
lens.
[0045] The flash 220 may emit light that is used to re-
inforce light reflected from an object. According to an
embodiment, the flash 220 may include one or more light
emitting diodes (LEDs) (e.g., a red-green-blue (RGB)
LED, a white LED, an infrared (IR) LED, or an ultraviolet
(UV) LED) or a xenon lamp. The image sensor 230 may
obtain an image corresponding to an object by converting
light emitted or reflected from the object and transmitted
via the lens assembly 210 into an electrical signal. Ac-
cording to an embodiment, the image sensor 230 may
include one selected from image sensors having different
attributes, such as a RGB sensor, a black-and-white
(BW) sensor, an IR sensor, or a UV sensor, a plurality of
image sensors having the same attribute, or a plurality
of image sensors having different attributes. Each image
sensor included in the image sensor 230 may be imple-
mented using, for example, a charged coupled device
(CCD) sensor or a complementary metal oxide semicon-
ductor (CMOS) sensor.
[0046] The image stabilizer 240 may move the image

sensor 230 or at least one lens included in the lens as-
sembly 210 in a particular direction, or control an oper-
ational attribute (e.g., adjust the read-out timing) of the
image sensor 230 in response to the movement of the
camera module 180 or the electronic device 101 includ-
ing the camera module 180. This allows compensating
for at least part of a negative effect (e.g., image blurring)
by the movement on an image being captured. According
to an embodiment, the image stabilizer 240 may sense
such a movement by the camera module 180 or the elec-
tronic device 101 using a gyro sensor (not shown) or an
acceleration sensor (not shown) disposed inside or out-
side the camera module 180. According to an embodi-
ment, the image stabilizer 240 may be implemented, for
example, as an optical image stabilizer.
[0047] The memory 250 may store, at least temporar-
ily, at least part of an image obtained via the image sensor
230 for a subsequent image processing task. For exam-
ple, if image capturing is delayed due to shutter lag or
multiple images are quickly captured, a raw image ob-
tained (e.g., a Bayer-patterned image, a high-resolution
image) may be stored in the memory 250, and its corre-
sponding copy image (e.g., a low-resolution image) may
be previewed via the display device 160. Thereafter, if a
specified condition is met (e.g., by a user’s input or sys-
tem command), at least part of the raw image stored in
the memory 250 may be obtained and processed, for
example, by the image signal processor 260. According
to an embodiment, the memory 250 may be configured
as at least part of the memory 130 or as a separate mem-
ory that is operated independently from the memory 130.
[0048] The image signal processor 260 may perform
one or more image processing with respect to an image
obtained via the image sensor 230 or an image stored in
the memory 250. The one or more image processing may
include, for example, depth map generation, three-di-
mensional (3D) modeling, panorama generation, feature
point extraction, image synthesizing, or image compen-
sation (e.g., noise reduction, resolution adjustment,
brightness adjustment, blurring, sharpening, or soften-
ing). Additionally or alternatively, the image signal proc-
essor 260 may perform control (e.g., exposure time con-
trol or read-out timing control) with respect to at least one
(e.g., the image sensor 230) of the components included
in the camera module 180. An image processed by the
image signal processor 260 may be stored back in the
memory 250 for further processing, or may be provided
to an external component (e.g., the memory 130, the dis-
play device 160, the electronic device 102, the electronic
device 104, or the server 108) outside the camera module
180. According to an embodiment, the image signal proc-
essor 260 may be configured as at least part of the proc-
essor 120, or as a separate processor that is operated
independently from the processor 120. If the image signal
processor 260 is configured as a separate processor
from the processor 120, at least one image processed
by the image signal processor 260 may be displayed, by
the processor 120, via the display device 160 as it is or
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after being further processed.
[0049] According to an embodiment, the electronic de-
vice 101 may include a plurality of camera modules 180
having different attributes or functions. In such a case,
at least one of the plurality of camera modules 180 may
form, for example, a wide-angle camera and at least an-
other of the plurality of camera modules 180 may form a
telephoto camera. Similarly, at least one of the plurality
of camera modules 180 may form, for example, a front
camera and at least another of the plurality of camera
modules 180 may form a rear camera.
[0050] The electronic device according to various em-
bodiments may be one of various types of electronic de-
vices. The electronic devices may include, for example,
a portable communication device (e.g., a smartphone),
a computer device, a portable multimedia device, a port-
able medical device, a camera, a wearable device, or a
home appliance. According to an embodiment of the dis-
closure, the electronic devices are not limited to those
described above.
[0051] It should be appreciated that various embodi-
ments of the present disclosure and the terms used there-
in are not intended to limit the technological features set
forth herein to particular embodiments and include vari-
ous changes, equivalents, or replacements for a corre-
sponding embodiment. With regard to the description of
the drawings, similar reference numerals may be used
to refer to similar or related elements. It is to be under-
stood that a singular form of a noun corresponding to an
item may include one or more of the things, unless the
relevant context clearly indicates otherwise. As used
herein, each of such phrases as "A or B," "at least one
of A and B," "at least one of A or B," "A, B, or C," "at least
one of A, B, and C," and "at least one of A, B, or C," may
include any one of, or all possible combinations of the
items enumerated together in a corresponding one of the
phrases. As used herein, such terms as "1st" and "2nd,"
or "first" and "second" may be used to simply distinguish
a corresponding component from another, and does not
limit the components in other aspect (e.g., importance or
order). It is to be understood that if an element (e.g., a
first element) is referred to, with or without the term "op-
eratively" or "communicatively", as "coupled with," "cou-
pled to," "connected with," or "connected to" another el-
ement (e.g., a second element), it means that the element
may be coupled with the other element directly (e.g.,
wiredly), wirelessly, or via a third element.
[0052] As used herein, the term "module" may include
a unit implemented in hardware, software, or firmware,
and may interchangeably be used with other terms, for
example, "logic," "logic block," "part," or "circuitry". A
module may be a single integral component, or a mini-
mum unit or part thereof, adapted to perform one or more
functions. For example, according to an embodiment, the
module may be implemented in a form of an application-
specific integrated circuit (ASIC).
[0053] Various embodiments as set forth herein may
be implemented as software (e.g., the program 140) in-

cluding one or more instructions that are stored in a stor-
age medium (e.g., internal memory 136 or external mem-
ory 138) that is readable by a machine (e.g., the electronic
device 101). For example, a processor (e.g., the proces-
sor 120) of the machine (e.g., the electronic device 101)
may invoke at least one of the one or more instructions
stored in the storage medium, and execute it, with or
without using one or more other components under the
control of the processor. This allows the machine to be
operated to perform at least one function according to
the at least one instruction invoked. The one or more
instructions may include a code generated by a complier
or a code executable by an interpreter. The machine-
readable storage medium may be provided in the form
of a non-transitory storage medium. Wherein, the term
"non-transitory" simply means that the storage medium
is a tangible device, and does not include a signal (e.g.,
an electromagnetic wave), but this term does not differ-
entiate between where data is semi-permanently stored
in the storage medium and where the data is temporarily
stored in the storage medium.
[0054] According to an embodiment, a method accord-
ing to various embodiments of the disclosure may be
included and provided in a computer program product.
The computer program product may be traded as a prod-
uct between a seller and a buyer. The computer program
product may be distributed in the form of a machine-read-
able storage medium (e.g., compact disc read only mem-
ory (CD-ROM)), or be distributed (e.g., downloaded or
uploaded) online via an application store (e.g., Play-
Store™), or between two user devices (e.g., smart
phones) directly. If distributed online, at least part of the
computer program product may be temporarily generat-
ed or at least temporarily stored in the machine-readable
storage medium, such as memory of the manufacturer’s
server, a server of the application store, or a relay server.
[0055] According to various embodiments, each com-
ponent (e.g., a module or a program) of the above-de-
scribed components may include a single entity or mul-
tiple entities. According to various embodiments, one or
more of the above-described components may be omit-
ted, or one or more other components may be added.
Alternatively or additionally, a plurality of components
(e.g., modules or programs) may be integrated into a
single component. In such a case, according to various
embodiments, the integrated component may still per-
form one or more functions of each of the plurality of
components in the same or similar manner as they are
performed by a corresponding one of the plurality of com-
ponents before the integration. According to various em-
bodiments, operations performed by the module, the pro-
gram, or another component may be carried out sequen-
tially, in parallel, repeatedly, or heuristically, or one or
more of the operations may be executed in a different
order or omitted, or one or more other operations may
be added.
[0056] FIG. 3 illustrates a concept view to explain a
method for adjusting an image of an electronic device
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and an external electronic device according to various
embodiments.
[0057] Referring to FIG. 3, the electronic device 101
may include an image sensor 230, an image signal proc-
essor (ISP) 260, and a memory 130. A first external elec-
tronic device 310 may include a recognition module 311,
an ISP 313, and a repository 315. The recognition module
311 may be a logic module and may be implemented as
a processor of the first external electronic device 310.
The ISP 313 may also be implemented as a processor
of the first external electronic device 310, and for exam-
ple, the processor of the first external electronic device
310 may perform both recognition and image processing.
The electronic device 10 may include a communication
module (for example, the communication module 190 of
FIG. 1) to exchange data with the first external electronic
device 310, although it is not illustrated. The first external
electronic device 310 may include a communication mod-
ule to exchange data with the electronic device 101.
[0058] The image sensor 230 (for example, the camera
module 180 of FIGS. 1 and 2) may obtain an image re-
garding an external object, and may generate a raw im-
age 301 (a long sight image) corresponding to the image.
The image sensor 230 may transmit the raw image 301
to the ISP 260. In various embodiments, the image sen-
sor 230 may generate a small raw image which is gen-
erated based on the raw image 301 and has a size smaller
than that of the raw image 301, and may transmit the
small raw image to the first external electronic device 310
through the communication module. In another embod-
iment, a processor of the electronic device 101 rather
than the image sensor 230 may generate the small raw
image, and may transmit the generated small raw image
to the first external electronic device 310 through the
communication module. The image sensor 230 may
transmit the raw image 301 in a compressed state to the
ISP 260 or the first external electronic device 310. The
image sensor 230 may compress to process a part of the
raw image 301, and may store the compressed image in
an internal memory of the image sensor 230.
[0059] The recognition module 311 of the first external
electronic device 310 may obtain the raw image 301 or
the small raw image through the communication module,
and may segment at least one image area from the raw
image. The recognition module 311 may recognize each
of at least one image area divided as a result of segment-
ing. First information 312 including information related to
the plurality of image areas generated from the recogni-
tion module 311, for example, at least one of coordinates
information of the image areas or a result of recognizing,
may be generated. The first information 312 may be
transmitted to the electronic device 101. The ISP 260
may adjust the raw image 301 by using the first informa-
tion 312, and accordingly, may generate an adjusted im-
age. The adjusted image may have, for example, a YUV
format. The adjusted image may be stored in the memory
130. Alternatively, the adjusted image may be com-
pressed, for example, according to a JPEG method, and

the compressed image may be stored in the memory 130.
[0060] In various embodiments of the disclosure, the
raw image 301 provided from the image sensor 230 may
be transmitted to the first external electronic device 310.
Since the raw image 301 has a large capacity in com-
parison to the small raw image, the small raw image may
be transmitted to the first external electronic device 310
first, and then, the raw image 301 may be transmitted to
the first external electronic device 310. For example, the
raw image 301 may be transmitted to the first external
electronic device 310 while the ISP 260 is adjusting the
raw image 301. The raw image 301 may be uploaded
onto the first external electronic device 310 as originally
generated by the image sensor 230, or a pre-processed
image which has undergone lens distortion compensa-
tion or noise removal may be uploaded.
[0061] The above-described pre-processing may be
performed at the first external electronic device 310. The
first external electronic device 310 may perform Demo-
saic processing or image format change, or pre-process-
ing to increase an image recognition rate. The ISP 313
of the first external electronic device 310 may adjust the
received raw image 301. The first external electronic de-
vice 310 may adjust the raw image 301 by using existing
generated first information 312, or may adjust the raw
image 301 by using extended first information. The raw
image 301 may have a high resolution in comparison to
the small raw image, and accordingly, the ISP 313 of the
first external electronic device 310 may obtain extended
first information which is more specific from the high-res-
olution image. The ISP 313 may generate the extended
first information by using the existing generated first in-
formation 312 and the raw image 301. The ISP 313 may
adjust the raw image 301 by using the extended first in-
formation, thereby obtaining a high resolution (high qual-
ity) image. The high resolution image may be stored in
the repository 315 of the first external electronic device
310, and may be downloaded to the electronic device
101.
[0062] According to various embodiments, the elec-
tronic device 101 may display additional information (for
example, the first information 312) on the raw image 301
captured by using the image sensor 230. The electronic
device 101 may display the additional information on the
raw image 301, based on at least one of the first external
electronic device 310 or one or more second external
electronic devices 320. In an embodiment, the first ex-
ternal electronic device 310 may correspond to a cloud
camera server corresponding to the camera module (for
example, the camera module 180 of FIGS. 1 and 2) of
the electronic device 101.
[0063] As described above, the first external electronic
device 310 may process the raw image 301 of the elec-
tronic device 101, or may analyze the raw image 301.
The electronic device 101 may obtain, from the first ex-
ternal electronic device 310, a result of analyzing the raw
image 301 by the first external electronic device 310 (for
example, the first information 312), and then, may output
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an image resulting from processing of the raw image 301
based on the obtained result within a display device 160.
[0064] The first external electronic device 310 may
identify information included in the raw image 301 based
on the analyzed raw image 301. The information identi-
fied by the first external electronic device 310 may indi-
cate meaningful information to the user of the electronic
device 101, for example, may indicate what a subject
included in the raw image 301 is, what service can be
provided to the user in relation to the subject. In an em-
bodiment, the first external electronic device 310 may
correspond to a vision cloud server which identifies in-
formation in an image provided by the camera module
of the electronic device 101.
[0065] At least one of the electronic device 101 or the
first external electronic device 310 may be connected
with the one or more second external electronic devices
320. The second external electronic device 320 may be
a server that is operated by a service provider providing
a service based on the first information 312 obtained from
the raw image 301. In an embodiment, the second ex-
ternal electronic device 320 may correspond to a third
party cloud server that provides additional information
based on information (for example, the first information
312) resulting from analysis of the raw image 301 from
the first external electronic device 310.
[0066] In various embodiments, the electronic device
101 may transmit at least part of raw data (for example,
the raw image 301) obtained by using the image sensor
230 to the first external electronic device 310. In an em-
bodiment, the first external electronic device 310 may
transmit information identifying the raw image 301 to the
second external electronic device 320. While transmitting
at least part of the raw data to the first external electronic
device 310, the electronic device 101 may output an im-
age corresponding to the raw data to the user through
the display device 160. For example, the electronic de-
vice 101 may output image data corresponding to the
raw data on a display of the display device 160.
[0067] When the first information 312 is received from
the first external electronic device 310, the electronic de-
vice 101 may adjust the raw data based on the first in-
formation 312 or may output information related to an
object (for example, a subject or an external object) in-
cluded in the raw data based on the first information 312.
For example, the electronic device 101 may output one
or more visual elements overlaid on the object included
in the image data, on the image data displayed on the
display, based on the first information 312.
[0068] When the user performs an operation of cap-
turing an image through the electronic device 101, the
electronic device 101 may store raw data obtained from
the image sensor 230 in the memory 130. The operation
of capturing the image may include, for example, an op-
eration of pressing a designated button (for example, a
shutter button or a volume control button) of the electronic
device 101, or an operation of touching a designated vis-
ual element (for example, an icon having a designated

shape such as a shutter-like shape) displayed on the
display.
[0069] When the user performs an operation of search-
ing an image through the electronic device 101, the elec-
tronic device 101 may search based on an object includ-
ed in the image by transmitting raw data related to the
operation to the first external electronic device 310. The
operation of searching the image may include, for exam-
ple, an operation of pressing a designated button of the
electronic device 101, or an operation of touching a des-
ignated visual element (for example, an icon including
an image related to the search function) displayed on the
display. The user may search based on an image cap-
tured through the image sensor 230 in real time, as well
as an image stored in the memory 130 and captured in
the past.
[0070] The first external electronic device 310 may an-
alyze raw data (for example, the raw image 301) received
from the electronic device 101, and generate the first
information 312. The first external electronic device 310
analyzing image data may include at least one of an op-
eration of classifying scenes of the raw data, an operation
of analyzing an object included in the raw data, or an
operation of segmenting at least part of the raw data. The
first information 312 may include information related to
an object (for example, a subject, an external object, or
a string or an image displayed on the subject) included
in the raw data. In an embodiment, the first information
312 may correspond to recipe information related to the
raw data. The ISP 313 of the first external electronic de-
vice 310 may process the raw data based on the first
information 312.
[0071] FIG. 4 illustrates a block diagram of an electron-
ic device 101, a first external electronic device 310, and
second external electronic devices according to various
embodiments. The electronic device 101 of FIG. 4 may
correspond to the electronic device 101 of FIGS. 1, 2,
and 3. The first external electronic device 310 of FIG. 4
may correspond to the first external electronic device 310
of FIG. 3. The second external electronic devices of FIG.
4 may be related to the second external electronic device
320 of FIG. 3.
[0072] The electronic device 101 may be a device that
is personalized for a user of the electronic device 101.
The electronic device 101 may correspond to at least one
of a smartphone, a smart pad, a tablet PC, a personal
digital assistant (PDA), a laptop PC, or a desktop PC.
The electronic device 101 may correspond to user equip-
ment (UE). The electronic device 101 may include at least
one of an image sensor 230, an ISP 260, a display 410,
a processor 120, a memory 130, and a communication
module 190. The image sensor 230, the ISP 260, the
display 410, the processor 120, the memory 130, and
the communication module 190 may be electrically con-
nected with one another through a communication bus
(not shown).
[0073] The image sensor 230 and the ISP 260 may
correspond to the image sensor 230 and the ISP 260 of
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FIGS. 2 and 3, respectively. The image sensor 230 may
include a plurality of sensors (for example, photo diodes
(PDs)) to output electric signals corresponding to light
incoming from the outside, based on the photoelectric
effect. The plurality of sensors may be arranged in the
image sensor 230 based on two-dimensional arrange-
ment. The image sensor 230 may align a plurality of elec-
tric signals outputted from the plurality of sensors, re-
spectively, according to the two-dimensional arrange-
ment, and may output the signals. As data outputted from
the image sensor 230, data including a plurality of electric
signals aligned according to the two-dimensional ar-
rangement is referred to as raw data. For example, the
raw data may correspond to the raw image 301 of FIG. 3.
[0074] The ISP 260 may include a circuit for processing
raw data, for example, at least one of an integrated circuit
(IC), an arithmetic logic unit (ALU), a field programmable
gate array (FPGA), and a large scale integration (LSI).
The ISP 260 may perform pre-processing to correct dis-
tortion included in raw data. The pre-processing may be
performed in a Bayer pattern level, and may include an
operation of correcting image distortion caused by a lens
(for example, lens shading correction (LSC)). As data
outputted from the ISP 260, data resulting from correction
of distortion included in the raw data is referred to as
image data.
[0075] The memory 130 may store data related to the
processor 120. The memory 130 may include a volatile
memory such as a random access memory (RAM) in-
cluding a static RAM (SRAM) or a dynamic RAM (DRAM),
or may include a nonvolatile memory including a read
only memory (ROM), a magnetoresistive RAM (MRAM),
a spin-transfer torque MRAM (STT-MRAM), a phase-
change RAM (PRAM), a resistive RAM (RRAM), and a
ferroelectric RAM (FeRAM), as well as a flash memory,
an embedded multi media card (eMMC), a solid state
drive (SSD), or the like. The memory 130 may store one
or more instructions related to an application or an oper-
ating system (OS).
[0076] The processor 120 may execute one or more
instructions stored in the memory 130. The processor
120 may include a circuit for processing data, for exam-
ple, at least one of an IC, an ALU, an FPGA, and an LSI.
The processor 120 may process image data of the ISP
260 or raw data of the image sensor 230. The processor
120 may further include an image processing module
420 to process image data of the ISP 260 or raw data of
the image sensor 230. The image processing module
420 may be an auxiliary processor (for example, the aux-
iliary processor 123 of FIG. 1) included in the processor
120. The image processing module 420 may be a thread
or a process executed by an application or an operating
system.
[0077] The display 410 may be included as at least
part of a display device (for example, the display device
160 of FIGS. 1, 2, and 3). The display 410 may visually
output information to the user by using at least one of an
organic light emitting diode (OLED), a liquid crystal dis-

play (LCD), and a light emitting diode (LED). A touch
sensor panel (TSP) (not shown) may further be included
in the display 410 to control a user interface (UI) outputted
through the display 410 more intuitively. The touch sen-
sor panels may detect a position of a touch on the display
410 or an object hovering over the display 410 (for ex-
ample, a user’s finger, a stylus) by using at least one of
a resistive film, capacitive components, surface acoustic
wave, and infrared rays. According to various embodi-
ments, the processor 120 of the electronic device 101
may obtain an image obtained by capturing an outside
of the electronic device 101, based on at least one of the
image sensor 230 or the ISP 260. The processor 120
may display the obtained image on the display 410.
[0078] The communication module 190 may connect
at least one external electronic device (for example, the
first external electronic device 310 and the plurality of
second external electronic devices of FIG. 4) distinct from
the electronic device 101, and the electronic device 101,
based on a wireless network such as Bluetooth, Wireless
Fidelity (WiFi), near field communication (NFC), long
term evolution (LTE), and a wired network such as a local
area network (LAN), Ethernet. The communication mod-
ule 190 may include at least one of a communication
circuit supporting a wireless network or a wired network,
a communication processor (CP), and a communication
interface. According to various embodiments, the elec-
tronic device 101 may identify the first external electronic
device 310 based on the communication module 190. In
response to the first external electronic device 310 being
identified, the electronic device 101 may transmit raw
data or image data to the first external electronic device
310. The raw data or image data transmitted to the first
external electronic device 310 by the electronic device
101 may be data in which simple image processing (for
example, LSC) is performed.
[0079] After transmitting the raw data or the image data
to the first external electronic device 310, the electronic
device 101 may receive information related to the trans-
mitted raw data or image data (for example, the first in-
formation 312 of FIG. 3) from the first external electronic
device 310. The electronic device 101 may adjust the
image outputted on the display 410, based on the infor-
mation received from the first external electronic device
310. The electronic device 101 may store the outputted
image or the image adjusted based on the information
received from the first external electronic device 310 in
the memory 130, based on a user input.
[0080] The electronic device 101 may change a UI re-
lated to the image outputted on the display 410, based
on the information received from the first external elec-
tronic device 310. For example, the electronic device 101
may output one or more visual elements floated on the
image outputted on the display 410, based on the infor-
mation received from the first external electronic device
310. The visual element may include at least one of a
text, a cursor, a dot, a segment, a figure, an image, an
animation, or a button outputted on the display 410.
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[0081] The first external electronic device 310 may be
connected with one or more electronic devices 101
through a wireless network or a wired network. In an em-
bodiment, the first external electronic device 310 may
correspond to a cloud camera server which processes
an image delivered from the one or more electronic de-
vice 101. The first external electronic device 310 may
analyze raw data or image data transmitted from the one
or more electronic devices 101 connected thereto, and
then may generate information including a result of an-
alyzing the raw data or the image data. The generated
information may be transmitted to the electronic device
10 which has transmitted the raw data or the image data.
The first external electronic device 310 may include at
least one of a communication module 430, a processor
440, and a repository 315. The communication module
430, the processor 440, and the repository 315 may be
electrically connected with one another through a com-
munication bus.
[0082] The first external electronic device 310 may re-
ceive raw data or image data transmitted from the com-
munication module 190 of the electronic device 101
through the communication module 430. The communi-
cation module 430 may include at least one of a commu-
nication circuit supporting a wireless network or a wired
network, a communication processor, and a communi-
cation interface, similarly to the communication module
190.
[0083] The repository 315 of the first external electronic
device 310 may store data related to the processor 440.
The data may include raw data or image data received
through the communication module 430 and obtained in
the electronic device 101. The data may include one or
more instructions executed by the processor 440. The
repository 315 may include a volatile memory or a non-
volatile memory similarly to the memory 130.
[0084] The processor 440 of the first external electronic
device 310 may execute one or more instructions stored
in the repository 315. The processor 440 may include a
circuit for processing data, for example, at least one of
an IC, an ALU, an FPGA, and an LSI. The processor 440
may process raw data or image data received through
the communication module 430. The processor 440 may
further include at least one of an image processing mod-
ule 460, an image recognition module 450, or an image
recognition information generation module 470 related
to the received raw data or image data. Each of the image
processing module 460, the image recognition module
450, or the image recognition information generation
module 470 may be one or more auxiliary processors
included in the processor 440. Each of the image
processing module 460, the image recognition module
450, or the image recognition information generation
module 470 may be one or more process or one or more
threads executed by an application or an operating sys-
tem.
[0085] In response to the raw data or image data ob-
tained in the first external electronic device 310 being

identified, the processor 440 may perform image
processing with respect to the identified raw data or im-
age data, based at least on the image processing module
460. The raw data or image data image-processed by
the image processing module 460 may be delivered to
the image recognition module 450 from the image
processing module 460. The processor 440 may perform
image recognition with respect to the image-processed
raw data or image data, based at least on the image
recognition module 450.
[0086] The image recognition may refer to an operation
of identifying an object included in the raw data or the
image data. For example, the processor 440 may identify
a character, a code, a trademark, a product, or a land-
mark included in the raw data or image data, based at
least on the image recognition module 450. For example,
the processor 440 may determine which of designated
types or designated categories the raw data or image
data is included in, based at least on the image recogni-
tion module 450. The designated types or designated
categories may be based on, for example, a person, a
landscape, or food.
[0087] A result of performing image recognition with
respect to the raw data or image data based on the image
recognition module 450 may be delivered to the image
recognition information generation module 470 from the
image recognition module 450. The processor 440 may
generate information (for example, the first information
312 of FIG. 3) including the result of performing the image
recognition, based at least on the image recognition in-
formation generation module 470. The information gen-
erated in the image recognition information generation
module 470 may be information regarding an object in-
cluded in the raw data or the image data. In an embodi-
ment, the information including the result of performing
image recognition may correspond to recipe information.
The information generated in the image recognition in-
formation generation module 470 may include at least
one of a type of the object recognized in the raw data or
the image data, a position of the object in the raw data
or the image data, or data necessary for generating a
visual element corresponding to the object.
[0088] The processor 440 may transmit, to the elec-
tronic device 101 through the communication module
430, the information generated based on the image rec-
ognition information generation module 470 and includ-
ing the result of performing the image recognition with
respect to the raw data or the image data. The processor
120 may store the received result in the memory 130 in
response to the result of performing the image recogni-
tion with respect to the raw data or image data, transmit-
ted from the communication module 430, being received
through the communication module 190. The processor
120 may perform image processing with respect to the
raw data or image data according to the received result,
based at least on the image processing module 420.
[0089] The processor 440 may request at least one of
the plurality of second external electronic devices 320-1,
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320-2, ..., 320-5 connected with the first external elec-
tronic device 310 to provide information related to the
raw data or the image data. The processor 440 may per-
form image processing according to the result of perform-
ing the image recognition with respect to at least part of
the raw data or the image data, based at least on the
image processing module 460.
[0090] The image-processed at least part of the raw
data or image data may be transmitted to at least one of
the second external electronic devices 320-1, 320-2, ...,
320-5 through the communication module 430. For ex-
ample, a part of the raw data or image data to be trans-
mitted to the second external electronic device 320-1 for
a character recognition service may be changed to have
a relatively high resolution. For example, a part of the
raw data or image data to be transmitted to the second
external electronic device 320-2 for an image search
service may be changed to have a relatively low resolu-
tion. The image-processed at least part of the raw data
or image data may be stored in the repository 315.
[0091] The first external electronic device 310 may be
connected with the plurality of second external electronic
devices 320-1, 320-2, ..., 320-5 through a wireless net-
work or a wired network. The first external electronic de-
vice 310 may access at least one of the plurality of second
external electronic devices 320-1, 320-2, ..., 320-5 based
on information generated in the image recognition infor-
mation generation module 470. The operation of access-
ing at least one of the plurality of second external elec-
tronic devices 320-1, 320-2, ..., 320-5 may include an
operation of transmitting at least part of the raw data or
the image data. Each of the plurality of second external
electronic devices 320-1, 320-2, ..., 320-5 may corre-
spond to a third party cloud server which is operated by
a service provider to provide a specific service.
[0092] For example, the second external electronic de-
vice 320-1 may be a server that provides text data cor-
responding to characters from an image including the
characters, based on optical character reader/recogni-
tion (OCR), or provides text data including a result of
translating the characters. For example, the second ex-
ternal electronic device 320-2 may be a server that pro-
vides an image search service to search based on an
image of a subject included in the raw data or the image
data. For example, the second external electronic device
320-3 may be a server that provides a result of searching
a product related to a subject included in the raw data or
image data. For example, the second external electronic
device 320-4 may be a server that recognizes a trade-
mark included in the raw data or the image data, and
provides a service based on the recognized trademark.
For example, the second external electronic device 320-5
may be a server that provides a service based on a ge-
ographical position where the raw data or the image data
is obtained.
[0093] According to various embodiments, the elec-
tronic device 101 may include the image sensor 230, the
display 410, a communication circuit, the memory 130

storing a plurality of instructions, and at least one proc-
essor 120 operably coupled to the image sensor 230, the
display 410, the communication circuit, and the memory
130. When being executed, the plurality of instructions
may cause the at least one processor 120 to obtain an
image from the image sensor 230, to display the obtained
image on the display 310 in response to the image being
obtained, to identify multiple portions corresponding to a
plurality of designated types in the image, based at least
on the first external electronic device 310 connected by
using the communication circuit, to display a plurality of
visual elements overlaid on the multiple portions in the
displayed image in response to the multiple portions be-
ing identified, and to change display of the plurality of
visual elements based at least on the plurality of second
external electronic devices 320-1, 320-2, ..., 320-5 dis-
tinct from the first external electronic device 310 and cor-
responding to the plurality of designated types, respec-
tively. The plurality of visual elements may have distinct
shapes according to the types corresponding to the por-
tions overlaid on the plurality of visual elements from
among the plurality of designated types.
[0094] According to various embodiments, the first ex-
ternal electronic device 310 may include a communica-
tion circuit, a memory, and at least one processor 440.
The at least one processor 440 may receive a first image
from the electronic device 101 by using the communica-
tion circuit, may perform image recognition with respect
to the first image by using the first image, and may gen-
erate information regarding an external object included
in the first image, based on a result of the recognizing.
Based on the information regarding the external object
satisfying a first designated condition, the at least one
processor 440 may transmit at least a portion of the first
image to a second external electronic device correspond-
ing to the first designated condition from among the plu-
rality of second external electronic devices 320-1,
320-2, ..., 320-5. Based on the information regarding the
external object satisfying a second designated condition,
the at least one processor 440 may transmit the at least
portion of the first image to a second external electronic
device corresponding to the second designated condition
from among the plurality of second external electronic
devices 320-1, 320-2, ..., 320-5.
[0095] FIG. 5 illustrates a signal flowchart 500 to ex-
plain operations performed by an electronic device 101,
a first external electronic device 310 and a plurality of
second external electronic devices 320-1, 320-2, 320-3
according to various embodiments. The electronic device
101 of FIG. 5 may correspond to the electronic device
101 of FIGS. 1, 2, 3, and 4. The first external electronic
device 310 of FIG. 5 may correspond to the first external
electronic device 310 of FIGS 3 and 4. The plurality of
second external electronic devices 320-1, 320-3, 320-3
of FIG. 5 may be related to the second external electronic
device 320 of FIGS. 3 and 4.
[0096] Referring to FIG. 5, in operation 510, the elec-
tronic device 101 according to various embodiments may
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obtain an image from an image sensor. Operation 510
may be performed based on a user input related to image
recognition. For example, a user of the electronic device
101 may execute a specific application for image recog-
nition. The electronic device 101 may obtain an image
from the image sensor based on the executed specific
application. The electronic device 101 may display the
obtained image in a UI identified from the specific appli-
cation.
[0097] The electronic device 101 according to various
embodiments may transmit the obtained image to the
first external electronic device 310. The image 515 trans-
mitted from the electronic device 101 to the first external
electronic device 310 may be, for example, raw data (for
example, the raw image 301 of FIG. 3) obtained from the
image sensor (for example, the image sensor 230 of
FIGS. 2, 3, and 4). The electronic device 101 may con-
tinuously obtain images from the image sensor at desig-
nated intervals. In an embodiment, the electronic device
101 may transmit the continuously obtained images to
the first external electronic device 310, based on a dif-
ference between the continuously obtained images. For
example, when the difference between the continuously
obtained images is greater than or equal to a designated
threshold value, the electronic device 101 may transmit
the continuously obtained images to the first external
electronic device 310.
[0098] In response to the image 515 being received
from the electronic device 101, the first external electron-
ic device 310 may perform image recognition with respect
to the received image 515 in operation 520. The image
recognition in operation 520 may include at least one of
classification of scenes of the image 515, and classifica-
tion of external objects included in the image 515. The
first external electronic device 310 may transmit a rec-
ognition result 525 on the image 515 to the electronic
device 101. The recognition result 525 may be processed
by all of the electronic device 101 and the first external
electronic device 310. The recognition result 525 may
include a result of classifying scenes related to the image
515, and a result of identifying external objects included
in the image 515.
[0099] In response to the recognition result 525 re-
ceived from the first external electronic device 310, the
electronic device 101 may display a visual element based
on the recognition result 525 within the image. The visual
element may be overlaid on the image displayed within
the display at least in part. A shape of the visual element
or information included in the visual element may be re-
lated to information included in the recognition result 525,
for example, the result of classifying the scenes related
to the image 515, and the result of identifying the external
objects included within the image 515. The shape of the
visual element may be a bubble shape floating on the
image of the electronic device 101. The recognition result
525 that the electronic device 101 receives and the visual
element based on the recognition result 525 will be de-
scribed in detail with reference to FIGS. 10A and 10B.

[0100] Referring to FIG. 5, in operation 540, the first
external electronic device 310 may generate information
regarding the external object included in the image 515,
based on the recognition result 525. The information may
include the result of classifying the scenes related to the
image 515, and the result of identifying the external object
included in the image 515. The first external electronic
device 310 may identify one or more second external
electronic devices to transmit at least a portion of the
image 515 from among the plurality of second external
electronic devices 320-1, 320-2, 320-3, based on the
generated information. For example, the first external
electronic device 310 may identify a second external
electronic device to transmit at least portion of the image
515, based on a condition satisfied by the information
regarding the external object from among designated
conditions.
[0101] For example, when the object detected in the
image 515 is recognized as a bag, the first external elec-
tronic device 310 may determine to provide a service
based on the second external electronic device 320-3
related to search of a product. For example, when the
object detected in the image 515 is a landmark, the first
external electronic device 310 may determine to provide
a service based on the second external electronic device
(for example, the second external electronic device 320-5
of FIG. 4) which recognizes a place where the landmark
exists. Since the first external electronic device 310 se-
lects at least one of the plurality of second external elec-
tronic devices 320-1, 320-2, 320-3 based on the result
of recognizing the image 515, the number of queries
transmitted from the first external electronic device 310
to the plurality of second external electronic devices
320-1, 320-3, 320-3 may be reduced. For example, the
number of dummy queries transmitted to a second ex-
ternal electronic device having nothing to do with the im-
age 515 from among the plurality of second external elec-
tronic devices 320-1, 320-2, 320-3 may be reduced.
[0102] In response to one or more second external
electronic device to transmit at least a portion of the im-
age 515 being identified from among the plurality of sec-
ond external electronic devices 320-1, 320-2, 320-3, the
first external electronic device 310 may transmit at least
a portion of the image 515 to the identified second exter-
nal electronic device. In the example of FIG. 5, the first
external electronic device 310 may transmit a first portion
515-1 of the image 515 to the second external electronic
device 320-1 providing a character recognition service.
For example, the first external electronic device 310 may
transmit, to the second external electronic device 320-1,
a query signal requesting information related to the first
portion 515-1. The query signal may include image data
corresponding to the first portion 515-1. The query signal
may include an identifier of the first external electronic
device 310 or the electronic device 101.
[0103] In the example of FIG. 5, the first external elec-
tronic device 310 may transmit a second portion 515-2
of the image 515 to the second external electronic device
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320-2 providing an image recognition service. In the ex-
ample of FIG. 5, the first external electronic device 310
may transmit the second portion 515-2 of the image 515
to the second external electronic device 320-3 providing
a product search service. Referring to FIG. 5, the second
portion 515-2 may be transmitted to the plurality of sec-
ond external electronic devices 320-2, 320-3. While
transmitting the first portion 515-1 or the second portion
515-2, the first external electronic device 310 may trans-
mit identification information of the electronic device 101
(for example, at least one of an IP address, a MAC ad-
dress, or a port number as network information of the
electronic device 101) along with the first portion 515-1
or second portion 515-2. The first external electronic de-
vice 310 may request the plurality of second external
electronic devices 320-1, 320-2, 320-3 to transmit infor-
mation related to the received portions of the image 515
to the electronic device 101.
[0104] The first external electronic device 310 may ob-
tain at least one of the first portion 515-1 or the second
portion 515-2 by performing at least one of an operation
of classifying the image 515, an operation of cutting a
portion of the image 515, an operation of magnifying a
portion of the image 515, an operation of adjusting a pa-
rameter of the image 515, or an operation of changing
image quality of the image 515. The first portion 515-1
or the second portion 515-2 that the first external elec-
tronic device 310 transmits to at least one of the plurality
of second external electronic devices 320-1, 320-3,
320-3 may have different quality. The quality of the first
portion 515-1 or the second portion 515-2 may be differ-
ent from quality of portions corresponding to the first por-
tion 515-1 or the second portion 515-2 within the image
515. For example, the quality of the first portion 515-1
transmitted to the second external electronic device
320-1 providing the character recognition service may
be relatively higher than the quality of the second portion
515-2 transmitted to the second electronic device 320-2
providing the image recognition service. For example, a
resolution or sharpness of the first portion 515-1 may be
higher than a resolution or sharpness of the second por-
tion 515-2.
[0105] The plurality of second external electronic de-
vices 320-1, 320-2, 320-3 which receive the portions of
the image may perform operations 550, 560, 570 based
on the received portions. Referring to FIG. 5, in operation
550, the second external electronic device 320-1 may
identify a character included in the received first portion
515-1. The second external electronic device 320-1 may
generate information 555 including text data correspond-
ing to the identified character. The generated information
555 may be transmitted to the first external electronic
device 310 or the electronic device 101. For example,
when the first external electronic device 310 transmits
the first portion 515-1 and the identifier of the electronic
device 101 to the second external electronic device
320-1, the second external electronic device 320-1 may
transmit the information 555 including the text data to the

electronic device 101.
[0106] Referring to FIG. 5, in operation 560, the second
external electronic device 320-2 may identify a subject
included in the received second portion 515-2. The sec-
ond external electronic device 320-2 may obtain infor-
mation 565 related to the identified subject, based on a
search engine of a network. The second external elec-
tronic device 320-2 may transmit the obtained informa-
tion 565 to the electronic device 101.
[0107] Referring to FIG. 5, in operation 570, the second
external electronic device 320-3 may obtain information
575 related to a product included in the received second
portion 515-2. The second external electronic device
320-3 may obtain the information 575 related to the prod-
uct included in the second portion 515-2, based on a
shopping service of a network. The information 575 may
include at least one of a merchandiser selling the product,
a prices of the product, or an address of a website where
the product is sold. The second external electronic device
320-3 may transmit the obtained information 575 to the
electronic device 101.
[0108] Referring to FIG. 5, in response to at least one
piece of information of the information 555, 565, 575 be-
ing received, the electronic device 101 may change dis-
play of the visual element related to the image in opera-
tion 580. In an embodiment, the electronic device 101
may change the display of the visual element overlaid on
the image based on operation 503. In an embodiment,
the electronic device 101 may further output a visual el-
ement related to at least one piece of information of the
information 555, 565, 575 on the image displayed within
the display. The operation of changing the display of the
visual element or outputting an additional visual element
based on at least one piece of information of the infor-
mation 555, 565, 575 will be described in detail with ref-
erence to FIGS. 6A, 6B, 6C, and 6D.
[0109] According to various embodiments, the elec-
tronic device 101 may output the image obtained from
the image sensor within the display in real time. While
outputting the image obtained from the image sensor in
real time, the electronic device 101 may further output
results of recognizing the different portions of the image
from the plurality of second external electronic devices
320-1, 320-2, 320-3 based on operation 580. The elec-
tronic device 101 may further display the results on the
image, which is outputted in real time, in real time, thereby
providing information related to the object captured by
the image sensor to the user of the electronic device 101
more intuitively.
[0110] FIG. 6A is a view illustrating an example of an
operation of an electronic device 101 recognizing a sub-
ject 610 included in an image according to various em-
bodiments, FIG. 6B is a view illustrating the example of
the operation of the electronic device 101 recognizing
the subject 610 included in the image according to vari-
ous embodiment, FIG. 6C is a view illustrating the exam-
ple of the operation of the electronic device 101 recog-
nizing the subject 610 included in the image according
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to various embodiment, and FIG. 6D is a view illustrating
the example of the operation of the electronic device 101
recognizing the subject 610 included in the image ac-
cording to various embodiment. The electronic device
101 of FIGS. 6A, 6B, 6C, and 6D may correspond to the
electronic device 101 of FIGS. 1, 2, 3, and 4. The oper-
ation of the electronic device 101 described with refer-
ence to FIGS. 6A, 6B, 6C, and 6D may be based on the
operations of FIG. 5, for example.
[0111] Referring to FIG. 6A, the electronic device 101
may obtain an image including the subject 610 from the
image sensor, based on operation 510 of FIG. 5, for ex-
ample. The electronic device 101 may output the ob-
tained image within the display 410. A user of the elec-
tronic device 101 may move the image sensor of the elec-
tronic device 101 toward the subject 610. The image out-
putted within the display 410 may be changed based on
the image obtained from the moving image sensor ac-
cording to the movement of the image sensor of the elec-
tronic device 101.
[0112] When the image sensor of the electronic device
101 is toward the subject 610, the electronic device 101
may output an image including the subject 610 within the
display 410 as shown in FIG. 6B. The electronic device
101 may output the image based on raw data, which is
obtained from the image sensor, within the display 410,
and simultaneously, may transmit the raw data to a first
external electronic device (not shown) connected with
the electronic device 101. The first external electronic
device may correspond to the first external electronic de-
vice 310 of FIGS. 3, 4, and 5.
[0113] The first external electronic device which re-
ceives the raw data may identify the subject 610 captured
by the image sensor, based on operation 520 of FIG. 5,
for example. In an embodiment, the first external elec-
tronic device may identify a plurality of portions 515-1,
515-2 within the image obtained from the image sensor,
based on the raw data. Each of the plurality of identified
portions 515-1, 515-2 may be a portion of the image that
may be used to provide a service related to the user. For
example, at least one portion identified by the first exter-
nal electronic device may be included in the remaining
portions except for a portion like a background of the
subject 610 within the image.
[0114] Referring to FIG. 6B, the plurality of identified
portions 515-1, 515-2 may be related to at least a portion
of the subject 610. For example, the portion 515-1 may
correspond to an area within the image in which charac-
ters printed on the subject 610 are captured. For exam-
ple, the portion 515-1 may include only pixels related to
characters from among a plurality of pixels within the im-
age. For example, the portion 515-2 may correspond to
an area within the image in which a figure, a picture, or
a trademark printed on the subject 610 is captured. For
example, the portion 515-2 may include only pixels re-
lated to the figure, picture, or trademark printed on the
subject 610 from among the plurality of pixels within the
image. Although not shown, a portion within the image

identified by the first external electronic device may in-
clude all of the pixels related to the subject 610 from
among the plurality of pixels within the image to enable
a type of the subject 610 to be identified.
[0115] In response to the plurality of portions 515-1,
515-2 being identified, the first external electronic device
may identify a second external electronic device that is
related to each of the plurality of portions 515-1, 515-2
from among a plurality of second external electronic de-
vices (for example, the second external electronic devic-
es 320-1, 320-2, ..., 320-5 of FIG. 4) connected with the
first external electronic device. For example, the first ex-
ternal electronic device may allocate or map at least one
of the plurality of second external electronic devices to
the plurality of portions 515-1, 515-2, respectively. Map-
ping the second external electronic devices and the por-
tions of the image may be based on types of external
objects captured within the portions.
[0116] Referring to FIG. 6B, since the portion 515-1
within the image includes one or more characters, the
first external electronic device may map a second exter-
nal electronic device (for example, the second external
electronic device 320-1 of FIGS. 4 and 5) for character
recognition from among the plurality of second external
electronic devices, and the portion 515-1. Since the por-
tion 515-2 within the image includes a trademark, the first
external electronic device may map a second external
electronic device (for example, the second external elec-
tronic device 320-4) for recognizing a trademark from
among the plurality of second external electronic devices,
and the portion 515-2. When external objects captured
in the different portions 515-1, 515-2 in the single image
are different from each other, the single image may be
mapped onto the plurality of second external electronic
devices.
[0117] In response to the plurality of portions 515-1,
515-2 being identified, the first external electronic device
may transmit a result of identifying the plurality of portions
515-1, 515-2 to the electronic device 101. The result may
include at least one of a position of each of the plurality
of portions 515-1, 515-2 within the image, a type of an
external object captured in each of the plurality of portions
515-1, 515-2, or information related to a second external
electronic device related to each of the plurality of por-
tions 515-1, 515-2. For example, the first external elec-
tronic device may transmit, to the electronic device 101
as a result of identifying the portion 515-1, information
indicating at least one of a position of the portion 515-1
within the image, a type of an external object existing
within the portion 515-1 (for example, one or more char-
acters), or a second external electronic device related to
the portion 515-1 (for example, the second external elec-
tronic device 320-1 for character recognition shown in
FIGS. 4 and 5).
[0118] For example, the first external electronic device
may transmit, to the electronic device 101 as a result of
identifying the portion 515-2, information indicating at
least one of a position of the portion 515-2 within the
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image, a type of an external object existing within the
portion 515-2 (for example, a trademark), or a second
external electronic device related to the portion 515-2
(for example, the second external electronic device 320-4
for searching a product based on a trademark shown in
FIG. 4). The operation that the first external electronic
device performs based on the image received from the
electronic device 101 will be described in more detail with
reference to FIG. 7.
[0119] Referring to FIG. 6C, in response to the result
of identifying the plurality of portions 515-1, 515-2 being
received, the electronic device 101 may output a plurality
of visual elements 620, 630 overlaid on the image dis-
played within the display 410, or floated on the image.
The plurality of visual elements 620, 630 may correspond
to the plurality of portions 515-1, 515-2, respectively. In
an embodiment, respective positions of the plurality of
visual elements 620, 630 within the image may corre-
spond to the respective positions of the plurality of por-
tions 515-1, 515-2 within the image that are received by
the electronic device 101. The visual elements 620, 630
may have different shapes based on the result of identi-
fying the plurality of portions 515-1, 515-2 that is received
from the first external electronic device. For example,
respective shapes of the visual elements 620, 630 may
be different from each other according to the types of the
plurality of portions 515-1, 515-2 or the second external
electronic devices related to the plurality of portions
515-1, 515-2.
[0120] Referring to FIG. 6C, the electronic device 101
may output the visual elements 620, 630 having rectan-
gular shapes corresponding to the plurality of portions
515-1, 515-2, respectively, on the image displayed within
the display 410. Since the visual elements 620, 630 in-
clude a text and a trademark, respectively, the types of
the plurality of portions 515-1, 515-2 corresponding to
the visual elements 620, 630, respectively, may be dif-
ferent from each other.
[0121] In an embodiment, since the types of the plu-
rality of portions 515-1, 515-2 are different from each
other, the electronic device 101 may apply different
colors to the visual elements 620, 630 (for example, red
to the visual element 620 and blue to the visual element
630). In an embodiment, the electronic device 101 may
determine types of segments to be used in the visual
elements 620, 630, based on the types of the plurality of
portions 515-1, 515-2. The electronic device 101 chang-
ing the shapes of the visual elements 620, 630 based on
the types of the plurality of portions 515-1, 515-2 will be
described in detail with reference to FIGS. 10A and 10B.
[0122] In an embodiment, the respective shapes of the
visual elements 620, 630 may be changed based on a
user input (for example, a gesture of dragging an anchor
displayed on a vertex of the rectangle). In response to a
user input for changing the shape of any one of the visual
elements 620, 630, the electronic device 101 may trans-
mit at least a portion of the image included in the changed
visual element to the first external electronic device. The

at least portion of the image transmitted may be used by
the first external electronic device to provide a service
based on an external object included in the portion.
[0123] In response to the plurality of portions 515-1,
515-2 being identified, the first external electronic device
may transmit the plurality of identified portions 515-1,
515-2 to the second external electronic devices corre-
sponding to the plurality of identified portions 515-1,
515-2. The plurality of second external electronic devices
connected with the first external electronic device may
correspond to third cloud servers for providing services
distinct from one another to the user. When the first ex-
ternal electronic device maps the plurality of second ex-
ternal electronic devices different from one another to
the plurality of portions 515-1, 515-2, the first external
electronic device may cause the plurality of mapped sec-
ond external electronic devices to provide different serv-
ices provided by the plurality of mapped second external
electronic devices to the user of the electronic device
101, simultaneously, by transmitting the plurality of por-
tions 515-1, 515-2 to the plurality of mapped second ex-
ternal electronic devices. The different services are pro-
vided to the electronic device 101 simultaneously, such
that contents or visual elements related to the different
services are outputted within the display 410 of the elec-
tronic device 101, simultaneously.
[0124] Referring to FIG. 6B, since the portion 515-1
including characters and the portion 515-2 including the
trademark coexist with each other within the image, the
first external electronic device may determine to process
the image based on the second external electronic device
for character recognition (for example, the second exter-
nal electronic device 320-1 of FIGS. 4 and 5), and the
second external electronic device for recognizing a trade-
mark (for example, the second external electronic device
320-4 of FIG. 4). The first external electronic device may
transmit the portion 515-2 including the trademark to the
second external electronic device for recognizing the
trademark, while transmitting the portion 515-1 including
the characters to the second external electronic device
for character recognition. While transmitting the plurality
of portions 515-1, 515-2 to the second external electronic
devices which are different from each other, the first ex-
ternal electronic device may transmit information for iden-
tifying the electronic device 101 (for example, an IP ad-
dress, a port number, a MAC address, or a combination
thereof as network information of the electronic device
101) to the second external electronic devices which are
different from each other.
[0125] In response to the information for identifying the
electronic device 101 and the portion 515-1 being re-
ceived from the first external electronic device, the sec-
ond external electronic device for character recognition
may generate text data corresponding to one or more
characters captured within the portion 515-1. Based on
the information for identifying the electronic device 101,
the second external electronic device may transmit the
generated text data to the electronic device 101. Simi-
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larly, in response to the information for identifying the
electronic device 101 and the portion 515-2 being re-
ceived from the first external electronic device, the sec-
ond external electronic device for recognizing the trade-
mark may search one or more products related to the
trademark captured within the portion 515-2. The second
external electronic device for recognizing the trademark
may transmit the result of searching one or more products
to the electronic device 101.
[0126] In response to data corresponding to the plu-
rality of portions 515-1, 515-2 being received from the
second external electronic devices which are different
from each other, the electronic device 101 may combine
the data received from the second external electronic
devices different from each other, and may output the
combined data on the image displayed within the display
410, as shown in FIG. 6D. The electronic device 101 may
output the data received from the second external elec-
tronic devices different from each other, differently based
on different types of visual elements.
[0127] In an embodiment, the electronic device 101
may change the visual elements 620, 630 displayed on
the plurality of portions 515-1, 515-2 based on types of
data corresponding to the plurality of portions 515-1,
515-2. In an embodiment, the electronic device 101 may
change the visual elements 620, 630 displayed on the
plurality of portions 515-1, 515-2 based on services pro-
vided to the plurality of portions 515-1, 515-2 and different
from each other. In an embodiment, the electronic device
101 may change the visual elements 620, 630 displayed
on the plurality of portions 515-1, 515-2, based on history
information indicating activities performed by the user
with respect to the image obtained from the image sen-
sor.
[0128] In an embodiment, in response to the text data
received from the second external electronic device for
character recognition, the electronic device 101 may
change the display of the visual element 620 correspond-
ing to the portion 515-1 of the image including the char-
acters. Referring to FIG. 6D, based on the text data re-
ceived, the electronic device 101 may change the shape
of the visual element 620 from the rectangle to one or
more characters included in the text data. The text data
may include a result of recognizing the one or more char-
acters captured within the portion 515-1, or may include
a result of translating the characters.
[0129] In an embodiment, in response to the data re-
ceived from the second external electronic device for rec-
ognizing the trademark, the electronic device 101 may
change the display of the visual element 620 correspond-
ing to the portion 515-2 of the image including the trade-
mark, or may output a visual element 640 related to the
data adjacent to the visual element 630 on the image
displayed within the display 410. The visual element 640
may have a shape of a bubble indicating the visual ele-
ment 630 or the portion 515-2. The data received from
the second external electronic device for recognizing the
trademark, for example, a list of products related to the

trademark captured within the portion 515-2, may be dis-
played in the bubble. A visual element (for example, a
hyperlink or button) for moving to a web service (for ex-
ample, a shopping mall site) related to the second exter-
nal electronic device for recognizing the trademark may
further be displayed in the bubble. In the bubble, a visual
element for a user’s additional input (for example, a
search field for inputting a keyword or a drop-down field)
may further be displayed.
[0130] FIG. 7 illustrates a flowchart 700 to explain op-
erations of a first external electronic device connected to
an electronic device according to various embodiments.
The electronic device of FIG. 7 may correspond to the
electronic device 101 of FIGS. 1, 2, 3, 4, 5, 6A, 6B, 6C,
and 6D. The first external electronic device of FIG. 7 may
correspond to the first external electronic device 310 of
FIGS. 3, 4, and 5. At least one of the operations of FIG.
7 may be formed by, for example, the processor 440 of
the first external electronic device 310 of FIG. 4. In an
embodiment, the first external electronic device may be
a cloud camera server which is connected with a plurality
of electronic devices, and processes images of camera
modules included in the plurality of electronic devices
connected.
[0131] Referring to FIG. 7, in operation 710, the first
external electronic device according to various embodi-
ments may receive an image from the electronic device.
The first external electronic device may receive an image
obtained from the image sensor of the electronic device
based on operation 510 of FIG. 5, from the electronic
device. A format of the image received by the first external
electronic device may correspond to, for example, a for-
mat of a raw image. The first external electronic device
may obtain information for identifying the electronic de-
vice while receiving the image from the electronic device.
[0132] Referring to FIG. 7, in operation 720, the first
external electronic device according to various embodi-
ments may perform image recognition with respect to the
image. The first external electronic device may identify
one or more external objects captured within the image.
The first external electronic device may classify a plurality
of pixels included in the image into any one of a fore-
ground object or a background object. When a plurality
of external objects are included in the image, the first
external electronic device may classify the plurality of
pixels included in the image into a plurality of groups cor-
responding to the plurality of objects, respectively. The
first external electronic device may perform image rec-
ognition based on a key point, a region of interest (RoI)
identified within the image. In an embodiment, image rec-
ognition based on deep learning, neural network may be
performed.
[0133] Referring to FIG. 7, in operation 730, the first
external electronic device according to various embodi-
ments may generate information regarding the external
object included in the image based on a recognition re-
sult. The information regarding the external object may
include at least one of a position of the external object
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within the image, a type of the external object, adjustment
information corresponding to the external object, or reli-
ability of the recognition result. In an embodiment, the
reliability of the recognition result may refer to a degree
of correspondence of the identified external object to any
one of a plurality of designated types. In an embodiment,
the reliability of the recognition result may correspond to
accuracy of image recognition. The information generat-
ed based on operation 730 may correspond to the first
information 312 of FIG. 3, for example.
[0134] The first external electronic device may transmit
the generated information regarding the external object
to the electronic device. Based on the transmitted infor-
mation, the electronic device may output a visual element
indicating a position of the external object within the im-
age displayed for the user. Based on the adjustment in-
formation corresponding to the external object, the elec-
tronic device may perform image processing (or image
adjustment) with respect to a portion including the object
within the image. The image adjustment may be related
to at least one of edge enhancement, sharpening, blur,
color contrast. For example, based on the adjustment
information, the electronic device may perform image
processing such as edge enhancement or sharpening
with respect to a portion including a text within the image.
For example, based on the adjustment information, the
electronic device may perform image processing such
as color contrast with respect to a portion including a
trademark within the image.
[0135] Referring to FIG. 7, in operation 740, the first
external electronic device according to various embodi-
ments may identify a condition satisfied by the informa-
tion of the externa object. The first external electronic
device may identify one or more conditions satisfied by
the identified external object from among a plurality of
designated conditions. The plurality of designated con-
ditions may correspond to a plurality of second external
electronic devices connected with the first external elec-
tronic device, respectively, or may be provided from the
plurality of second external electronic devices. The plu-
rality of designated conditions may be related to a type
of the external object.
[0136] In response to the one or more conditions sat-
isfied by the external object being identified, the first ex-
ternal electronic device may identify one or more second
external electronic devices to transmit the portion of the
image that includes the external object. Referring to FIG.
7, in operation 750, the first external electronic device
according to various embodiments may transmit at least
a portion of the image to the second external electronic
device corresponding to the identified condition. In an
embodiment, the first external electronic device may
transmit information related to the identified one or more
conditions to the electronic device.
[0137] For example, in response to existence of a text
included in the external object being identified by the in-
formation regarding the external object, the first external
electronic device may determine that the information re-

garding the external object satisfies a first condition.
Based the information regarding the external object sat-
isfying the first condition, the first external electronic de-
vice may transmit a portion of the image in which the text
included in the external object is captured to a second
external electronic device configured to recognize the
text (or a second external electronic device providing the
first condition). The first external electronic device may
adjust the portion of the image to be transmitted to the
second external electronic device. For example, the first
external electronic device may perform edge enhance-
ment related to the text, based on the adjustment infor-
mation.
[0138] In an embodiment, when transmitting the por-
tion of the image to the second external electronic device,
the first external electronic device may also transmit in-
formation regarding the electronic device (for example,
identification information of the electronic device). The
information transmitted along with the portion of the im-
age may be used for the second external electronic de-
vice to transmit information that is generated by using
the portion of the image to the electronic device.
[0139] For example, in response to a product included
in the external object being identified by the information
regarding the external object, the first external electronic
device may determine that the information regarding the
external object satisfies a second condition. Based on
the information regarding the external object satisfying
the second condition, the first external electronic device
may transmit a portion of the image in which the product
is captured to a second external electronic device corre-
sponding to the second condition (for example, the sec-
ond external electronic device 320-2 providing the prod-
uct search service, shown in FIG. 4). The first external
electronic device may adjust the portion of the image to
be transmitted to the second external electronic device.
For example, the first external electronic device may ad-
just a resolution of the image (for example, down-scale)
or may adjust color contrast based on the adjustment
information.
[0140] In response to a plurality of conditions satisfied
by one external object being identified, the first external
electronic device may transmit a portion of the image
including the external object to the plurality of second
external electronic devices corresponding to the plurality
of identified conditions, respectively. For example, when
a specific portion within the image corresponds to a trade-
mark or an image, the first external electronic device may
transmit the specific portion to the second external elec-
tronic device recognizing a trademark and another sec-
ond external electronic device searching an image. In an
embodiment, based on reliability of a recognition result,
the first external electronic device may exclude one or
more second external electronic devices from the plural-
ity of second external electronic devices corresponding
to the plurality of identified conditions. In an embodiment,
based on the reliability of the recognition result, the first
external electronic device may determine respective pri-

35 36 



EP 3 834 404 B1

20

5

10

15

20

25

30

35

40

45

50

55

orities of the plurality of second external electronic de-
vices corresponding to the plurality of identified condi-
tions.
[0141] According to various embodiments, the elec-
tronic device may transmit an image obtained from the
image sensor to the first external electronic device in real
time. In response to the image being received, the first
external electronic device may transmit at least a portion
of the image to at least one second external electronic
device by performing the operations of FIG. 7. In re-
sponse to the at least portion of the image being received,
the second external electronic device may obtain infor-
mation corresponding to the received portion. The ob-
tained information may be transmitted to the electronic
device by the second external electronic device or the
first external electronic device in real time. The electronic
device may receive information corresponding to a plu-
rality of portions of the image from the plurality of second
external electronic devices in real time. In response to
the information corresponding to the plurality of portions
being received, the electronic device may display the re-
ceived information on the obtained image in real time.
[0142] According to various embodiments, the elec-
tronic device may provide the user with a plurality of serv-
ices related to the single image captured by the electronic
device (or any one image of a plurality of images stored
in the electronic device), based on the first external elec-
tronic device and the plurality of second external elec-
tronic devices connected with the first external electronic
device. Even when the user does not select at least one
of the plurality of second external electronic devices or
the plurality of services, the electronic device may pro-
vide the plurality of services related to the single image
to the user simultaneously, or display a plurality of visual
elements related to the plurality of services simultane-
ously, thereby guiding the user to easily enter at least
one of the plurality of services.
[0143] FIG. 8 illustrates a view to explain an operation
of a first external electronic device 310 transmitting a
plurality of portions extracted from an image of an elec-
tronic device 101 to a plurality of second external elec-
tronic devices 320-1, 320-4 according to various embod-
iments. The electronic device 101 of FIG. 8 may corre-
spond to the electronic device 101 of FIGS. 1, 2, 3, 4, 5,
and 6A, 6B, 6C, and 6D. The first external electronic de-
vice 310 of FIG. 8 may correspond to the first external
electronic device 310 of FIGS. 3, 4, and 5 and FIG. 7.
The plurality of second external electronic devices 320-1,
320-4 of FIG. 8 may correspond to the plurality of second
external electronic devices 320-1, 320-4 of FIG. 4. The
operation of FIG. 8 may be related to at least one of the
operations of FIG. 7, for example.
[0144] Referring to FIG. 8, the first external electronic
device 310 may receive an image from the electronic
device 101. For example, the first external electronic de-
vice 310 may receive the image from the electronic de-
vice 101 based on operation 710 of FIG. 7. In an embod-
iment, the image received from the electronic device 101

may be obtained from a camera module (for example,
the camera module 180 of FIG. 1 or 2) of the electronic
device 101. In an embodiment, the electronic device 101
may transmit the image to the first external electronic
device 310 at the same time as outputting the image ob-
tained from the camera module within the display 410. A
format of the image received by the first external elec-
tronic device 310 may correspond to a format of a raw
image.
[0145] Referring to FIG. 8, in response to the image
being received from the electronic device 101, the first
external electronic device 310 may identify a plurality of
portions 515-1, 515-2 within the received image. For ex-
ample, the first external electronic device 310 may iden-
tify the plurality of portions 515-1, 515-2 based on oper-
ation 720 of FIG. 7. In an embodiment, the plurality of
portions 515-1, 515-2 may be related to at least a portion
of an external object captured within the image. In an
embodiment, the plurality of portions 515-1, 515-2 may
be a portion of the image that may be processed by the
plurality of second external electronic devices 320-1,
320-4 connected to the first external electronic device
310. In response to the plurality of portions 515-1, 515-2
being identified, for example, based on operation 730 of
FIG. 7, the first external electronic device 310 may gen-
erate information regarding the result of identifying the
plurality of portions 515-1, 515-2 or an external object
included in the plurality of portions 515-1, 515-2. The
generated information may be transmitted to the elec-
tronic device 101 as a result of recognizing the image
(for example, the first information 312 of FIG. 3).
[0146] The first external electronic device 310 may
identify second external electronic devices correspond-
ing to the plurality of portions 515-1, 515-2, respectively,
based on operation 740 of FIG. 7, for example. Referring
to FIG. 8, the first external electronic device 310 may
identify the second external electronic device 320-1 cor-
responding to the portion 515-1 in which characters are
captured, from among the plurality of second external
electronic devices 320-1, 320-4. The second external
electronic device 320-1 may provide a service for recog-
nizing characters included in an image. Referring to FIG.
8, the first external electronic device 310 may identify the
second external electronic device 320-4 corresponding
to the portion 515-2 from which a trademark is captured,
from among the plurality of second external electronic
devices 320-1, 320-4. The second external electronic de-
vice 320-4 may provide a search service based on a
trademark included in an image (for example, a service
for searching a product related to the trademark).
[0147] In response to the second external electronic
devices corresponding to the plurality of portions 515-1,
515-2 being identified, the first external electronic device
310 may transmit a plurality of images 810, 820 related
to the plurality of portions 515-1, 515-2 to the identified
second external electronic devices 320-1, 320-4. The first
external electronic device 310 may transmit the plurality
of images 810, 820 to the second external electronic de-
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vices 320-1, 320-4 based on operation 750 of FIG. 7, for
example. The plurality of images 810, 820 may be gen-
erated by extracting or cropping the plurality of portions
515-1, 515-2 within the image.
[0148] Referring to FIG. 8, the first external electronic
device 310 may transmit the image 810 corresponding
to the portion 515-1 in which the characters are captured
to the second external electronic device 320-1 providing
the service for character recognition. The first external
electronic device 310 may transmit the image 820 cor-
responding to the portion 515-2 in which the trademark
is captured to the second external electronic device
320-4 providing the search service related to the trade-
mark.
[0149] The first external electronic device 310 may
generate the plurality of images 810, 820 to be transmit-
ted to the second external electronic devices 320-1,
320-4, respectively, based on the plurality of identified
portions 515-1, 515-2. For example, the first external
electronic device 310 may generate the plurality of im-
ages 810, 820 by performing image adjustment with re-
spect to the plurality of portions 515-1, 515-2. The image
adjustment may be performed based on a resolution, a
size, or quality of an image required by each of the second
external electronic devices 320-1, 320-4 which are to re-
ceive the plurality of images 810, 820.
[0150] For example, the second external electronic de-
vice 320-1 for recognizing characters may require an im-
age of relatively high quality. The first external electronic
device 310 may generate the image 810 to be transmitted
to the second external electronic device 320-1, by rein-
forcing a resolution or quality of the portion 515-1 in which
the characters are captured. For example, the first exter-
nal electronic device 310 may generate the image 810
having quality required by the second external electronic
device 320-1, by performing an operation related to
sharpness, such as sharpening, with respect to the por-
tion 515-1 in which the characters are captured.
[0151] For example, the second external electronic de-
vice 320-4 related to the trademark search service may
require an image of relatively low quality. The first exter-
nal electronic device 310 may generate the image 820
to be transmitted to the second external electronic device
320-4 by adjusting a resolution or quality of the portion
515-2 in which the trademark is captured. Although not
shown, a second external electronic device providing a
service based on a geographical position (for example,
GPS coordinates) included in an image may require an
image of relatively low quality.
[0152] FIG. 9 illustrates a flowchart to explain opera-
tions of an electronic device according to various embod-
iments. The electronic device of FIG. 9 may correspond
to the electronic device 101 of FIGS. 1, 2, 3, 4, 5, 6A, 6B,
6C, and 6D and FIG. 8. At least one of the operations of
FIG. 9 may be performed by the processor 120 of the
electronic device 101 of FIG. 4.
[0153] Referring to FIG. 9, in operation 910, the elec-
tronic device according to various embodiments may ob-

tain an image from a camera. Referring to FIG. 9, in op-
eration 920, the electronic device according to various
embodiments may display the obtained image on a dis-
play. Operations 910, 920 of the electronic device may
be performed based operation 510 of FIG. 5 described
above.
[0154] Referring to FIG. 9, in operation 930, the elec-
tronic device according to various embodiments may
identify a portion of the image corresponding to any one
of a plurality of designated types, based on a first external
electronic device. The first external electronic device may
correspond to the first external electronic device 310 of
FIGS. 3, 4, and 5. In an embodiment, while displaying
the obtained image on the display, the electronic device
may transmit the obtained image to the first external elec-
tronic device. The first external electronic device which
receives the image may extract one or more portions
from the image by performing image recognition based
on operation 520 of FIG. 5. The first external electronic
device may transmit, to the electronic device, information
including at least one of a position of the extracted por-
tion, a type of an external object existing in the portion,
and conditions satisfied by the external object. Based on
the information, the electronic device may identify the
portion of the image corresponding to any one of the plu-
rality of designated types.
[0155] Referring to FIG. 9, in operation 940, the elec-
tronic device according to various embodiments may dis-
play a visual element overlaid on the identified portion.
Operation 940 may be performed based on operation
530 of FIG. 5 described above. One or more visual ele-
ments displayed in operation 940 may be outputted on
the image displayed within the display of the electronic
device as described in FIG. 6C.
[0156] For example, in response to the plurality of por-
tions extracted within the image by the first external elec-
tronic device being identified, the electronic device may
display a plurality of visual elements overlaid on the plu-
rality of identified portions. The plurality of visual ele-
ments may have shapes distinct from one another ac-
cording to types corresponding to the portions overlaid
on the plurality of visual elements from among the plu-
rality of designated types. The operation of the electronic
device displaying the visual element overlaid on the por-
tions identified based on the first external electronic de-
vice will be described in detail with reference to FIGS.
10A and 10B.
[0157] Referring to FIG. 9, in operation 950, the elec-
tronic device according to various embodiments may
change the display of the visual element, based on at
least one of the plurality of second external electronic
devices corresponding to the plurality of designated
types, respectively. The plurality of second external elec-
tronic devices may be distinguished from the first external
electronic device and may correspond to the plurality of
designated types, respectively. The plurality of second
external electronic devices may be at least some of the
plurality of second external electronic devices 320-1,
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320-2, ..., 320-5 connected with the first external elec-
tronic device of FIG. 4.
[0158] For example, the first external electronic device
may transmit the identified portions of the image to the
plurality of second external electronic devices based on
operation 705 of FIG. 7. The second external electronic
device which receives the portion of the image may trans-
mit data corresponding to the received portion to the elec-
tronic device. In an embodiment, the second external
electronic device may transmit the data corresponding
to the received portion to the first external electronic de-
vice. The first external electronic device which receives
the data may transmit the received data to the electronic
device. Based on the data received from the plurality of
second external electronic devices, the electronic device
may change the display of the visual element displayed
in operation 940 or may further output a visual element
corresponding to the data. The operation of the electronic
device changing or adding the display of the visual ele-
ment will be described in detail with reference to FIGS.
11A, 11B, 11C, and 11D.
[0159] FIG. 10A is a view illustrating an operation of
an electronic device 101 obtaining information related to
portions 515-1, 515-2 within an image according to var-
ious embodiments, and FIG. 10B is a view illustrating the
operation of the electronic device 101 obtaining the in-
formation related to the portions 515-1, 515-2 within the
image according to various embodiments. The electronic
device 101 of FIGS. 10A and 10B may correspond to the
electronic device 101 of FIGS. 1, 2, 3, 4, 5, 6A, 6B, 6C,
and 6D, and FIG. 8. The operation of the electronic device
101 of FIGS. 10A and 10B may be related to operations
910, 920, 930, 940 of FIG. 9.
[0160] Referring to FIG. 10A, the electronic device 101
may identify a plurality of portions 515-1, 515-2 within an
image. For example, the electronic device 101 may iden-
tify the portion 515-1 including characters within the im-
age and the portion 515-2 including a trademark, based
on a first external electronic device. The first external
electronic device may correspond to the first external
electronic device 310 of FIGS. 3, 4, and 5. The first ex-
ternal electronic device may transmit information related
to the plurality of portions 515-1, 515-2 to the electronic
device 101. For example, the first external electronic de-
vice may transmit, to the electronic device 101 as infor-
mation related to the portion 515-1, at least one of coor-
dinates of a reference point 1010 of the portion 515-1
within the image, a width 1020 of the portion 515-1, a
height 1030 of the portion 515-1, information related to
an external object existing within the portion 515-1 (for
example, a type of the external object (one or more char-
acters), an outline of the external object), information re-
lated to a second external electronic device correspond-
ing to the portion 515-1 (for example, the second external
electronic device 320-1 for recognizing characters,
shown in FIG. 4) or a condition satisfied by the portion
515-1.
[0161] Similarly, the first external electronic device

may transmit, to the electronic device 101 as information
related to the portion 515-2, at least one of coordinates
of a reference point 1040 of the portion 515-2 within the
image, a width 1050 of the portion 515-2, a height 1060
of the portion 515-2, information related to an external
object existing within the portion 515-2 (for example, a
type of the external object (trademark), an outline of the
external object), information related to a second external
electronic device corresponding to the portion 515-2 (for
example, the second external electronic device 320-4 for
recognizing a trademark as shown in FIG. 4) or a condi-
tion satisfied by the portion 515-2. The information relat-
ed to the plurality of portions 515-1, 515-2 may corre-
spond to recipe information transmitted from the first ex-
ternal electronic device to the electronic device 101.
[0162] Referring to FIG. 10B, in response to the plu-
rality of portions 515-1, 515-2 being identified, the elec-
tronic device 101 may output visual elements 620-1,
630-1 corresponding to the plurality of portions 515-1,
515-2, respectively, within the display 410. Respective
positions of the visual elements 620-1, 630-1 may cor-
respond to positions of the plurality of portions 515-1,
515-2 displayed within the display 410. The visual ele-
ments 620-1, 630-1 may be overlaid on at least a portion
of the image displayed within the display 410.
[0163] The electronic device 101 may simultaneously
output the visual elements 620-1, 630-1 having different
shapes, based on types of the external objects captured
within the plurality of portions 515-1, 515-2. For example,
the electronic device 101 may output the visual element
620-1 including an outline of one or more captured char-
acters, based on the one or more characters captured
within the portion 515-1. For example, the electronic de-
vice 101 may output the visual element 630-1 including
an outline of a figure, a picture, or a trademark captured
within the portion 515-2. Colors of the visual elements
620-1, 630-1 may be determined to be different from each
other, based on the different types of objects captured
within the portions 515-1, 515-2.
[0164] FIG. 11A illustrates a view to explain a shape
of a visual element outputted on an image within a display
410 by an electronic device 101 according to various em-
bodiments, FIG. 11B illustrates a view to explain a shape
of a visual element outputted on the image within the
display 410 by the electronic device 101 according to
various embodiments, FIG. 11C illustrates a view to ex-
plain a shape of a visual element outputted on the image
within the display 410 by the electronic device 101 ac-
cording to various embodiments, and FIG. 11D illustrates
a view to explain a shape of a visual element outputted
on the image within the display 410 by the electronic de-
vice 101 according to various embodiments. The elec-
tronic device 101 of FIGS. 11A, 11B, 11C, and 11D may
correspond to the electronic device 101 of FIGS. 1, 2, 3,
4, 5, 6A, 6B, 6C, and 6D, and FIG. 8. The operation of
the electronic device 101 of FIGS. 11A, 11B, 11C, and
11D may be related to operation 950 of FIG. 9.
[0165] Referring to FIG. 11A, the electronic device 101
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may identify a portion 1110 including a product and a
plurality of portions 1120, 1130 including characters with-
in an image, based on a first external electronic device.
The plurality of portions 1110, 1120, 1130 identified with-
in the image may be overlaid on one another at least in
part. The first external electronic device may correspond
to the first external electronic device 310 of FIGS. 3, 4,
and 5. The first external electronic device may transmit
information related to a result of identifying the plurality
of portions 1110, 1120, 1130 to the electronic device 101.
[0166] Referring to FIG. 11B, based on the information
transmitted by the first external electronic device, the
electronic device 101 may output visual elements 1112,
1122, 1132 corresponding to the plurality of portions
1110, 1120, 1130, respectively, within the display 410.
Positions of the visual elements 1112, 1122, 1132 may
correspond to positions of the plurality of portions 1110,
1120, 1130 on the image displayed within the display 410.
[0167] Respective shapes or colors of the visual ele-
ments 1112, 1122, 1132 may be related to types of ex-
ternal objects existing in the plurality of portions 1110,
1120, 1130. For example, the shape of the visual element
1112 corresponding to the portion 1110 including the
product may be an outline of a group of pixels related to
the product within the image, or a figure (for example, a
polygon such as a rectangle) wrapping the group. For
example, the shapes of the visual elements 1122, 1132
corresponding to the plurality of portions 1120, 1130 in-
cluding characters may correspond to outlines of the one
or more characters included in the plurality of portions
1120, 1130.
[0168] The first external electronic device may seg-
ment the plurality of portions 1110, 11230, 1130 within
the image, and then may transmit the plurality of seg-
mented portions 1110, 1120, 1130 to at least one of a
plurality of second external electronic devices connected
with the first external electronic device. The plurality of
second external electronic devices may correspond to
the plurality of second external electronic devices 320-1,
320-2, ..., 320-5 of FIG. 4. For example, the portion 1110
including the product may be transmitted to a second
external electronic device performing search based on a
product (for example, the second external electronic de-
vice 320-3 of FIG. 4). For example, the first external elec-
tronic device may transmit the plurality of portions 1120,
1130 including the characters to a second external elec-
tronic device for recognizing characters (for example, the
second external electronic device 320-1 of FIG. 4). When
transmitting the portions 1110, 1120, 1130 to at least one
of the plurality of second external electronic devices, the
first external electronic device may adjust the portions
1110, 1120, 1130 to be transmitted based on the second
external electronic device, based on description of FIG. 8.
[0169] The second external electronic device receiving
the portion 1110 may access one or more product shop-
ping services (for example, a plurality of shopping mall
sites) based on the product included in the portion 1110.
The second external electronic device may classify re-

sults of accessing the product shopping service by each
of the accessed product shopping services, and may
transmit the results to the electronic device 101.
[0170] The second external electronic device receiving
the portions 1120, 1130 may identify one or more char-
acters captured on the portions 1120, 1130, and may
generate text data corresponding to the portions 1120,
1130, respectively. The second external electronic de-
vice may transmit the generated text data to the electronic
device 101.
[0171] Referring to FIG. 11C, in response to the plu-
rality of data corresponding to the plurality of portions
1110, 1120, 1130 being received from the second exter-
nal electronic devices, the electronic device 101 may out-
put the plurality of data received from the plurality of sec-
ond electronic devices within the display 410 altogether.
Referring to FIG. 11C, the electronic device 101 may
output visual elements 1124, 1134 corresponding to the
portions 1120, 1130 including the characters, based on
the data received from the second external electronic
devices. As the visual elements 1124, 1134 are output-
ted, the display of the visual elements 1122, 1132 dis-
played on the portions 1120, 1130 based on the first ex-
ternal electronic device may be changed or removed.
[0172] Referring to FIG. 11C, the electronic device 101
may output visual elements 1114, 1116 corresponding
to the portion 1110 including the product, based on the
data received from the second external electronic devic-
es. The visual elements 1114, 1116 may include result
of searching based on the product captured within the
portion 1110 within different product shopping services.
The visual elements 1114, 1116 may include identifiers
of the product shopping services used to obtain the re-
sults included in the visual elements (for example, a first
shopping mall, a second shopping mall). The results may
be related to the product captured within the portion 1110,
and may include a list of at least one product obtained
from the product shopping services. At least one of
shapes or colors of the visual elements 1114, 1116 may
be related to the corresponding product shopping serv-
ices.
[0173] The electronic device 101 may highlight a serv-
ice relatively frequently used by the user or a visual ele-
ment related to the service from among the plurality of
visual elements 1114, 1116, 1124, 1134. For example,
when the user relatively frequently uses the service for
recognizing characters included in an image, the elec-
tronic device 101 may highlight the visual elements 1124,
1134 related to recognition of characters, rather than the
visual elements 1114, 1116 related to search of the prod-
uct, and may display the visual elements. For example,
the electronic device 101 may make the sizes of the visual
elements 1124, 1134 larger than the sizes of the visual
elements 1114, 1116, or may make the colors of the vis-
ual elements 1124, 1134 different from the colors of the
visual elements 1114, 1116.
[0174] In various embodiments, the shapes, size, or
colors of the visual elements 1114, 1116, 1124, 1134
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may be determined to be different from one another
based on the services corresponding to the visual ele-
ments 1114, 1116, 1124, 1134 or types of the second
external electronic devices, or priorities of the services.
The priority may be determined based on a user’s input
or user’s history information.
[0175] For example, referring to FIG. 11D, when the
user uses the first shopping mall relatively more frequent-
ly than the second shopping mall, the electronic device
101 may display the size of the visual element 1114 re-
lated to the first shopping mall larger than the size of the
visual element 1116 related to the second shopping mall.
In an embodiment, the electronic device 101 may deter-
mine transparency of the visual element 1116 to be high-
er than transparency of the visual element 1114. In an
embodiment, the electronic device 101 may change the
color of the visual element 1114 to be highlighted more
than the other visual elements 1116, 1124, 1134.
[0176] Referring to FIG. 11D, the visual elements
1114, 1116, 1124, 1134 that the electronic device 101
outputs based on the data obtained from the second ex-
ternal electronic devices may display information corre-
sponding to the plurality of portions 1110, 1120, 1130
within the image, and also, may induce interaction with
the user based on the plurality of portions 1110, 1120,
1130.
[0177] FIG. 12 illustrates a flowchart 200 to explain op-
erations of an electronic device according to various em-
bodiments. The electronic device of FIG. 12 may corre-
spond to the electronic device 101 of FIGS. 1, 2, 3, 4, 5,
6A, 6B, 6C, and 6D, FIG. 8, and FIGS. 10A, 10B, 11A,
11B, 11C, and 11D. At least one of the operations of FIG.
12 may be related to the operations of FIG. 9.
[0178] Referring to FIG. 12, in operation 1210, the elec-
tronic device according to an embodiment may obtain an
image from a camera. In operation 1220, the electronic
device according to an embodiment may display the ob-
tained image on the display. In operation 1230, the elec-
tronic device according to an embodiment may identify
a plurality of subjects included in the image. Operations
1210, 1220, 1230 may be performed with reference to
operations 910, 920, 930 of FIG. 9 described above.
[0179] Referring to FIG. 12, in response to the plurality
of subjects being identified, the electronic device accord-
ing to an embodiment may output a plurality of first visual
elements floated on a plurality of portions of the displayed
imagen in operation 1240. Respective shapes of the plu-
rality of first visual elements may vary according to types
of external objects or subjects captured on the plurality
of portions, or second external electronic devices corre-
sponding to the plurality of portions, respectively. In an
embodiment, the respective shapes of the plurality of first
visual elements may correspond to outlines of external
objects or subjects captured on the plurality of portions.
Operation 1240 may be performed with reference to op-
eration 940 of FIG. 9 described above. The plurality of
first visual elements may correspond to the visual ele-
ments 1112, 1122, 1132 of FIG. 11B, for example.

[0180] Referring to FIG. 12, in operation 1250, the elec-
tronic device according to an embodiment may identify
information related to the plurality of subjects from a plu-
rality of second external electronic devices. The plurality
of second external electronic devices may correspond to
the plurality of subjects, respectively. While outputting
the plurality of first visual elements based on operation
1240, the electronic device may identify information re-
lated to the plurality of subjects from the plurality of sec-
ond external electronic devices corresponding to the plu-
rality of subjects. The information may be related to serv-
ices provided by the second electronic devices (for ex-
ample, a character recognition service, a product search
service, an image search service, a trademark recogni-
tion service, a place information providing service).
[0181] Referring to FIG. 12, in operation 1260, in re-
sponse to the information related to the plurality of sub-
jects being identified, the electronic device according to
an embodiment may output a plurality of second visual
elements based on at least part of the identified informa-
tion. The second visual elements may correspond to, for
example, the visual elements 1114, 1116, 1124, 1134 of
FIGS. 11C and 11D. The second visual elements may
be floated on the image outputted within the display of
the electronic device. The second visual elements may
be overlaid on the plurality of portions at least in part.
The electronic device may output the plurality of second
visual elements based on identifiers of the plurality of
second external electronic devices and at least part of
the identified information.
[0182] Referring to FIG. 12, in operation 1270, the elec-
tronic device according to an embodiment may determine
whether a user input of selecting any one of the plurality
of second visual elements is received. The user input
may include an operation of touching or clicking any one
of the second visual elements.
[0183] In response to the user input of selecting any
one of the plurality of outputted second visual elements
being identified, the electronic device according to an
embodiment may output a UI corresponding to the se-
lected second visual element in operation 1280. For ex-
ample, in response to the user input being identified, the
electronic device may identify an external electronic de-
vice related to the selected second visual element from
among the plurality of second external electronic devices.
In response to the external electronic device related to
the selected second visual element being identified, the
electronic device may output a UI corresponding to the
identified external electronic device on at least part of the
display. The operation of the electronic device outputting
the UI related to the second visual element based on the
user input will be described in more detail with reference
to FIGS. 14A and 14B.
[0184] FIGS. 13A is a view illustrating an operation of
an electronic device 101 recognizing a plurality of sub-
jects 1310, 1320 within an image according to an em-
bodiment, FIGS. 13B is a view illustrating the operation
of the electronic device 101 recognizing the plurality of
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subjects 1310, 1320 within the image according to an
embodiment, and FIGS. 13C is a view illustrating the op-
eration of the electronic device 101 recognizing the plu-
rality of subjects 1310, 1320 within the image according
to an embodiment. The electronic device 101 of FIGS.
13A, 13B, and 13C may correspond to the electronic de-
vice 101 of FIGS. 1, 2, 3, 4, 5, 6A, 6B, 6C, and 6D, and
FIG. 8. The operation of the electronic device 101 of
FIGS. 13A, 13B, and 13C may be related to operations
of FIG. 9 or 12.
[0185] Referring to FIG. 13A, a user of the electronic
device 101 may move an image sensor of the electronic
device 101 toward the plurality of subjects 1310, 1320.
In response to an image including the plurality of subjects
1310, 1320 being obtained from the image sensor, the
electronic device 101 may transmit the obtained image
to a first external electronic device. The first external elec-
tronic device may identify the plurality of subjects 1310,
1320 included in the image, based on image recognition.
Identifying a subject refers to identifying at least one of
a position of the subject within an image, a type of the
subject, or a type of a service provided based on the
subject. The first external electronic device may transmit
data indicating a result of identifying the plurality of sub-
jects 1310, 1320 to the electronic device 101.
[0186] Referring to FIG. 13B, in response to the data
indicating the result of identifying the plurality of subjects
1310, 1320 being received, the electronic device 101
may output a plurality of visual elements 1312, 1322 cor-
responding to the plurality of subjects 1310, 1320, re-
spectively, within the display 410. The plurality of visual
elements 1312, 1322 may correspond to the first visual
elements of FIG. 12.
[0187] Respective positions of the plurality of visual
elements 1312, 1322 within the display 410 may corre-
spond to respective positions of the plurality of subjects
1310, 1320 within the image displayed within the display
410. Shapes of the plurality of visual elements 1312, 1322
may be based on outlines of the plurality of subjects 1310,
1320. For example, since the subject 1310 is a beverage
cup, the electronic device 101 may determine the shape
of the visual element 1312 based on the beverage cup.
For example, since the subject 1320 is a book, the elec-
tronic device 101 may determine the shape of the visual
element 1322 based on the book.
[0188] In response to the plurality of subjects 1310,
1320 being identified, the first external electronic device
may transmit portions of the image including the plurality
of subjects 1310, 1320, respectively, to a plurality of sec-
ond external electronic devices corresponding to a plu-
rality of services related to the plurality of subjects 1310,
1320. The plurality of second external electronic devices
may be at least one of the second external electronic
devices 320-1, 320-2, ..., 320-5 of FIG. 4, for example.
The second external electronic device receiving the por-
tions of the image may transmit data corresponding to
the portions of the image to the electronic device 101.
[0189] For example, the first external electronic device

may transmit a portion of the image including the subject
1310 to a second external electronic device which proc-
esses an order for a beverage. The second external elec-
tronic device receiving the portion of the image including
the subject 1310 may transmit information for ordering a
beverage related to the subject 1310 to the electronic
device 101. For example, the first external electronic de-
vice may transmit a portion of the image including the
subject 1320 to a second external electronic device re-
lated to an online order for a book. The second external
electronic device receiving the portion of the image in-
cluding the subject 1320 may transmit a list of books re-
lated to the subject 1320 to the electronic device 101.
[0190] Referring to FIG. 13C, in response to the data
received from the plurality of second external electronic
devices, the electronic device 101 may output a plurality
of visual elements 1314, 1324 corresponding to the data
received from the plurality of second external electronic
devices within the display 410. The plurality of visual el-
ements 1314, 1324 may correspond to the second visual
elements of FIG. 12. The visual element 1314 corre-
sponding to the subject 1310 may include data related
to an order for a beverage. The visual element 1324 cor-
responding to the subject 1320 may include a result of
searching books. The user may input a command related
to any one of the plurality of services or the plurality of
second external electronic devices corresponding to the
plurality of visual elements 1314, 1324 by performing a
gesture related to any one of the plurality of visual ele-
ments 1314, 1324. The gesture may include a touch or
a click of a visual element.
[0191] FIG. 14A is a view illustrating an operation per-
formed by an electronic device 101 in response to a user
input related to at least one of the visual elements 1314,
1324 according to the embodiment of FIG. 13C, and FIG.
14B is a view illustrating an operation performed by the
electronic device 101 in response to a user input related
to at least one of the visual elements 1314, 1324 accord-
ing to the embodiment of FIG. 13C. The electronic device
101 of FIGS. 14A and 14B may correspond to the elec-
tronic device 101 of FIGS. 13A, 13B, and 13C.
[0192] When the user selects the visual element 1324
corresponding to the subject 1320 of FIG. 13C, the elec-
tronic device 101 according to an embodiment may out-
put a UI based on FIG. 14A. The UI of FIG. 14A may be
outputted based on an application corresponding to the
second external electronic device related to the subject
1320 from among a plurality of applications installed in
a memory of the electronic device 101. Referring to FIG.
14A, information related to the subject 1320 may be in-
putted into a search field 1410 of the UI.
[0193] When the user selects the visual element 1314
corresponding to the subject 1310 of FIG. 13C, the elec-
tronic device 101 according to an embodiment may out-
put a UI 1420 based on FIG. 14B on at least part of the
display 410. The UI 1420 may be to receive a confirma-
tion on the order for the product (for example, a beverage)
related to the subject 1310 of FIG. 13 from the user. Re-
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ferring to FIG. 14B, the UI 1420 may further include a
visual element (for example, "Pay by recognizing a fin-
gerprint.") for inputting additional information for ordering
the product (for example, a user’s fingerprint, an iris im-
age, biometric information such as a voice or certificate,
a password, a one time password (OTP), a PIN number).
[0194] FIG. 15 is a signal flowchart 1500 to explain
operations performed by an electronic device 101, a first
external electronic device 310, and second external elec-
tronic devices 320-1, 320-2, 320-3 according to an em-
bodiment. The electronic device 101 of FIG. 15 may cor-
respond to the electronic device 101 of FIGS. 3 and 4.
The first external electronic device 310 of FIG. 15 may
correspond to the first external electronic device 101 of
FIGS. 3 and 4. The second external electronic devices
320-1, 320-2, 320-3 of FIG. 15 may correspond to the
second external electronic devices 320-1, 320-2, 320-3
of FIG. 4, respectively. At least some of the operations
of FIG. 15 may be performed based at least some of the
operations of FIG. 5. The same operations of FIG. 15 as
those of FIG. 5 will not be described.
[0195] Referring to FIG. 15, in operation 540, the first
external electronic device 310 according to an embodi-
ment may transmit the first portion 515-1 and the second
portion 515-2 obtained from the electronic device 101 to
the plurality of second external electronic devices 320-1,
320-2, 320-3. The first external electronic device 310 may
request the plurality of second external electronic devices
320-1, 320-2, 320-3 to transmit information related to the
first portion 515-1 and the second portion 515-2 to the
first external electronic device 310.
[0196] The plurality of second external electronic de-
vices 320-1, 320-2, 320-3 receiving the portions of the
image may perform operations 550, 560, 570 based on
the received portions. The plurality of second external
electronic devices 320-1, 320-2, 320-3 may transmit a
plurality of pieces of information 555, 565, 575 corre-
sponding to the portions of the image to the first external
electronic device 310. For example, the information 555
may include text data which is generated by the second
external electronic device 320-1 related to the character
recognition service by recognizing characters included
in the received first portion 515-1 of the image. The in-
formation 565 may include a result of searching, by the
second external electronic device 320-2 related to the
image recognition service, a web based on an image of
a subject included in the received second portion 515-2
of the image. The information 575 may include a result
of searching, by the second external electronic device
320-3 related to the product search service, a product
similar to the subject included in the received second
portion 515-2 of the image.
[0197] In response to the plurality of pieces of informa-
tion 555, 565, 575 being received, the first external elec-
tronic device 310 according to an embodiment may
change or align the plurality of pieces of information 555,
565, 575 based on priorities of the plurality of second
external electronic devices 320-1, 320-2, 320-3 corre-

sponding to the plurality of pieces of information 555,
565, 575 in operation 1510. For example, the first external
electronic device 310 may transmit the plurality of pieces
of information 555, 565, 575 to the electronic device 101
in sequence based on an order based on the priorities.
For example, the first external electronic device 310 may
change at least one of the plurality of pieces of informa-
tion 555, 565, 575, based on the priorities.
[0198] Referring to FIG. 15, information 1502 transmit-
ted from the first external electronic device 310 to the
electronic device 101 may include the plurality of pieces
of information 555, 565, 575 changed or aligned based
on operation 1510. In response to the information 1520
being received, the electronic device 101 according to
an embodiment may change display of visual elements
based on the information 1520, or may output a visual
element corresponding to the information 1520 in oper-
ation 1530. The electronic device 101 may output not
only information included in the plurality of pieces of in-
formation 555, 565, 575, but also visual elements related
to the plurality of pieces of information 555, 565, 575
based on the priorities. For example, the electronic de-
vice 101 may change at least one of shapes, sizes, or
colors of the visual elements related to the plurality of
pieces of information 555, 565, 575 based on the priori-
ties.
[0199] According to various embodiments, based on
interaction among the electronic device 101, the first ex-
ternal electronic device 310, and the plurality of second
external electronic devices 320-1, 320-2, 320-3, the user
can obtain information related to the plurality of services
based on one image simultaneously. Even when the user
does not select any one of the plurality of services, at
least one service related to the image can be identified
from the plurality of services. Identification of the service
may be performed by the first external electronic device
310 connected with the electronic device 101. The first
external electronic device 310 may select at least one
service related to the image from among the plurality of
services by identifying one or more external objects with-
in the image received form the electronic device 101.
[0200] The plurality of services may be provided by the
plurality of second external electronic devices 320-1,
320-2, 320-3, respectively, connected with the first ex-
ternal electronic device 310. The first external electronic
device 310 may transmit at least portion of the image
including the identified external object to the second ex-
ternal electronic device corresponding to the selected
service. The at least portion of the image that the first
external electronic device 310 transmits to the second
external electronic device may be a portion that is
changed or adjusted based on at least one of a resolution
or quality required in the second external electronic de-
vice. In response to the at least portion of the image being
received, the second external electronic device may ob-
tain information corresponding to the received portion.
The information may be related to the service provided
by the second external electronic device.
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[0201] When a plurality of external objects are included
in an image and the plurality of external objects are re-
lated to a plurality of different services or a plurality of
different second external electronic devices, the elec-
tronic device 101 may receive information corresponding
to the plurality of external objects, respectively, from the
plurality of second external electronic devices. The elec-
tronic device 101 may output the information correspond-
ing to the plurality of external objects within the display
simultaneously. The information may be overlaid on re-
spective positions of the plurality of external objects with-
in the image displayed within the display, or may be out-
putted in the form of an adjacent visual element. When
the user selects a visual element, the electronic device
101 may output a service corresponding to the visual
element or a UI based on the second external electronic
device.
[0202] The electronic device and the method thereof
according to various embodiments may not require a user
to select at least one of a plurality of services when pro-
viding a service based on an external object included in
an image. For example, the electronic device and the
method thereof according to various embodiments may
automatically select a service to be provided to the user
from among a plurality of services, based on the external
object.
[0203] The effects achieved by the disclosure are not
limited to those mentioned above, and other effects that
are not mentioned above may be clearly understood to
those skilled in the art based on the description provided
above.
[0204] Methods based on the claims or the embodi-
ments disclosed in the disclosure may be implemented
in hardware, software, or a combination of both.
[0205] When implemented in software, a computer
readable storage medium for storing one or more pro-
grams (software modules) may be provided. The one or
more programs stored in the computer readable storage
medium are configured for execution performed by one
or more processors in an electronic device. The one or
more programs include instructions for allowing the elec-
tronic device to execute the methods based on the claims
or the embodiments disclosed in the disclosure.
[0206] The program (the software module or software)
may be stored in a random access memory, a non-volatile
memory including a flash memory, a read only memory
(ROM), an electrically erasable programmable read only
memory (EEPROM), a magnetic disc storage device, a
compact disc-ROM (CD-ROM), digital versatile discs
(DVDs) or other forms of optical storage devices, and a
magnetic cassette. Alternatively, the program may be
stored in a memory configured in combination of all or
some of these storage media. In addition, the configured
memory may be plural in number.
[0207] Further, the program may be stored in an at-
tachable storage device capable of accessing the elec-
tronic device through a communication network such as
the Internet, an Intranet, a local area network (LAN), a

wide LAN (WLAN), or a storage area network (SAN) or
a communication network configured by combining the
networks. The storage device may access via an external
port to a device which performs the embodiments of the
disclosure. In addition, an additional storage device on
a communication network may access to a device which
performs the embodiments of the disclosure.
[0208] In the above-described specific embodiments
of the disclosure, elements included in the disclosure are
expressed in singular or plural forms according to specific
embodiments. However, singular or plural forms are ap-
propriately selected according to suggested situations
for convenience of explanation, and the disclosure is not
limited to a single element or plural elements. An element
which is expressed in a plural form may be configured in
a singular form or an element which is expressed in a
singular form may be configured in plural number.
[0209] Although the present disclosure has been de-
scribed with various embodiments, various changes and
modifications may be suggested to one skilled in the art.
It is intended that the present disclosure encompass such
changes and modifications as fall within the scope of the
appended claims.

Claims

1. A server (310) comprising:

a communication circuit (430);
a memory (315); and
a processor (440),
wherein the processor is configured to:

receive a first image (515) from a first ex-
ternal electronic device (101) by using the
communication circuit;
perform (520) image recognition with re-
spect to the first image (515) by using the
first image;
based on the image recognition, identify at
least one external object (610) included in
the first image (515);
generate (540) classification information re-
garding the external object (610) included
in the first image (515), based on a result
(525) of the image recognition;
based on the classification information re-
garding the external object (610) satisfying
a first designated condition, transmit a first
query including image data corresponding
to at least a first portion (515-1) of the first
image and an identifier of the first electronic
device (101) to a first external server
(320-1), the at least first portion correspond-
ing to the first designated condition, wherein
the first external server (320-1) is for pro-
viding a character recognition service and
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generating first recognition information
(555) corresponding to the at least first por-
tion (515-1) of the first image; and
based on the classification information re-
garding the external object satisfying a sec-
ond designated condition, transmit at least
a second portion (515-2) of the first image
(515) and the identifier of the first electronic
device (101) to a second external server
(320-2, 320-3), the at least second portion
corresponding to the second designated
condition, wherein the second external
server (320-2) is for providing a product
search service and generating second rec-
ognition information (565) corresponding to
the at least second portion (515-2) of the
first image,
wherein the first recognition information in-
cluding text data is transmitted from the first
external server (320-1) to the first external
electronic device (101), the second recog-
nition information including a product infor-
mation is transmitted from the second ex-
ternal server (320-2, 320-3) to the first ex-
ternal electronic device (101), and the first
recognition information and the second rec-
ognition information are displayed with the
first image on a display of the first external
electronic device (101).

2. The server (310) of claim 1, wherein the processor
is configured to further transmit information regard-
ing the first external electronic device to the first ex-
ternal server or the second external server, accord-
ing to transmission of the at least first portion of the
first image to the first external server or the at least
second portion of the first image to the second ex-
ternal server.

3. The server (310) of claim 2, wherein the information
regarding the first external electronic device com-
prises at least network information corresponding to
the first external electronic device (101), the network
information being for transmitting, by the first exter-
nal server or the second external server, the first
recognition information or the second recognition in-
formation generated by using the at least first portion
of the first image to the first external electronic device
(101).

4. The server (310) of claim 1, wherein the processor
is further configured to, based on the classification
information regarding the external object (610) sat-
isfying the first designated condition or the second
designated condition, transmit, to the first external
electronic device (101) through the communication
circuit, a signal comprising a position of the external
object within the first image and information related

to the first designated condition and the second des-
ignated condition.

5. The server (310) of claim 1, wherein the processor
is further configured to:

identify an existence of a text included in the
external object, based on the information re-
garding the external object;
in response to identifying the existence of the
text included in the external object, determine
that the information regarding the external ob-
ject satisfies the first designated condition; and
in response to the information regarding the ex-
ternal object satisfying the first designated con-
dition, transmit a portion of the first image in
which the text included in the external object is
captured as the first portion (515-1) of the first
image to the first external server (320-1), the
first external server (320-1) for recognizing the
text.

6. The server (310) of claim 5, wherein the processor
is further configured to perform at least one of edge
enhancement or sharpening with respect to the first
portion (515-1) of the first image to be transmitted to
the first external server (320-1).

7. The server (310) of claim 1, wherein the processor
is further configured to:

based at least on the result of the image recog-
nition, generate adjustment information corre-
sponding to the first image; and
transmit the adjustment information to the first
external electronic device (101) in order for the
first external electronic device to adjust one or
more of the first image or a second image cor-
responding to the first image by using at least
the adjustment information.

Patentansprüche

1. Server (310), umfassend:

eine Kommunikationsschaltung (430);
einen Speicher (315); und
einen Prozessor (440),
wobei der Prozessor konfiguriert ist zum:

Empfangen eines ersten Bildes (515) von
einem ersten externen elektronischen Ge-
rät (101) unter Verwendung der Kommuni-
kationsschaltung;
Durchführen (520) einer Bilderkennung in
Bezug auf das erste Bild (515) unter Ver-
wendung des ersten Bildes;
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basierend auf der Bilderkennung Identifizie-
ren zumindest eines externen Objekts
(610), das im ersten Bild (515) enthalten ist;
Generieren (540) von Klassifizierungsinfor-
mationen hinsichtlich des externen Objekts
(610), das im ersten Bild (515) enthalten ist,
basierend auf einem Ergebnis (525) der Bil-
derkennung;
basierend auf den Klassifizierungsinforma-
tionen hinsichtlich des externen Objekts
(610), das eine erste festgelegte Bedingung
erfüllt, Übertragen einer ersten Anfrage, die
Bilddaten, die zumindest einem ersten Teil
(515-1) des ersten Bilds entsprechen, und
eine Kennung des ersten elektronischen
Geräts (101) enthält, an einen ersten exter-
nen Server (320-1), wobei der zumindest
erste Teil der ersten festgelegten Bedin-
gung entspricht, wobei der erste externe
Server (320-1) zum Bereitstellen eines Zei-
chenerkennungsdienstes und zum Gene-
rieren erster Erkennungsinformationen
(555), die dem zumindest ersten Teil
(515-1) des ersten Bildes entsprechen,
dient; und
basierend auf den Klassifizierungsinforma-
tionen hinsichtlich des externen Objekts,
das eine zweite festgelegte Bedingung er-
füllt, Übertragen von zumindest einem zwei-
ten Teil (515-2) des ersten Bildes (515) und
der Kennung des ersten elektronischen Ge-
räts (101) an einen zweiten externen Server
(320-2, 320-3), wobei der zumindest zweite
Teil der zweiten festgelegten Bedingung
entspricht, wobei der zweite externe Server
(320-2) dazu dient, einen Produktsuch-
dienst bereitzustellen und zweite Erken-
nungsinformationen (565) zu generieren,
die dem zumindest zweiten Teil (515-2) des
ersten Bildes entsprechen,
wobei die ersten Erkennungsinformatio-
nen, die Textdaten enthalten, vom ersten
externen Server (320-1) an das erste exter-
ne elektronische Gerät (101) übertragen
werden, die zweiten Erkennungsinformati-
onen, die Produktinformationen enthalten,
vom zweiten externen Server (320-2,
320-3) an das erste externe elektronische
Gerät (101) übertragen werden und die ers-
ten Erkennungsinformationen und die zwei-
ten Erkennungsinformationen mit dem ers-
ten Bild auf einer Anzeige des ersten exter-
nen elektronischen Geräts (101) angezeigt
werden.

2. Server (310) nach Anspruch 1, wobei der Prozessor
dazu konfiguriert ist, ferner Informationen hinsicht-
lich des ersten externen elektronischen Geräts an

den ersten externen Server oder den zweiten exter-
nen Server zu übertragen, entsprechend der Über-
tragung des zumindest ersten Teils des ersten Bildes
an den ersten externen Server oder des zumindest
zweiten Teils des ersten Bildes an den zweiten ex-
ternen Server.

3. Server (310) nach Anspruch 2, wobei die Informati-
onen hinsichtlich des ersten externen elektronischen
Geräts zumindest Netzwerkinformationen umfas-
sen, die dem ersten externen elektronischen Gerät
(101) entsprechen, wobei die Netzwerkinformatio-
nen zum Übertragen, durch den ersten externen Ser-
ver oder den zweiten externen Server, der ersten
Erkennungsinformationen oder der zweiten Erken-
nungsinformationen, die unter Verwendung des zu-
mindest ersten Teils des ersten Bildes generiert wur-
den, an das erste externe elektronische Gerät (101)
dienen.

4. Server (310) nach Anspruch 1, wobei der Prozessor
ferner dazu konfiguriert ist, basierend auf den Klas-
sifizierungsinformationen hinsichtlich des externen
Objekts (610), das die erste festgelegte Bedingung
oder die zweite festgelegte Bedingung erfüllt, an das
erste externe elektronische Gerät (101) durch die
Kommunikationsschaltung ein Signal zu übertragen,
das eine Position des externen Objekts innerhalb
des ersten Bildes und Informationen bezogen auf
die erste festgelegte Bedingung und die zweite fest-
gelegte Bedingung umfasst.

5. Server (310) nach Anspruch 1, wobei der Prozessor
ferner konfiguriert ist zum:

Identifizieren der Existenz eines im externen
Objekt enthaltenen Textes basierend auf den In-
formationen hinsichtlich des externen Objekts;
als Reaktion auf das Identifizieren der Existenz
des im externen Objekt enthaltenen Textes
Feststellen, dass die Informationen hinsichtlich
des externen Objekts die erste festgelegte Be-
dingung erfüllen; und
als Reaktion darauf, dass die Informationen hin-
sichtlich des externen Objekts die erste festge-
legte Bedingung erfüllen, Übertragen eines
Teils des ersten Bildes, in dem der im externen
Objekt enthaltene Text als erster Teil (515-1)
des ersten Bildes erfasst ist, an den ersten ex-
ternen Server (320-1), wobei der erste externe
Server (320-1) zur Texterkennung dient.

6. Server (310) nach Anspruch 5, wobei der Prozessor
ferner dazu konfiguriert ist, zumindest eine von
Randverbesserung oder -schärfung in Bezug auf
den ersten Teil (515-1) des ersten Bildes durchzu-
führen, das an den ersten externen Server (320-1)
übertragen werden soll.
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7. Server (310) nach Anspruch 1, wobei der Prozessor
ferner konfiguriert ist zum: basierend zumindest auf
dem Ergebnis der Bilderkennung, Generieren von
Anpassungsinformationen, die dem ersten Bild ent-
sprechen; und
Übertragen der Anpassungsinformationen an das
erste externe elektronische Gerät (101), damit das
erste externe elektronische Gerät eines oder meh-
rere des ersten Bildes oder eines zweiten Bildes,
das dem ersten Bild entspricht, unter Verwendung
zumindest der Anpassungsinformationen anpasst.

Revendications

1. Serveur (310) comprenant :

un circuit de communication (430) ;
une mémoire (315) ; et
un processeur (440),
ledit processeur étant configuré pour :

recevoir une première image (515) en pro-
venance d’un premier dispositif électroni-
que externe (101) à l’aide du circuit de
communication ;
réaliser (520) une reconnaissance d’image
par rapport à la première image (515) à
l’aide de la première image ;
sur la base de la reconnaissance d’image,
identifier au moins un objet externe (610)
compris dans la première image (515) ;
générer (540) des informations de classifi-
cation concernant l’objet externe (610)
compris dans la première image (515), sur
la base d’un résultat (525) de la reconnais-
sance d’image ;
sur la base des informations de classifica-
tion concernant l’objet externe (610) satis-
faisant une première condition désignée,
transmettre une première interrogation
comprenant des données d’image corres-
pondant à au moins une première partie
(515-1) de la première image et un identi-
fiant du premier dispositif électronique (101)
à un premier serveur externe (320-1), la au
moins première partie correspondant à la
première condition désignée, ledit premier
serveur externe (320-1) étant destiné à
fournir un service de reconnaissance de ca-
ractères et à générer des premières infor-
mations de reconnaissance (555) corres-
pondant à l’au moins une première partie
(515-1) de la première image ; et
sur la base des informations de classifica-
tion concernant l’objet externe satisfaisant
une seconde condition désignée, transmet-
tre au moins une seconde partie (515-2) de

la première image (515) et l’identifiant du
premier dispositif électronique (101) à un
second serveur externe (320-2, 320-3), la
au moins seconde partie correspondant à
la seconde condition désignée, ledit second
serveur externe (320-2) étant destiné à
fournir un service de recherche de produits
et à générer des secondes informations de
reconnaissance (565) correspondant à la
au moins une second partie (515-2) de la
première image,
lesdites premières informations de recon-
naissance comprenant des données tex-
tuelles étant transmises du premier serveur
externe (320-1) au premier dispositif élec-
tronique externe (101), lesdites secondes
informations de reconnaissance compre-
nant des informations de produit étant
transmises du second serveur externe
(320-2, 320-3) au premier dispositif électro-
nique externe (101), et lesdites premières
informations de reconnaissance et lesdites
secondes informations de reconnaissance
étant affichées avec la première image sur
un dispositif d’affichage du premier dispo-
sitif électronique externe (101).

2. Serveur (310) de la revendication 1, ledit processeur
étant configuré pour transmettre en outre des infor-
mations concernant le premier dispositif électroni-
que externe au premier serveur externe ou au se-
cond serveur externe, selon la transmission de la au
moins première partie de la première image au pre-
mier serveur externe ou de la au moins une seconde
partie de la première image au second serveur ex-
terne.

3. Serveur (310) de la revendication 2, lesdites infor-
mations concernant le premier dispositif électroni-
que externe comprenant au moins des informations
de réseau correspondant au premier dispositif élec-
tronique externe (101), les informations de réseau
étant destinées à la transmission, par le premier ser-
veur externe ou le second serveur externe, des pre-
mières informations de reconnaissance ou des se-
condes informations de reconnaissance générées à
l’aide de la au moins première partie de la première
image au premier dispositif électronique externe
(101).

4. Serveur (310) de la revendication 1, ledit processeur
étant en outre configuré pour, sur la base des infor-
mations de classification concernant l’objet externe
(610) satisfaisant la première condition désignée ou
la seconde condition désignée, transmettre au pre-
mier dispositif électronique externe (101) par l’inter-
médiaire du circuit de communication, un signal
comprenant une position de l’objet externe dans la
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première image et des informations relatives à la pre-
mière condition désignée et à la seconde condition
désignée.

5. Serveur (310) de la revendication 1, ledit processeur
étant en outre configuré pour :

identifier l’existence d’un texte compris dans
l’objet externe, sur la base des informations con-
cernant l’objet externe ;
en réponse à l’identification de l’existence du
texte compris dans l’objet externe, déterminer
que les informations concernant l’objet externe
satisfont à la première condition désignée ; et
en réponse aux informations concernant l’objet
externe satisfaisant la première condition dési-
gnée, transmettre une partie de la première ima-
ge dans laquelle le texte compris dans l’objet
externe est capturé en tant que première partie
(515-1) de la première image au premier serveur
externe (320-1), le premier serveur externe
(320-1) étant destiné à reconnaître le texte.

6. Serveur (310) de la revendication 5, ledit processeur
étant en outre configuré pour effectuer au moins
l’une d’une amélioration de bord ou d’une améliora-
tion de netteté par rapport à la première partie
(515-1) de la première image à transmettre au pre-
mier serveur externe (320-1).

7. Serveur (310) de la revendication 1, ledit processeur
étant en outre configuré pour : sur la base au moins
du résultat de la reconnaissance d’image, générer
des informations de réglage correspondant à la pre-
mière image ; et
transmettre les informations de réglage au premier
dispositif électronique externe (101) afin que le pre-
mier dispositif électronique externe puisse régler
l’une ou plusieurs de la première image ou d’une
seconde image correspondant à la première image
à l’aide d’au moins les informations de réglage.
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