woO 2024/004608 A 1 | 0000 KO0 Y Y 0 I 0

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

J

=

(19) World Intellectual Property
Organization
International Bureau

(43) International Publication Date
04 January 2024 (04.01.2024)

(10) International Publication Number

WO 2024/004608 A1l

WIPO I PCT

(51) International Patent Classification:
HO04N 13/351 (2018.01) HO04N 137366 (2018.01)

HO04N 13/106 (2018.01) 74)
(21) International Application Number:
PCT/JP2023/021694
(22) International Filing Date: (81)

12 June 2023 (12.06.2023)

(25) Filing Language: English
(26) Publication Language: English
(30) Priority Data:

2022-103293 28 June 2022 (28.06.2022) Jp

(71) Applicant: SONY GROUP CORPORATION [JP/JP];
1-7-1, Konan, Minato-ku, Tokyo, 1080075 (JP).

(72) Inventors: SUZUKI Takaaki; c/o SONY GROUP COR-
PORATION, 1-7-1, Konan, Minato-ku, Tokyo, 1080075

(JP). TAKAHASHI Noriaki; c/o SONY GROUP CORPO-
RATION, 1-7-1, Konan, Minato-ku, Tokyo, 1080075 (JP).

Agent: NISHIKAWA Takashi et al.; Ikebukuro FN Build-
ing 4F, 3-9-10, Higashi-Ikebukuro, Toshima-ku, Tokyo,
1700013 (JP).

Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, BZ,
CA, CH, CL, CN, CO, CR, CU, CV, CZ,DE, DJ, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IQ, IR, IS, IT, JM, JO, KE, KG,
KH, KN, KP, KR, KW, KZ, LA, LC, LK, LR, LS, LU, LY,
MA, MD, MG, MK, MN, MU, MW, MX, MY, MZ, NA,
NG, NI, NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO,
RS, RU,RW, SA, SC, SD, SE, SG, SK, SL, ST, SV, SY, TH,
TJ, TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, WS,
ZA,ZM, ZW.

(54) Title: IMAGE PROCESSING APPARATUS, IMAGE PROCESSING METHOD, AND RECORDING MEDIUM

FIG. 1

16
1
{
NEACUREMENT APPARATUS
51
{
TR
192 1)3 1;1
1MAGE PRICESTING APPARATUS TRANGVISIONAPPARATUS DISPLAY APRARATUS
% 21A 32A 424 15
% ¥ 2 A ) \) 3
[WAGING » [MECNG "RAHSMESION TRAHSH'SSION | gt 1]  DISPLAY o DISPLAY . >
JPPARATLS T4 PROCESSNGINT T1 SONTROLUNIT PRCCESSNS LM "1 CONTROLLMIT | PROCESSINGUMT o
{ 21B { 328 ( 428 —=
11 ) 31 41 )
[MACAS TRARSH:SSION DISPLAY
PROCESSNGLNT PRCCESSNS LM PROCESSING UT
/”
1

(57) Abstract: To implement system optimization. Provided is an image processing apparatus including a processing unit that performs
processing in such a way that a processing load for a second signal related to a second stereoscopic image presented at a second
viewpoint position away from a first viewpoint position is lower than a processing load for a first signal related to a first stereoscopic
image presented at the first viewpoint position corresponding to a position of a user viewing a stereoscopic image in a real space, among
a plurality of viewpoint positions which are relative positions with respect to a stereoscopic display configured to present a plurality of
images as the stereoscopic image. The present disclosure can be applied to, for example, a stereoscopic display system.
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Description

Title of Invention: IMAGE PROCESSING APPARATUS, IMAGE

[0001]

[0002]

[0003]

[0004]

[0005]

[0006]

[0007]

PROCESSING METHOD, AND RECORDING MEDIUM

Technical Field

The present disclosure relates to an image processing apparatus, an image processing
method, and a recording medium, and more particularly, to an image processing
apparatus, an image processing method, and a recording medium that can implement
system optimization.

<CROSS REFERENCE TO RELATED APPLICATIONS>

This application claims the benefit of Japanese Priority Patent Application JP
2022-103293 filed on June 28, 2022, the entire contents of which are incorporated

herein by reference.

Background Art

In recent years, stereoscopic displays capable of presenting stereoscopic images have
become widespread. A method using dedicated eyewear has been proposed as a
method for presenting a stereoscopic image, but in recent years, a stereoscopic display
capable of presenting a stereoscopic image without using dedicated eyewear
(hereinafter, referred to as a naked-eye stereoscopic display) has been proposed (see,
for example, PTL 1).

In the naked-eye stereoscopic display, a plurality of images is guided to the left eye
and the right eye of a user by using a lenticular lens or a parallax barrier, so that

stereoscopic vision with images becomes possible (see, for example, PTL 2).
Citation List

Patent Literature
PTL 1: WO 2018/116580 A
PTL 2: JP 2012-169858 A

Summary of Invention

Technical Problem

Meanwhile, in a naked-eye stereoscopic display system, the amount of data of
handled images is larger than that in a 2D display system according to the related art,
and thus, in a case of simply performing necessary processing, the processing ef-
ficiency of the system may deteriorate. Therefore, a proposal for implementing system
optimization has been demanded.

The present disclosure has been made to solve such a problem described above and

enables implementation of system optimization.
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[0010]
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Solution to Problem

An image processing apparatus according to one aspect of the present disclosure is an
image processing apparatus including: a processing unit that performs processing in
such a way that a processing load for a second signal related to a second stereoscopic
image presented at a second viewpoint position away from a first viewpoint position is
lower than a processing load for a first signal related to a first stereoscopic image
presented at the first viewpoint position corresponding to a position of a user viewing a
stereoscopic image in a real space, among a plurality of viewpoint positions which are
relative positions with respect to a stereoscopic display configured to present a
plurality of images as the stereoscopic image.

An image processing method according to one aspect of the present disclosure is an
image processing method executed by an image processing apparatus, the image
processing method including: performing processing in such a way that a processing
load for a second signal related to a second stereoscopic image presented at a second
viewpoint position away from a first viewpoint position is lower than a processing load
for a first signal related to a first stereoscopic image presented at the first viewpoint
position corresponding to a position of a user viewing a stereoscopic image in a real
space, among a plurality of viewpoint positions which are relative positions with
respect to a stereoscopic display configured to present a plurality of images as the
stereoscopic image.

A recording medium according to one aspect of the present disclosure is a recording
medium having a program recorded therein, the program causing a computer to
function as an image processing apparatus including: a processing unit that performs
processing in such a way that a processing load for a second signal related to a second
stereoscopic image presented at a second viewpoint position away from a first
viewpoint position is lower than a processing load for a first signal related to a first
stereoscopic image presented at the first viewpoint position corresponding to a position
of a user viewing a stereoscopic image in a real space, among a plurality of viewpoint
positions which are relative positions with respect to a stereoscopic display configured
to present a plurality of images as the stereoscopic image.

In an image processing apparatus, an image processing method, and a recording
medium according to one aspect of the present disclosure, a processing load for a
second signal related to a second stereoscopic image presented at a second viewpoint
position away from a first viewpoint position is lower than a processing load for a first
signal related to a first stereoscopic image presented at the first viewpoint position cor-
responding to a position of a user viewing a stereoscopic image in a real space, among

a plurality of viewpoint positions which are relative positions with respect to a
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stereoscopic display configured to present a plurality of images as the stereoscopic
image.

[0012]  Note that the image processing apparatus according to one aspect of the present
disclosure may be an independent apparatus or an internal block included in one
apparatus.

Brief Description of Drawings

[0013] [Fig.1]Fig. 1 is a block diagram illustrating an example of a configuration according to
an embodiment of a stereoscopic display system to which the present disclosure is
applied.

[Fig.2]Fig. 2 is a diagram for explaining a stereoscopic image presented by a
stereoscopic display of Fig. 1.

[Fig.3]Fig. 3 is a block diagram illustrating a first example of a functional con-
figuration of the stereoscopic display system of Fig. 1.

[Fig.4]Fig. 4 is a block diagram illustrating a second example of the functional con-
figuration of the stereoscopic display system of Fig. 1.

[Fig.5]Fig. 5 is a block diagram illustrating a third example of the functional con-
figuration of the stereoscopic display system of Fig. 1.

[Fig.6]Fig. 6 is a block diagram illustrating a fourth example of the functional con-
figuration of the stereoscopic display system of Fig. 1.

[Fig.7]Fig. 7 is a block diagram illustrating a fifth example of the functional con-
figuration of the stereoscopic display system of Fig. 1.

[Fig.8]Fig. 8 is a block diagram illustrating a sixth example of the functional con-
figuration of the stereoscopic display system of Fig. 1.

[Fig.9]Fig. 9 is a diagram illustrating an example of a configuration of a UI unit that
receives preference of a user.

[Fig.10]Fig. 10 is a flowchart illustrating a flow of processing performed by the
stereoscopic display system.

[Fig.11]Fig. 11 is a block diagram illustrating an example of another configuration
according to an embodiment of a stereoscopic display system to which the present
disclosure is applied.

[Fig.12]Fig. 12 is a block diagram illustrating an example of another configuration
according to an embodiment of a stereoscopic display system to which the present
disclosure is applied.

[Fig.13]Fig. 13 is a block diagram illustrating an example of a configuration of a

computer.
Description of Embodiments
[0014]  <System Configuration>
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[0015]

[0016]

[0017]
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[0019]

[0020]

Fig. 1 is a block diagram illustrating an example of a configuration according to an em-
bodiment of a stereoscopic display system to which the present disclosure is applied.

In Fig. 1, a stereoscopic display system 1 is a naked-eye stereoscopic display system
that presents a stereoscopic image by a naked-eye stereoscopic display. The
stereoscopic display system 1 includes an imaging apparatus 11, an image processing
apparatus 12, a transmission apparatus 13, a display apparatus 14, a stereoscopic
display 15, and a measurement apparatus 16.

The imaging apparatus 11 includes a camera or the like capable of capturing a
plurality of images for presenting a stereoscopic image. The imaging apparatus 11
supplies an imaging signal obtained by imaging a subject to the image processing
apparatus 12. Furthermore, the imaging apparatus 11 generates an imaging processing
instruction on the basis of viewpoint position information input from the measurement
apparatus 16, and supplies the imaging processing instruction to the image processing
apparatus 12.

The viewpoint position is a relative position with respect to the stereoscopic display
15 that presents the stereoscopic image. The viewpoint position information includes
information regarding a viewpoint position corresponding to a position of a user
(viewer) viewing the stereoscopic image presented on the stereoscopic display 15 in
the real space, among viewpoint positions. The viewpoint position information may
indicate a three-dimensional viewpoint position in the real space not only with three-
dimensional or one-dimensional coordinates, but also with another coordinate system.
The imaging processing instruction is an instruction for imaging processing in the
subsequent stage, and is an instruction for adjusting (changing) imaging processing in
such a way that the system is optimized (improved in efficiency) according to the
viewpoint position of the user.

The image processing apparatus 12 includes equipment such as a personal computer
(PC) or a device including a field programmable gate array (FPGA). The image
processing apparatus 12 includes an imaging processing unit 21 A and an imaging
processing unit 21B. The imaging signal and the imaging processing instruction from
the imaging apparatus 11 are supplied to the image processing apparatus 12.

The imaging processing unit 21 A performs first imaging processing on the imaging
signal on the basis of the imaging processing instruction. The imaging processing unit
21B performs second imaging processing on the imaging signal on the basis of the
imaging processing instruction. The imaging signal subjected to the imaging
processing by the imaging processing unit 21 A and the imaging processing unit 21B is
output to the transmission apparatus 13.

Examples of the first imaging processing and the second imaging processing include

signal processing such as demosaic processing, noise reduction (NR) processing, and
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[0022]

[0023]

[0024]

[0025]

super-resolution processing. For example, in the first imaging processing and the
second imaging processing, the same type of processing (demosaic processing or the
like) is performed, but processing loads (processing amounts in high-precision
processing, simplified processing, and the like) are different. More specifically, high-
precision demosaic processing is performed in the first imaging processing, and
simplified demosaic processing is performed in the second imaging processing.

Note that the first imaging processing and the second imaging processing are not
limited to the same type of processing, and different types of processing may be
performed as long as the processing amount can be reduced. Furthermore, three or
more imaging processings may be performed without being limited to the first imaging
processing and the second imaging processing, as will be described in detail later.

The transmission apparatus 13 includes an apparatus such as a PC. The transmission
apparatus 13 includes a transmission control unit 31, a transmission processing unit
32A, and a transmission processing unit 32B. The viewpoint position information from
the measurement apparatus 16 and the imaging signal from the imaging apparatus 11
are input to the transmission control unit 31.

The transmission control unit 31 generates a transmission processing instruction on
the basis of the viewpoint position information, and supplies the transmission
processing instruction to the transmission processing unit 32A and the transmission
processing unit 32B. The transmission processing instruction is an instruction for
transmission processing in the subsequent stage, and is an instruction for adjusting
(changing) transmission processing in such a way that the system is optimized
according to the viewpoint position of the user. The transmission control unit 31
supplies, as a transmission signal, the imaging signal from the imaging apparatus 11 to
the transmission processing unit 32A and the transmission processing unit 32B.

The transmission processing unit 32A performs first transmission processing on the
transmission signal on the basis of the transmission processing instruction. The
transmission processing unit 32B performs second transmission processing on the
transmission signal on the basis of the transmission processing instruction. The
transmission signal subjected to the transmission processing by the transmission
processing unit 32A and the transmission processing unit 32B is transmitted to the
display apparatus 14 via a transmission path.

Examples of the first transmission processing and the second transmission processing
include signal processing such as bit rate transmission processing of changing a
transmission bit rate of compression processing. For example, in the first transmission
processing and the second transmission processing, the same type of processing (bit
rate transmission processing or the like) is performed, but processing loads (data

amounts such as a high bit rate and a low bit rate) are different. More specifically, in
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the first transmission processing, a bit rate transmission processing of changing the
transmission bit rate to a higher bit rate is performed, and in the second transmission
processing, a bit rate transmission processing of changing the transmission bit rate to a
lower bit rate is performed.

Note that the first transmission processing and the second transmission processing
are not limited to the same type of processing, and different types of processing may be
performed as long as the data amount can be reduced. Furthermore, three or more
transmission processings may be performed without being limited to the first
transmission processing and the second transmission processing, as will be described
in detail later.

The display apparatus 14 includes an apparatus such as a PC. The display apparatus
14 includes a display control unit 41, a display processing unit 42A, and a display
processing unit 42B. The viewpoint position information from the measurement
apparatus 16 and the transmission signal transmitted from the transmission apparatus
13 are input to the display control unit 41.

The display control unit 41 generates a display processing instruction on the basis of
the viewpoint position information, and supplies the display processing instruction to
the display processing unit 42A and the display processing unit 42B. The display
processing instruction is an instruction for display processing in the subsequent stage,
and is an instruction for adjusting (changing) display processing in such a way that the
system is optimized according to the viewpoint position of the user. The display
control unit 41 supplies, as a display signal, the transmission signal from the
transmission apparatus 13 to the display processing unit 42A and the display
processing unit 42B.

The display processing unit 42A performs first display processing on the display
signal on the basis of the display processing instruction. The display processing unit
42B performs second display processing on the display signal on the basis of the
display processing instruction. The display signal subjected to the display processing
by the display processing unit 42A and the display processing unit 42B is output to the
stereoscopic display 15.

Examples of the first display processing and the second display processing include
signal processing such as noise reduction processing, scaler processing, and super-
resolution processing. For example, in the first display processing and the second
display processing, the same type of processing (noise reduction processing or the like)
is performed, but processing loads (processing amounts such as high-precision
processing and simplified processing) are different. More specifically, high-precision
noise reduction processing is performed in the first display processing, and simplified

noise reduction processing is performed in the second display processing.
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[0032]
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Note that the first display processing and the second display processing are not
limited to the same type of processing, and different types of processing may be
performed as long as the processing amount can be reduced. Three or more display
processings may be performed without being limited to the first display processing and
the second display processing.

The stereoscopic display 15 is implemented by a non-wearable display (naked-eye
stereoscopic display) capable of presenting a stereoscopic image without using
dedicated eyewear. The stereoscopic display 15 can implement naked-eye stereoscopic
vision by using a method such as a lenticular lens method or a parallax barrier method.
The stereoscopic display 15 presents a plurality of images as a stereoscopic image by
displaying a display image based on the display signal input from the display apparatus
14. As the stereoscopic display 15 presents the stereoscopic image, a subject imaged
by the imaging apparatus 11 is reproduced.

The measurement apparatus 16 includes a sensor that measures the viewpoint
position of the user in the real space, a camera, a signal processing circuit, and the like.
The measurement apparatus 16 may be an independent apparatus or an internal block
included in the stereoscopic display 15. The measurement apparatus 16 includes a
viewpoint position measurement unit 51. The viewpoint position measurement unit 51
measures the viewpoint position of the user viewing the stereoscopic image presented
by the stereoscopic display 15, and outputs, as the viewpoint position information, the
viewpoint position to the imaging apparatus 11, the transmission apparatus 13, and the
display apparatus 14.

Here, the stereoscopic image presented by the stereoscopic display 15 will be
described with reference to Fig. 2. In Fig. 2, the stereoscopic display 15 includes a
display unit 71 and a lenticular lens 72. The display unit 71 is implemented by a liquid
crystal display (LCD), an organic electro-luminescence (EL) panel, or the like. The
lenticular lens 72 is an example of an optical isolation unit that isolates light from the
display unit 71. Although not illustrated, a parallax element such as a parallax barrier
may be used as the optical isolation unit.

In the example of Fig. 2, a display image 82 corresponding to a viewpoint image 81
of four viewpoints denoted by numbers 1 to 4 is periodically displayed in pixels 71a
two-dimensionally arranged on the display unit 71. The lenticular lens 72 separates an
image for the right eye and an image for the left eye in each display image 82. Since
the user views each display image 82 through the lenticular lens 72, only the image for
the right eye enters the right eye, and only the image for the left eye enters the left eye.
In this way, the image seen by the right eye and the image seen by the left eye are
different, so that the image displayed on the display unit 71 looks stereoscopic. In the

example of Fig. 2, the stereoscopic image is presented by the viewpoint image 81 of
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four viewpoints corresponding to the repeatedly arranged display image 82.

In a case where the number of viewpoints is four, the display image 82 corre-
sponding to the four viewpoints is periodically arranged at a position of each pixel of
the display unit 71, and an image group of the four viewpoints is distributed to the
display unit 71 including one display panel. The lenticular lens 72 arranged on a front
surface of the display unit 71 spatially separates the display image 82 corresponding to
the four viewpoints.

In the example of Fig. 2, the user views the stereoscopic image with the viewpoint
image 81 of four viewpoints, but it is assumed that the viewpoint position of the user is
a viewpoint position corresponding to viewpoint images of viewpoints 2 and 3 among
a plurality of viewpoint positions. At this time, the viewpoint position of the user is the
viewpoint position corresponding to the viewpoint images of viewpoints 2 and 3 in the
viewpoint image 81 of four viewpoints, while viewpoint positions corresponding to
viewpoint images of viewpoints 1 and 4 are away from the viewpoint position of the
user. In the viewpoint image 81 presented by the stereoscopic display 15, viewpoint
images presented at positions away from the viewpoint position of the user (the
viewpoint images of viewpoints 1 and 4) have little influence on a sense of resolution
of the stereoscopic image viewed by the user.

By using such a fact, in the stereoscopic display system 1 of Fig. 1, processings with
different processing loads are performed on a signal related to a stereoscopic image
presented at the viewpoint position of the user (a stereoscopic image with the
viewpoint images of viewpoints 2 and 3) and a signal related to a stereoscopic image
presented at a position away from the viewpoint position of the user (a stereoscopic
image with the viewpoint images of viewpoints 1 and 4), respectively. For example,
system optimization is implemented by simplifying processing for the latter signal in
each apparatus and making the processing load for the latter signal lower than the
processing load for the former signal.

In the following description, among a plurality of viewpoint positions that are
relative positions with respect to the stereoscopic display 15 that presents the
stereoscopic image, a viewpoint position corresponding to the position of the user
viewing the stereoscopic image in the real space is referred to as a corresponding
viewpoint position, and a viewpoint position away from the corresponding viewpoint
position is referred to as a peripheral viewpoint position. That is, the corresponding
viewpoint position is a viewpoint position (first viewpoint position) corresponding to
the viewpoint position of the user, and the peripheral viewpoint position is a viewpoint
position (second viewpoint position) away from the viewpoint position of the user.

Here, in a case where an imaging system, a transmission system, and a display

system are considered in the stereoscopic display system 1, the amount of data of a
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handled image increases as compared with a 2D display system. Therefore, in a case
where image processing and the like necessary for the imaging system, the
transmission system, and the display system are simply performed, there is a pos-
sibility that a processing speed is decreased, a hardware (HW) size is increased, and
image quality is deteriorated due to an increase in image compression amount at the
time of transmission.

Therefore, in the stereoscopic display system 1, each of the imaging apparatus 11, the
transmission control unit 31 of the transmission apparatus 13, and the display control
unit 41 of the display apparatus 14 gives, as feedback (F/B), the imaging processing in-
struction, the transmission processing instruction, or the display processing instruction
to a processing unit in the subsequent stage according to the viewpoint position in-
formation measured by the viewpoint position measurement unit S1. Then, in the
processing unit in the subsequent stage, the processing load of the processing related to
the stereoscopic image is adjusted (changed) in units of pixels according to the F/B, so
that the imaging processing, the transmission processing, and the display processing
can be appropriately simplified. As a result, the system optimization can be im-
plemented. The optimization means to suppress the decrease in processing speed, the
increase in HW size, and the deterioration in image quality at the time of transmission
described above. Note that the system can be optimized not only to reduce the
processing cost as described above but also to improve the quality of the presented
stereoscopic image as will be described in detail later.

Note that it is not necessary to adjust and simplify all the imaging processing, the
transmission processing, and the display processing, and at least one processing may
be adjusted and simplified. For example, a case where only the imaging processing and
the display processing are adjusted and simplified, and the transmission processing is
not adjusted is possible.

<First Example of Functional Configuration>

Fig. 3 is a block diagram illustrating a first example of a functional configuration of
the stereoscopic display system of Fig. 1.

In Fig. 3, the stereoscopic display system 1 includes an imaging viewpoint position
cost calculation unit 111, a high-precision imaging processing unit 112A, a simplified
imaging processing unit 112B, a transmission viewpoint position cost calculation unit
113, a high-bit-rate transmission processing unit 114A, a low-bit-rate transmission
processing unit 114B, a display viewpoint position cost calculation unit 115, a high-
precision display processing unit 116A, and a simplified display processing unit 116B.

The imaging viewpoint position cost calculation unit 111 is included in the imaging
apparatus 11 of Fig. 1. The high-precision imaging processing unit 112A and the

simplified imaging processing unit 112B correspond to the imaging processing unit
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21A and the imaging processing unit 21B of Fig. 1, and are included in the image
processing apparatus 12 of Fig. 1.

The imaging viewpoint position cost calculation unit 111 calculates an imaging
viewpoint position cost on the basis of the viewpoint position information from the
viewpoint position measurement unit 51. The imaging viewpoint position cost cal-
culation unit 111 supplies, as the imaging processing instruction, a result of calculating
the imaging viewpoint position cost to the high-precision imaging processing unit
112A and the simplified imaging processing unit 112B.

In the calculation of the imaging viewpoint position cost, a viewpoint image of the
corresponding viewpoint position and pixels allocated to (the display image corre-
sponding to) the viewpoint image are associated with each other and ranked (here, for
example, “rank A”). Furthermore, in the calculation of the imaging viewpoint position
cost, a viewpoint image of the peripheral viewpoint position and pixels allocated to
(the display image corresponding to) the viewpoint image are associated with each
other and ranked (here, for example, “rank B”). Note that, in the ranking, a linear
function can be used, but a nonlinear function may also be used.

As aresult, the pixels 71a two-dimensionally arranged on the display unit 71 can be
ranked as two ranks (rank A and rank B) for the pixels allocated to the viewpoint
image of the corresponding viewpoint position and the pixels allocated to the
viewpoint image of the peripheral viewpoint position. For example, in Fig. 2, in the
viewpoint image 81 of four viewpoints, the viewpoint images of viewpoints 2 and 3
correspond to the viewpoint position of the user, and the viewpoint images of
viewpoints 1 and 4 are away from the viewpoint position of the user. At this time, the
pixels allocated to the viewpoint images of viewpoints 2 and 3 are ranked as rank A,
and the pixels allocated to the viewpoint images of viewpoints 1 and 4 are ranked as
rank B.

The high-precision imaging processing unit 112A performs high-precision imaging
processing on the imaging signal corresponding to the pixels classified as rank A on
the basis of the imaging processing instruction from the imaging viewpoint position
cost calculation unit 111. The pixels allocated to the viewpoint image of the corre-
sponding viewpoint position are classified as rank A.

The simplified imaging processing unit 112B performs simplified imaging
processing on the imaging signal corresponding to the pixels classified as rank B on
the basis of the imaging processing instruction from the imaging viewpoint position
cost calculation unit 111. The pixels allocated to the viewpoint image of the peripheral
viewpoint position are classified as rank B.

In the high-precision imaging processing and the simplified imaging processing,

signal processing such as demosaic processing, noise reduction processing, or super-
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resolution processing is performed. As the demosaic processing, high-precision
imaging processing is performed by performing processing using a nonlinear filter, a
learning model trained by machine learning, or the like. As the trained model, a deep
neural network (DNN) trained using learning data can be used. On the other hand, as
the demosaic processing, simplified imaging processing is performed by performing
processing using bilinear interpolation, nearest neighbor algorithm, or the like.

As the noise reduction processing, high-precision imaging processing is performed
by performing processing using a nonlinear filter, a trained model, or the like. On the
other hand, as the noise reduction processing, simplified imaging processing is
performed by performing processing using simple addition or the like. As the super-
resolution processing, high-precision imaging processing is performed by performing
processing using a nonlinear filter, a trained model, or the like. On the other hand, as
the super-resolution processing, simplified imaging processing is performed by
performing processing using the Lanczos algorithm or the like. Note that, in the
simplified imaging processing, the noise reduction processing and the super-resolution
processing do not have to be performed.

In this manner, the calculation of the imaging viewpoint position cost based on the
viewpoint position of the user is performed, and the high-precision imaging processing
and the simplified imaging processing are switched according to the rank (rank A and
rank B) obtained by the calculation of the imaging viewpoint position cost. That is, the
imaging processing performed on the imaging signal corresponding to the pixels de-
termined to have little influence on the sense of resolution according to the imaging
processing instruction is simplified.

The transmission viewpoint position cost calculation unit 113, the high-bit-rate
transmission processing unit 114A, and the low-bit-rate transmission processing unit
114B correspond to the transmission control unit 31, the transmission processing unit
32A, and the transmission processing unit 32B of Fig. 1, and are included in the
transmission apparatus 13 of Fig. 1.

The transmission viewpoint position cost calculation unit 113 calculates a
transmission viewpoint position cost on the basis of the viewpoint position information
from the viewpoint position measurement unit 51. The transmission viewpoint position
cost calculation unit 113 supplies, as the transmission processing instruction, a result of
calculating the transmission viewpoint position cost to the high-bit-rate transmission
processing unit 114 A and the low-bit-rate transmission processing unit 114B.

Similarly to the calculation of the imaging viewpoint position cost described above,
in the calculation of the transmission viewpoint position cost, the pixels are ranked as
two ranks (rank A and rank B) for the pixels allocated to the viewpoint image of the

corresponding viewpoint position and the pixels allocated to the viewpoint image of



12

WO 2024/004608 PCT/JP2023/021694

[0057]

[0058]

[0059]

[0060]

[0061]

[0062]

[0063]

the peripheral viewpoint position.

The high-bit-rate transmission processing unit 114A performs high-bit-rate
transmission processing of changing a transmission bit rate to a high bit rate on the
transmission signal corresponding to the pixels classified as rank A on the basis of the
transmission processing instruction from the transmission viewpoint position cost cal-
culation unit 113.

The low-bit-rate transmission processing unit 114B performs low-bit-rate
transmission processing of changing the transmission bit rate to a low bit rate on the
transmission signal corresponding to the pixels classified as rank B on the basis of the
transmission processing instruction from the transmission viewpoint position cost cal-
culation unit 113. The changed low bit rate in the low-bit-rate transmission processing
is lower than the changed high bit rate in the high-bit-rate transmission processing.

In this manner, the calculation of the transmission viewpoint position cost based on
the viewpoint position of the user is performed, and the high-bit-rate transmission
processing and the low-bit-rate transmission processing are switched according to the
rank (rank A and rank B) obtained by the calculation of the transmission viewpoint
position cost. That is, the bit rate of the transmission processing performed on the
transmission signal corresponding to the pixels determined to have little influence on
the sense of resolution according to the transmission processing instruction is lowered.

The display viewpoint position cost calculation unit 115, the high-precision display
processing unit 116A, and the simplified display processing unit 116B correspond to
the display control unit 41, the display processing unit 42A, and the display processing
unit 42B of Fig. 1, and are included in the display apparatus 14 of Fig. 1.

The display viewpoint position cost calculation unit 115 calculates a display
viewpoint position cost on the basis of the viewpoint position information from the
viewpoint position measurement unit 51. The display viewpoint position cost cal-
culation unit 115 supplies, as the display processing instruction, a result of calculating
the display viewpoint position cost to the high-precision display processing unit 116A
and the simplified display processing unit 116B.

Similarly to the calculation of the imaging viewpoint position cost described above,
in the calculation of the display viewpoint position cost, the pixels are ranked as two
ranks (rank A and rank B) for the pixels allocated to the viewpoint image of the corre-
sponding viewpoint position and the pixels allocated to the viewpoint image of the pe-
ripheral viewpoint position.

The high-precision display processing unit 116A performs high-precision display
processing on the display signal corresponding to the pixels classified as rank A on the
basis of the display processing instruction from the display viewpoint position cost cal-

culation unit 115.
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The simplified display processing unit 116B performs simplified display processing
on the display signal corresponding to the pixels classified as rank B on the basis of the
display processing instruction from the display viewpoint position cost calculation unit
115.

In the high-precision display processing and the simplified display processing, signal
processing such as noise reduction processing, scaler processing, or super-resolution
processing is performed. As the noise reduction processing, high-precision display
processing is performed by performing processing using a nonlinear filter, a trained
model, or the like. On the other hand, as the noise reduction processing, simplified
display processing is performed by performing processing using simple addition or the
like.

As the scaler processing, high-precision display processing is performed by
performing processing using a nonlinear filter, a trained model, or the like. On the
other hand, as the scaler processing, simplified display processing is performed by
performing processing using bilinear interpolation, nearest neighbor algorithm, or the
like. As the super-resolution processing, high-precision display processing is
performed by performing processing using a nonlinear filter, a trained model, or the
like. On the other hand, as the super-resolution processing, simplified display
processing is performed by performing processing using the Lanczos algorithm or the
like. Note that, in the simplified display processing, the noise reduction processing, the
scaler processing, and the super-resolution processing do not have to be performed.

In this manner, the calculation of the display viewpoint position cost based on the
viewpoint position of the user is performed, and the high-precision display processing
and the simplified display processing are switched according to the rank (rank A and
rank B) obtained by the calculation of the display viewpoint position cost. That is, the
display processing performed on the display signal corresponding to the pixels de-
termined to have little influence on the sense of resolution according to the display
processing instruction is simplified.

Note that, in the calculation of each viewpoint position cost, it is not always
necessary to perform ranking in such a way that simplified processing is performed on
a signal corresponding to the pixels allocated to the viewpoint image of the peripheral
viewpoint position. For example, in the display processing, the final image quality may
be maintained by performing ranking in such a way that high-precision display
processing is performed on a signal sufficiently simplified in the imaging processing
and the transmission processing.

<Second Example of Functional Configuration>

Fig. 4 is a block diagram illustrating a second example of the functional con-

figuration of the stereoscopic display system of Fig. 1.
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The configuration illustrated in Fig. 4 is a configuration in which the number of
stages in each of the imaging processing, the transmission processing, and the display
processing is increased from two to three or more according to the rank, as compared
with the configuration illustrated in Fig. 3. In the configuration illustrated in Fig. 4, a
high-precision imaging processing unit 112-1 to a simplified imaging processing unit
112-N including N stages (N: an integer of 3 or more) are provided instead of the high-
precision imaging processing unit 112A and the simplified imaging processing unit
112B of Fig. 3.

The imaging viewpoint position cost calculation unit 111 calculates the imaging
viewpoint position cost on the basis of the viewpoint position information, and
supplies, as the imaging processing instruction, the calculation result to the high-
precision imaging processing unit 112-1 to the simplified imaging processing unit
112-N.

For example, it is assumed that, among viewpoint images of six viewpoints,
viewpoint images of viewpoints 3 and 4 at the center correspond to the viewpoint
position of the user, and viewpoint images of viewpoints 1, 2, 5, and 6 are away from
the viewpoint position of the user. At this time, in the calculation of the imaging
viewpoint position cost, pixels allocated to the viewpoint images of viewpoints 3 and 4
are ranked as rank A, pixels allocated to the viewpoint images of viewpoints 2 and 5
are ranked as rank B, and pixels allocated to the viewpoint images of viewpoints 1 and
6 are ranked as rank C. Here, the viewpoint images of viewpoints 3 and 4 are at the
corresponding viewpoint positions, and the viewpoint images of viewpoints 1, 2, 5,
and 6 are at the peripheral viewpoint positions. However, the viewpoint images of
viewpoints 1 and 6 are at the peripheral viewpoint positions more distant from the cor-
responding viewpoint positions than the viewpoint images of viewpoints 2 and 5 (away
from the corresponding viewpoint positions).

The high-precision imaging processing unit 112-1 performs high-precision imaging
processing such as demosaic processing using a nonlinear filter on the imaging signal
corresponding to the pixels classified as rank A on the basis of the imaging processing
instruction. The simplified imaging processing unit 112-N performs simplified imaging
processing such as demosaic processing using bilinear interpolation on the imaging
signal corresponding to the pixels classified as rank C on the basis of the imaging
processing instruction.

The medium-precision imaging processing unit 112-1 (1 <1< N) performs medium-
precision imaging processing on the imaging signal corresponding to the pixels
classified as rank B on the basis of the imaging processing instruction. In the medium-
precision imaging processing, imaging processing is performed with a precision

between those of the high-precision imaging processing and the simplified imaging
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processing. For example, as stages whose number corresponds to the number of classes
of a nonlinear filter are provided, in the medium-precision imaging processing,
demosaic processing is performed with a precision lower than that in the high-
precision imaging processing as the demosaic processing using the nonlinear filter. Al-
ternatively, a DNN layer may have stages, or the number of taps of a filter for noise
reduction (NR) may be changed in stages.

Although not illustrated, one or more imaging processing units may be further
provided between the high-precision imaging processing unit 112-1 and the medium-
precision imaging processing unit 112-i, and imaging processing may be performed in
stages with a precision between those of the high-precision imaging processing and the
medium-precision imaging processing. Furthermore, one or more imaging processing
units may be further provided between the medium-precision imaging processing unit
112-1 and the simplified imaging processing unit 112-N, and imaging processing may
be performed in stages with a precision between those of the medium-precision
imaging processing and the simplified imaging processing.

That is, in the three-stage imaging processing including the high-precision imaging
processing, the medium-precision imaging processing, and the simplified imaging
processing, the ranking is performed with three ranks, rank A to rank C, but N-stage
imaging processing can be performed according to N ranks by performing the ranking
with N ranks.

In the configuration illustrated in Fig. 4, a high-bit-rate transmission processing unit
114-1 to a low-bit-rate transmission processing unit 114-N including N stages are
provided instead of the high-bit-rate transmission processing unit 114A and the low-
bit-rate transmission processing unit 114B of Fig. 3.

The transmission viewpoint position cost calculation unit 113 calculates the
transmission viewpoint position cost and supplies, as the transmission processing in-
struction, the calculation result to the high-bit-rate transmission processing unit 114-1
to the low-bit-rate transmission processing unit 114-N. Similarly to the calculation of
the imaging viewpoint position cost described above, in the calculation of the
transmission viewpoint position cost, the pixels allocated to the viewpoint images of
viewpoints 3 and 4 are ranked as rank A, the pixels allocated to the viewpoint images
of viewpoints 2 and 5 are ranked as rank B, and the pixels allocated to the viewpoint
images of viewpoints 1 and 6 are ranked as rank C.

The high-bit-rate transmission processing unit 114-1 performs high-bit-rate
transmission processing on the transmission signal corresponding to the pixels
classified as rank A on the basis of the transmission processing instruction. The low-
bit-rate transmission processing unit 114-N performs low-bit-rate transmission

processing on the transmission signal corresponding to the pixels classified as rank C
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on the basis of the transmission processing instruction.

The medium-bit-rate transmission processing unit 114-i performs medium-bit-rate
transmission processing on the transmission signal corresponding to the pixels
classified as rank B on the basis of the transmission processing instruction. In the
medium-bit-rate transmission processing, transmission processing of changing to a
transmission bit rate between those of the high-bit-rate transmission processing and the
low-bit-rate transmission processing is performed.

Although not illustrated, one or more transmission processing units may be further
provided between the high-bit-rate transmission processing unit 114-1 and the
medium-bit-rate transmission processing unit 114-i to perform transmission processing
of changing to a transmission bit rate between those the high-bit-rate transmission
processing and the medium-bit-rate transmission processing in stages. In addition, one
or more transmission processing units may be further provided between the medium-
bit-rate transmission processing unit 114-i and the low-bit-rate transmission processing
unit 114-N to perform transmission processing of changing to a transmission bit rate
between those of the medium-bit-rate transmission processing and the low-bit-rate
transmission processing.

That is, in the three-stage transmission processing including the high-bit-rate
transmission processing, the medium-bit-rate transmission processing, and the low-
bit-rate transmission processing, the ranking is performed with three ranks, rank A to
rank C, but N-stage transmission processing can be performed according to N ranks by
performing the ranking with N ranks.

In the configuration illustrated in Fig. 4, a high-precision display processing unit
116-1 to a simplified display processing unit 116-N including N stages are provided
instead of the high-precision display processing unit 116A and the simplified display
processing unit 116B of Fig. 3.

The display viewpoint position cost calculation unit 115 calculates the display
viewpoint position cost, and supplies, as the display processing instruction, the cal-
culation result to the high-precision display processing unit 116-1 to the simplified
display processing unit 116-N. Similarly to the calculation of the imaging viewpoint
position cost described above, in the calculation of the display viewpoint position cost,
the pixels allocated to the viewpoint images of viewpoints 3 and 4 are ranked as rank
A, the pixels allocated to the viewpoint images of viewpoints 2 and 5 are ranked as
rank B, and the pixels allocated to the viewpoint images of viewpoints 1 and 6 are
ranked as rank C.

The high-precision display processing unit 116-1 performs high-precision display
processing such as noise reduction processing using a nonlinear filter on the display

signal corresponding to the pixels classified as rank A on the basis of the display
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processing instruction. The simplified display processing unit 116-N performs
simplified display processing such as noise reduction processing using simple addition
on the display signal corresponding to the pixels classified as rank C on the basis of the
display processing instruction.

The medium-precision display processing unit 116-i performs medium-precision
display processing on the display signal corresponding to the pixels classified as rank
B on the basis of the display processing instruction. In the medium-precision display
processing, display processing is performed with a precision between those of the
high-precision display processing and the simplified display processing. For example,
as stages whose number corresponds to the number of classes of a nonlinear filter are
provided, in the medium-precision display processing, noise reduction processing is
performed with a precision lower than that in the high-precision display processing as
the noise reduction processing using the nonlinear filter. Alternatively, a DNN layer
may have stages, or the number of taps of a filter for noise reduction (NR) may be
changed in stages.

Although not illustrated, one or more display processing units may be further
provided between the high-precision display processing unit 116-1 and the medium-
precision display processing unit 116-1, and display processing may be performed in
stages with a precision between those of the high-precision display processing and the
medium-precision display processing. Furthermore, one or more display processing
units may be further provided between the medium-precision display processing unit
116-1 and the simplified display processing unit 116-N, and display processing may be
performed in stages with a precision between those of the medium-precision display
processing and the simplified display processing.

That is, in the three-stage display processing including the high-precision display
processing, the medium-precision display processing, and the simplified display
processing, the ranking is performed with three ranks, rank A to rank C, but N-stage
display processing can be performed according to N ranks by performing the ranking
with N ranks.

<Third Example of Functional Configuration>

Fig. 5 is a block diagram illustrating a third example of the functional configuration
of the stereoscopic display system of Fig. 1.

In the configuration illustrated in Fig. 5, instead of simplified processing, normal
processing is performed for the imaging processing, the transmission processing, and
the display processing to achieve further improvement in quality instead of simpli-
fication, unlike the configuration illustrated in Fig. 3. In the configuration illustrated in
Fig. 5, a normal imaging processing unit 112C, a normal-bit-rate transmission

processing unit 114C, and a normal display processing unit 116C are provided instead
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of the simplified imaging processing unit 112B, the low-bit-rate transmission
processing unit 114B, and the simplified display processing unit 116B of Fig. 3.

The imaging viewpoint position cost calculation unit 111 calculates the imaging
viewpoint position cost on the basis of the viewpoint position information, and
supplies, as the imaging processing instruction, the calculation result to the high-
precision imaging processing unit 112A and the normal imaging processing unit 112C.
For example, in the calculation of the imaging viewpoint position cost, pixels allocated
to viewpoint images of the corresponding viewpoint positions (for example, the
viewpoint images of viewpoints 2 and 3 in Fig. 2) are ranked as rank A, and pixels
allocated to viewpoint images of the peripheral viewpoint positions (for example, the
viewpoint images of viewpoints 1 and 4 in Fig. 2) are ranked as rank B.

The normal imaging processing unit 112C performs normal imaging processing on
the imaging signal corresponding to the pixels classified as rank B on the basis of the
imaging processing instruction from the imaging viewpoint position cost calculation
unit 111. The normal imaging processing is imaging processing performed with a
precision that is lower than that of the high-precision imaging processing and is higher
than that of the simplified imaging processing, and imaging processing such as
demosaic processing using a nonlinear filter is performed.

In this manner, the high-precision imaging processing performed by the high-
precision imaging processing unit 112A and the normal imaging processing performed
by the normal imaging processing unit 112C are switched according to the rank (rank
A and rank B) obtained by the calculation of the imaging viewpoint position cost.

The transmission viewpoint position cost calculation unit 113 calculates the
transmission viewpoint position cost on the basis of the viewpoint position in-
formation, and supplies, as the transmission processing instruction, the calculation
result to the high-bit-rate transmission processing unit 114 A and the normal-bit-rate
transmission processing unit 114C. Similarly to the calculation of the imaging
viewpoint position cost described above, in the calculation of the transmission
viewpoint position cost, the pixels allocated to the viewpoint images of the corre-
sponding viewpoint positions (for example, viewpoint images of viewpoints 2 and 3 in
Fig. 2) are ranked as rank A, and the pixels allocated to the viewpoint images of the
peripheral viewpoint positions (for example, the viewpoint images of viewpoints 1 and
4 in Fig. 2) are ranked as rank B.

The normal-bit-rate transmission processing unit 114C performs normal-bit-rate
transmission processing on the transmission signal corresponding to the pixels
classified as rank B on the basis of the transmission processing instruction from the
transmission viewpoint position cost calculation unit 113. The normal-bit-rate

transmission processing is transmission processing of changing to a bit rate lower than
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the high bit rate and higher than the low bit rate.

In this manner, the high-bit-rate transmission processing performed by the high-
bit-rate transmission processing unit 114 A and the normal-bit-rate transmission
processing performed by the normal-bit-rate transmission processing unit 114C are
switched according to the rank (rank A and rank B) obtained by the calculation of the
transmission viewpoint position cost.

The display viewpoint position cost calculation unit 115 calculates the display
viewpoint position cost on the basis of the viewpoint position information, and
supplies, as the display processing instruction, the calculation result to the high-
precision display processing unit 116A and the normal display processing unit 116C.
Similarly to the calculation of the imaging viewpoint position cost described above, in
the calculation of the transmission viewpoint position cost, the pixels allocated to the
viewpoint images of the corresponding viewpoint positions (for example, viewpoint
images of viewpoints 2 and 3 in Fig. 2) are ranked as rank A, and the pixels allocated
to the viewpoint images of the peripheral viewpoint positions (for example, the
viewpoint images of viewpoints 1 and 4 in Fig. 2) are ranked as rank B.

The normal display processing unit 116C performs normal display processing on the
display signal corresponding to the pixels classified as rank B on the basis of the
display processing instruction from the display viewpoint position cost calculation unit
115. The normal display processing is display processing performs with a precision
lower than that of the high-precision display processing and higher than that of the
simplified display processing, and display processing such as noise reduction
processing using a nonlinear filter is performed.

In this manner, the high-precision display processing performed by the high-
precision display processing unit 116A and the normal display processing performed
by the normal display processing unit 116C are switched according to the rank (rank A
and rank B) obtained by the calculation of the display viewpoint position cost.

As described above, it is also possible to change the processing by the imaging
system, the transmission system, and the display system not for the purpose of simpli-
fication but for achieving a high precision (high quality). In this case, the processing
cost increases as compared with a case of performing the above-described simplified
processing, but the quality of the presented stereoscopic image can be suitably
improved.

<Fourth Example of Functional Configuration>

Fig. 6 is a block diagram illustrating a fourth example of the functional configuration
of the stereoscopic display system of Fig. 1.

Unlike the configuration illustrated in Fig. 3, the configuration illustrated in Fig. 6 is

a configuration in which the calculation of the viewpoint position cost necessary for
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each of the imaging processing, the transmission processing, and the display
processing is collectively performed first, and the calculation of the viewpoint position
cost in the subsequent stage is omitted. In the configuration illustrated in Fig. 6, a
viewpoint position cost calculation unit 131 is provided instead of the imaging
viewpoint position cost calculation unit 111, the transmission viewpoint position cost
calculation unit 113, and the display viewpoint position cost calculation unit 115 of
Fig. 3.

The viewpoint position cost calculation unit 131 calculates a viewpoint position cost
on the basis of the viewpoint position information from the viewpoint position mea-
surement unit 51. The viewpoint position cost calculation unit 131 sequentially
supplies, as a processing instruction, a result of calculating the viewpoint position cost
to a processing unit in the subsequent stage. For example, in the calculation of the
viewpoint position cost, pixels allocated to the viewpoint images of the corresponding
viewpoint positions (for example, the viewpoint images of viewpoints 2 and 3 in Fig.
2) are ranked as rank A, and pixels allocated to the viewpoint images of the peripheral
viewpoint positions (for example, viewpoint images of viewpoints 1 and 4 in Fig. 2)
are ranked as rank B.

In the high-precision imaging processing unit 112A and the simplified imaging
processing unit 112B, imaging processing is performed on the basis of the processing
instruction from the viewpoint position cost calculation unit 131. In the high-bit-rate
transmission processing unit 114A and the low-bit-rate transmission processing unit
114B, transmission processing is performed on the basis of the processing instruction
from the viewpoint position cost calculation unit 131. In the high-precision display
processing unit 116A and the simplified display processing unit 116B, display
processing is performed on the basis of the processing instruction from the viewpoint
position cost calculation unit 131.

<Fifth Example of Functional Configuration>

Fig. 7 is a block diagram illustrating a fifth example of the functional configuration
of the stereoscopic display system of Fig. 1.

The configuration illustrated in Fig. 7 is a configuration considering vergence-
accommodation conflict (VAC) unlike the configuration illustrated in Fig. 3. In pre-
sentation of a stereoscopic image, it is known that there is VAC which is a conflict
between accommodation for the user's eye and vergence, and there is a risk of
imposing a burden on the user due to eyestrain, sickness, or the like. In the con-
figuration illustrated in Fig. 7, processing on a signal corresponding to a pixel is
adjusted in a case where the stereoscopic image viewed by the user is inside a VAC
region where the vergence-accommodation conflict occurs and in a case where the

stereoscopic image is outside the VAC region.
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In the configuration illustrated in Fig. 7, a parallax calculation unit 151, an imaging
VAC cost calculation unit 152, a transmission VAC cost calculation unit 153, and a
display VAC cost calculation unit 154 are provided instead of the imaging viewpoint
position cost calculation unit 111, the transmission viewpoint position cost calculation
unit 113, and the display viewpoint position cost calculation unit 115 of Fig. 3.

The parallax calculation unit 151 calculates a parallax amount on the basis of the
imaging signal from the imaging apparatus 11, and supplies the parallax amount to the
imaging VAC cost calculation unit 152. As a method of calculating the parallax
amount, for example, the parallax amount between images can be obtained by
performing image processing such as block matching using a G channel of the image
captured by the imaging apparatus 11. The G channel is a channel corresponding to an
image signal obtained from light transmitted through a filter corresponding to a green
wavelength region.

The imaging VAC cost calculation unit 152 calculates an imaging VAC cost on the
basis of the viewpoint position information and viewing distance information from the
viewpoint position measurement unit 51 and the parallax amount from the parallax cal-
culation unit 151, and supplies, as the imaging processing instruction, the calculation
result to the high-precision imaging processing unit 112A and the simplified imaging
processing unit 112B. Here, the viewpoint position measurement unit 51 measures a
viewing distance from the stereoscopic display 15 and outputs the viewing distance to
the imaging VAC cost calculation unit 152 in order to obtain the VAC region.

For example, in the calculation of the imaging VAC cost, the VAC region is obtained
according to the parallax amount and the viewing distance, and ranking is performed in
such a way that, among stereoscopic images presented at the viewpoint position of the
user, pixels allocated to a stereoscopic image outside the VAC region are classified as
rank A, and pixels allocated to a stereoscopic image inside the VAC region are
classified as rank B.

The high-precision imaging processing unit 112A performs high-precision imaging
processing on the imaging signal corresponding to the pixels classified as rank A on
the basis of the imaging processing instruction from the imaging VAC cost calculation
unit 152. The pixels corresponding to the viewpoint image outside the VAC region
among the viewpoint images of the corresponding viewpoint positions are classified as
rank A.

The simplified imaging processing unit 112B performs simplified imaging
processing on the imaging signal corresponding to the pixels classified as rank B on
the basis of the imaging processing instruction from the imaging VAC cost calculation
unit 152. The pixels corresponding to the viewpoint image inside the VAC region

among the viewpoint images of the corresponding viewpoint positions are classified as
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rank B. Furthermore, the pixels allocated to the viewpoint image of the peripheral
viewpoint position are classified as rank B.

In this manner, as switching between the high-precision imaging processing and the
simplified imaging processing is performed according to the rank (rank A and rank B)
obtained according to the VAC region, the processing load of the imaging processing
on the signal related to the stereoscopic image inside the VAC region that may impose
a burden on the user becomes lower than that of the imaging processing on the signal
related to the stereoscopic image outside the VAC region.

Similarly to the imaging VAC cost calculation unit 152, the transmission VAC cost
calculation unit 153 and the display VAC cost calculation unit 154 calculate the VAC
cost on the basis of the viewpoint position information, the viewing distance in-
formation, and the parallax amount. A description thereof will be omitted to avoid
redundant explanation. The low-bit-rate transmission processing unit 114B performs
low-bit-rate transmission processing on the transmission signal corresponding to the
pixels classified as rank B on the basis of the transmission processing instruction from
the transmission VAC cost calculation unit 153. The simplified display processing unit
116B performs simplified display processing on the display signals corresponding to
the pixels classified as rank B.

<Sixth Example of Functional Configuration>

Fig. 8 is a block diagram illustrating a sixth example of the functional configuration
of the stereoscopic display system of Fig. 1.

Unlike the configuration illustrated in Fig. 3, in the configuration illustrated in Fig. 8§,
the preference of the user is reflected in calculating the viewpoint position cost. Unlike
the configuration illustrated in Fig. 3, in the configuration illustrated in Fig. 8, a UI
unit 171 is further provided.

The Ul unit 171 is a user interface (UI) that receives the preference of the user. The
UI unit 171 receives a preference of a user V1 in accordance with an operation by the
user V1. The UI unit 171 supplies received preference information regarding the
preference of the user V1 to the imaging viewpoint position cost calculation unit 111,
the transmission viewpoint position cost calculation unit 113, and the display
viewpoint position cost calculation unit 115.

Fig. 9 is a diagram illustrating an example of the UI that receives the preference of
the user V1. In Fig. 9, the UI unit 171 includes an image quality adjustment unit 221
and a performance adjustment unit 222. In the image quality adjustment unit 221, the
user V1 moves a slider left and right to adjust the image quality of the stereoscopic
image to a desired image quality. In the performance adjustment unit 222, the user V1
moves a slider left and right to adjust a presentation state of the stereoscopic image to a

desired presentation state. In this manner, the user V1 evaluates the stereoscopic image
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viewed by the user V1 and inputs the evaluation result via the UI unit 171, so that the
user V1 can reflect his/her preference.

Returning to Fig. 8, the imaging viewpoint position cost calculation unit 111
calculates the imaging viewpoint position cost on the basis of the viewpoint position
information from the viewpoint position measurement unit 51 and the preference in-
formation from the UT unit 171. For example, in the calculation of the imaging
viewpoint position cost, the preference information is reflected by weighting a function
for performing ranking or the like. The imaging processing instruction reflecting the
preference information is supplied to the high-precision imaging processing unit 112A
and the simplified imaging processing unit 112B.

Similarly to the imaging viewpoint position cost calculation unit 111, the
transmission viewpoint position cost calculation unit 113 and the display viewpoint
position cost calculation unit 115 calculate the viewpoint position cost on the basis of
the viewpoint position information and the preference information. A description
thereof will be omitted to avoid redundant explanation.

Note that the UI unit 171 may be displayed on a display as a graphical user interface
(GUI) or may be provided as an operation unit (a physical button or the like). Alter-
natively, the preference information may be acquired according to a speech input from
the user. In the UI unit 171, a Ul for adjustment of other parameters in addition to the
adjustment of the image quality and the performance may be presented.

<Processing Flow>

Next, a flow of processing performed by the stereoscopic display system 1 of Fig. 3
will be described with reference to a flowchart of Fig. 10.

In Step S11, the imaging viewpoint position cost calculation unit 111 calculates the
imaging viewpoint position cost on the basis of the viewpoint position information. In
a case where the simplification is not performed (S12: No), the high-precision imaging
processing unit 112A performs high-precision imaging processing (S13). On the other
hand, in a case where the simplification is performed (S12: Yes), the simplified
imaging processing unit 112B performs simplified imaging processing (S14).

In Step S15, the transmission viewpoint position cost calculation unit 113 calculates
the transmission viewpoint position cost on the basis of the viewpoint position in-
formation. In a case of increasing the bit rate (S16: No), the high-bit-rate transmission
processing unit 114 A performs high-bit-rate transmission processing (S17). On the
other hand, in a case of decreasing the bit rate (S16: Yes), the low-bit-rate transmission
processing unit 114B performs low-bit-rate transmission processing (S18).

In Step S19, the display viewpoint position cost calculation unit 115 calculates the
display viewpoint position cost on the basis of the viewpoint position information. In a

case where the simplification is not performed (S20: No), the high-precision display
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processing unit 116A performs high-precision display processing (S21). On the other
hand, in a case where the simplification is performed (S20: Yes), the simplified display
processing unit 116B performs simplified display processing (S22).

In Step S23, the viewpoint position measurement unit 51 measures the viewpoint
position of the user. The viewpoint position information is output to the imaging
viewpoint position cost calculation unit 111, the transmission viewpoint position cost
calculation unit 113, and the display viewpoint position cost calculation unit 115, and
is used for calculating each viewpoint position cost.

As described above, in the stereoscopic display system 1, the image processing
apparatus 12, the transmission apparatus 13, and the display apparatus 14 include the
processing units (the imaging processing units 21A and 21B, the transmission
processing units 32A and 32B, and the display processing units 42A and 42B) that
adjust the processing loads of the processings (the imaging processing, the
transmission processing, and the display processing) related to the stereoscopic image
according to the viewpoint position of the user. As described above, the processing
load of the processing related to the stereoscopic image is adjusted according to the
viewpoint position of the user, so that system optimization (efficiency improvement)
can be implemented.

Meanwhile, in a case where the imaging system, the transmission system, and the
display system are considered in the naked-eye stereoscopic display system, the
amount of data of a handled image increases as compared with a 2D display system.
Therefore, in a case where processing necessary for the imaging system, the
transmission system, and the display system are simply performed, there is a pos-
sibility that a processing speed is decreased, an HW size is increased, and image
quality is deteriorated due to an increase in image compression amount at the time of
transmission. Even in the naked-eye stereoscopic display system, there is a need to
maintain the HW size, the processing cost, and the image quality after compression,
which is similar to the 2D display system.

For example, there is a method of suppressing the amount of image data to the same
amount as that of the 2D display by setting a vertical resolution of each of captured
images of two eyes (the image for the left eye and the image for the right eye) to 1/2 in
response to such a need. However, in a case of using this method, a deterioration in
image quality due to setting the resolution to 1/2 is caused. In addition, the existing
method includes a method of suppressing the amount of data by cutting out a partial
angle of view in an image and performing processing only in the range. In this case,
however, there is a possibility that the image is difficult to be sufficiently cut out
depending on the image. As a result, the processing cost is difficult to be reduced, and

image quality may deteriorate or artifacts may occur in a case where the processing
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cost is reduced.

Therefore, in the present disclosure, the processing in the imaging system, the
transmission system, and the display system is changed using the characteristics of the
naked-eye stereoscopic display, thereby making the processing efficient without dete-
riorating the image quality. The processing cost can be reduced by detecting a portion
where an influence of the characteristics of the naked-eye stereoscopic display on the
image quality is little or a portion that does not need to be thoroughly reproduced, and
giving the F/B to the imaging system, the transmission system, and the display system,
or conversely, a high-quality stereoscopic image can be presented by performing high-
precision processing on a portion important for the image quality.

Specifically, a three-dimensional viewpoint position of the user in the real space is
acquired by performing measurement with, for example, a camera installed on a naked-
eye stereoscopic display, and signal processing performed at the time of imaging, a bit
rate of image compression, and display signal processing are changed according to the
acquired viewpoint position, thereby improving the efficiency of the processing. Fur-
thermore, the processing by the imaging system, the transmission system, and the
display system changed in the present disclosure is not limited only to the purpose of
reducing the processing cost, and can also be used, for example, for the purpose of
obtaining a high-quality image by improving a precision in processing for a portion
detected to be important for image quality due to characteristics of the naked-eye
stereoscopic display. While the F/B described above is automatically calculated from
the system by appropriate detection processing, it is also possible to take into account a
subjective influence (preference) or the user.

<Modified Example>

<Other Configuration Examples>

Fig. 11 is a block diagram illustrating an example of another configuration according
to an embodiment of a stereoscopic display system to which the present disclosure is
applied.

In Fig. 11, a stereoscopic display system 1A includes an imaging apparatus 11A, a
transmission apparatus 13, a display apparatus 14, a stereoscopic display 15, and a
measurement apparatus 16. The imaging apparatus 11A has the functions of the
imaging apparatus 11 and the image processing apparatus 12 of Fig. 1. That is, the
imaging apparatus 11A includes the imaging viewpoint position cost calculation unit
111, the high-precision imaging processing unit 112A, and the simplified imaging
processing unit 112B of Fig. 3.

As described above, in each of the imaging system, the transmission system, and the
display system, the viewpoint position cost calculation unit and the processing unit in

the subsequent stage may be provided in the same apparatus or may be provided in
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different apparatuses, and a configuration corresponding to a variation thereof can be
adopted. The image processing apparatus 12 or the imaging apparatus 11A and the
transmission apparatus 13 may be configured by the same apparatus. Further, as
surrounded by a broken line in the drawing, the stereoscopic display 15 and the mea-
surement apparatus 16 may be configured by the same apparatus or may be configured
by different apparatuses. Alternatively, the display apparatus 14 and the stereoscopic
display 15 may be integrated and configured by the same apparatus.

Fig. 12 is a block diagram illustrating an example of another configuration according
to an embodiment of a stereoscopic display system to which the present disclosure is
applied.

In Fig. 12, a stereoscopic display system 1B includes a transmission apparatus 13, a
display apparatus 14, a stereoscopic display 15, and a measurement apparatus 16. The
configuration illustrated in Fig. 12 is different from the configuration illustrated in Fig.
1 in that the imaging apparatus 11 and the image processing apparatus 12 are not
provided. That is, while Fig. 1 illustrates the configuration in which an image captured
by the imaging apparatus 11 is live-distributed, Fig. 12 illustrates the configuration in
which an image recorded in a storage apparatus is input to the transmission apparatus
13, and similar processing can also be performed on the recorded image in the
transmission system and the display system.

Note that, in the stereoscopic display system 1 of Fig. 1, the imaging apparatus 11,
the image processing apparatus 12, and the transmission apparatus 13 are installed on a
distribution side, the display apparatus 14, the stereoscopic display 15, and the mea-
surement apparatus 16 are installed on a terminal side, and an apparatus on the dis-
tribution side and an apparatus on the terminal side communicate with each other via a
transmission path, so that various data can be exchanged. Examples of the transmission
path include a communication path such as a communication line such as the Internet,
an intranet, or a mobile communication network.

In the stereoscopic display system 1 of Fig. 1, the image processing apparatus 12, the
transmission apparatus 13, and the display apparatus 14 are an example of the image
processing apparatus to which the present disclosure is applied. In addition, a system
including these apparatuses may be regarded as an image processing system. The
system refers to a logical assembly of a plurality of apparatuses.

<Example of Another Method of Stereoscopic Vision>

In the above description, the parallax barrier method and the lenticular lens method
have been described as the methods for implementing the naked-eye stereoscopic
vision. However, the present disclosure is not limited to these methods, and other
methods may be used. Furthermore, the stereoscopic display 15 may be implemented

by a naked-eye stereoscopic display using a stacked display panel, a tracking-type
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naked-eye stereoscopic display, or the like.

<Configuration of Computer>

The series of processing described above can be performed by hardware or can be
performed by software. In a case where the series of processing is performed by
software, a program constituting the software is installed in a computer. Fig. 13 is a
block diagram illustrating an example of a configuration of hardware of a computer
performing the series of processing described above by using a program.

In a computer, a central processing unit (CPU) 1001, a read only memory (ROM)
1002, and a random access memory (RAM) 1003 are connected to one another by a
bus 1004. Moreover, an input/output interface 1005 is connected to the bus 1004. An
input unit 1006, an output unit 1007, a storage unit 1008, a communication unit 1009,
and a drive 1010 are connected to the input/output interface 1005.

The input unit 1006 includes a keyboard, a mouse, a microphone, and the like. The
output unit 1007 includes a display, a speaker, and the like. The storage unit 1008
includes a hard disk, a nonvolatile memory, and the like. The communication unit 1009
includes a network interface and the like. The drive 1010 drives a removable recording
medium 1011 such as a semiconductor memory, a magnetic disk, an optical disk, or a
magneto-optical disk.

In the computer configured as described above, the CPU 1001 loads a program
recorded in the ROM 1002 or the storage unit 1008 to the RAM 1003 through the
input/output interface 1005 and the bus 1004, and executes the program, such that the
series of pieces of processing described above is performed.

The program executed by the computer (CPU 1001) can be provided by being
recorded in the removable recording medium 1011 as a package medium or the like,
for example. Furthermore, the program can be provided via a wired or wireless
transmission medium such as a local area network, the Internet, or digital satellite
broadcasting.

In the computer, the program can be installed in the storage unit 1008 via the input/
output interface 1005 by mounting the removable recording medium 1011 on the drive
1010. Furthermore, the program can be received by the communication unit 1009 via a
wired or wireless transmission medium and installed in the storage unit 1008. In
addition, the program can be installed in the ROM 1002 or the storage unit 1008 in
advance.

Here, in the present specification, the processing performed by the computer
according to the program is not necessarily performed in time series in the order
described as the flowchart. That is, the processing performed by the computer
according to the program also includes processing performed in parallel or individually

(for example, parallel processing or object-based processing). Furthermore, the
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program may be processed by one computer (processor) or may be processed in a dis-
tributed manner by a plurality of computers.

Note that the embodiment of the present disclosure is not limited to those described
above, and may be variously changed without departing from the gist of the present
disclosure. Furthermore, the effects described in the present specification are merely il-
lustrative and not limitative, and the present disclosure may have other effects.

Furthermore, the present disclosure can also have the following configuration.

ey

An image processing apparatus including:

a processing unit that performs processing in such a way that a processing load for a
second signal related to a second stereoscopic image presented at a second viewpoint
position away from a first viewpoint position is lower than a processing load for a first
signal related to a first stereoscopic image presented at the first viewpoint position cor-
responding to a position of a user viewing a stereoscopic image in a real space, among
a plurality of viewpoint positions which are relative positions with respect to a
stereoscopic display configured to present a plurality of images as the stereoscopic
image.

03

The image processing apparatus according to (1), in which

the processing unit performs second processing on the second signal, the second
processing being simplified processing as compared with first processing for the first
signal.

3)

The image processing apparatus according to (2), in which

the processing unit simplifies the second processing in stages on the basis of the first
viewpoint position.

“)

The image processing apparatus according to (3), in which

the processing unit further simplifies the second processing as a distance of the
presented second stereoscopic image from the first viewpoint position increases.

&)

The image processing apparatus according to any one of (1) to (4), in which

first processing for the first signal and second processing for the second signal
include at least one of imaging processing, transmission processing, or display
processing, the imaging processing being processing related to imaging, the
transmission processing being processing related to transmission, and the display

processing being processing related to display.

(6)
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The image processing apparatus according to (5), in which

the processing unit performs simplified imaging processing on the second signal.

(7N

The image processing apparatus according to (6), in which

the imaging processing includes at least one of signal processings including demosaic
processing, noise reduction processing, and super-resolution processing, and

the processing unit performs, on the second signal, signal processing whose processing
amount is smaller than that of signal processing for the first signal.

(8)

The image processing apparatus according to (5), in which

the processing unit performs, on the second signal, transmission processing whose
transmission bit rate is lower than that of transmission processing for the first signal.
€))

The image processing apparatus according to (5), in which

the processing unit performs simplified display processing on the second signal.

(10)

The image processing apparatus according to (9), in which

the display processing includes at least one of signal processings including noise
reduction processing, scaler processing, and super-resolution processing, and

the processing unit performs, on the second signal, signal processing whose processing
amount is smaller than that of signal processing for the first signal.

(11)

The image processing apparatus according to (1), in which

the processing unit performs, on the first signal, first processing with a precision higher
than that of second processing for the second signal.

(12)

The image processing apparatus according to (1), in which

the processing unit performs third processing in which the processing load for the first
signal in a case where the first stereoscopic image is present inside a VAC region
where vergence-accommodation conflict occurs is lower than that in a case where the
first stereoscopic image is present outside the VAC region.

(13)

The image processing apparatus according to any one of (1) to (4), in which

the stereoscopic display is a non-wearable display configured to present the
stereoscopic image without using dedicated eyewear.

(14)

An image processing method executed by an image processing apparatus, the image

processing method including:
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performing processing in such a way that a processing load for a second signal related
to a second stereoscopic image presented at a second viewpoint position away from a
first viewpoint position is lower than a processing load for a first signal related to a
first stereoscopic image presented at the first viewpoint position corresponding to a
position of a user viewing a stereoscopic image in a real space, among a plurality of
viewpoint positions which are relative positions with respect to a stereoscopic display
configured to present a plurality of images as the stereoscopic image.

(15)

A recording medium having a program recorded therein, the program causing a
computer to function as an image processing apparatus including:

a processing unit that performs processing in such a way that a processing load for a
second signal related to a second stereoscopic image presented at a second viewpoint
position away from a first viewpoint position is lower than a processing load for a first
signal related to a first stereoscopic image presented at the first viewpoint position cor-
responding to a position of a user viewing a stereoscopic image in a real space, among
a plurality of viewpoint positions which are relative positions with respect to a
stereoscopic display configured to present a plurality of images as the stereoscopic
image.

(1A)

An image processing apparatus including:

a processing unit that performs processing including

first processing a first signal related to a first stereoscopic image at a first viewpoint
position corresponding to a position of a user viewing a stereoscopic image in a real
space, the first processing having a first processing load; and second processing a
second signal related to a second stereoscopic image at a second viewpoint positioned
away from the first viewpoint position, the second processing having a second load
that is lower than the first processing load.

(13A)

The imaging processing apparatus according to any one of (1) to (12) or (1A), further
including an imaging device configured to measure the plurality of viewpoint
positions; and

a non-wearable display configured to present the stereoscopic image without using
dedicated eyewear that serves as the stereoscope display,

wherein the imaging device is further configured to output viewpoint position in-
formation which is information of the plurality of viewpoint positions to the processing
unit, and

wherein the first processing for the first signal and the second processing for the

second signal each include at least one of imaging processing, transmission processing,
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or display processing, wherein the imaging processing is related to imaging, the
transmission processing is related to transmission, and the display processing is related
to display.

(14A)

An image processing method executed by an image processing apparatus, the image
processing method including:

first processing a first signal related to a first stereoscopic image at a first viewpoint
position corresponding to a position of a user viewing a stereoscopic image in a real
space, the first processing having a first processing load; and second processing a
second signal related to a second stereoscopic image at a second viewpoint position
away from the first viewpoint position, the second processing having a second
processing load that is lower than the first processing load.

(15A)

A recording medium having a program recorded therein, the program causing a
computer to function as an image processing apparatus including:

first processing a first signal related to a first stereoscopic image at a first viewpoint
position corresponding to a position of a user viewing a stereoscopic image in a real
space, the first processing having a first processing load; and second processing a
second signal related to a second stereoscopic image at a second viewpoint position
away from the first viewpoint position, the second processing having a second

processing load that is lower than the first processing load.
[0150] It should be understood by those skilled in the art that various modifications, com-

binations, sub-combinations and alterations may occur depending on design re-
quirements and other factors insofar as they are within the scope of the appended

claims or the equivalents thereof.

Reference Signs List
[0151] 1, 1A, 1B Stereoscopic display system

11, 11A Imaging apparatus
12 Image processing apparatus
13 Transmission apparatus
14 Display apparatus
15 Stereoscopic display
16 Measurement apparatus
21A, 21B Imaging processing unit
31 Transmission control unit
32A, 32B Transmission processing unit

41 Display control unit
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42A, 42B Display processing unit

51 Viewpoint position measurement unit

111 Imaging viewpoint position cost calculation unit
112A, 112-1 High-precision imaging processing unit
112B, 112-N Simplified imaging processing unit

112-1 Medium-precision imaging processing unit

112C Normal imaging processing unit

113 Transmission viewpoint position cost calculation unit
114A, 114-1 High-bit-rate transmission processing unit
114B, 114-N Low-bit-rate transmission processing unit
114-1 Medium-bit-rate transmission processing unit
114C Normal-bit-rate transmission processing unit

115 Display viewpoint position cost calculation unit
116A, 116-1 High-precision display processing unit
116B, 116-N Simplified display processing unit

116-1 Medium-precision display processing unit

116C Normal display processing unit

131 Viewpoint position cost calculation unit

151 Parallax calculation unit

152 Imaging VAC cost calculation unit

153 Transmission VAC cost calculation unit

154 Display VAC cost calculation unit

171 UI unit

1001 CPU
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[Claim 7]

33
PCT/JP2023/021694

Claims
An image processing apparatus comprising:
a processing unit configured to perform processing including
first processing for a first signal related to a first stereoscopic image at
a first viewpoint position corresponding to a position of a user viewing
a stereoscopic image in a real space, among a plurality of viewpoints
with respect to a stereoscopic display configured to present a plurality
of images as the stereoscopic image, the first processing having a first
processing load; and
second processing for a second signal related to a second stereoscopic
image at a second viewpoint position away from the first viewpoint
position, the second processing having a second load that is lower than
the first processing load.
The image processing apparatus according to claim 1, wherein
the second processing is simplified as compared with the first
processing.
The image processing apparatus according to claim 2, wherein
the processing unit is configured to simplify the second processing in
stages on a basis of the first viewpoint position.
The image processing apparatus according to claim 3, wherein
the processing unit is further configured to simplify the second
processing as a distance of the second viewpoint position from the first
viewpoint position increases.
The image processing apparatus according to claim 1, wherein
the first processing for the first signal and the second processing for the
second signal include at least one of imaging processing, transmission
processing, or display processing, the imaging processing being
processing related to imaging, the transmission processing being
processing related to transmission, and the display processing being
processing related to display.
The image processing apparatus according to claim 5, wherein
the processing unit is configured to perform simplified imaging
processing on the second signal.
The image processing apparatus according to claim 6, wherein
the imaging processing includes at least one of signal processings
including demosaic processing, noise reduction processing, and super-

resolution processing, and
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[Claim 9]

[Claim 10]

[Claim 11]

[Claim 12]

[Claim 13]

[Claim 14]
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the processing unit is configured to perform, on the second signal,
signal processing whose processing amount is smaller than that of
signal processing for the first signal.

The image processing apparatus according to claim 5, wherein

the processing unit is configured to perform, on the second signal,
transmission processing whose transmission bit rate is lower than that
of transmission processing for the first signal.

The image processing apparatus according to claim 5, wherein

the processing unit is configured to perform simplified display
processing on the second signal.

The image processing apparatus according to claim 9, wherein

the display processing includes at least one of signal processings
including noise reduction processing, scaler processing, and super-
resolution processing, and

the processing unit is configured to perform, on the second signal,
signal processing whose processing amount is smaller than that of
signal processing for the first signal.

The image processing apparatus according to claim 1, wherein

the processing unit is configured to perform, on the first signal, first
processing with a precision higher than that of second processing for
the second signal.

The image processing apparatus according to claim 1, wherein

the processing unit is configured to perform third processing in which a
processing load for the first signal in a case where the first stereoscopic
image is present inside a vergence-accommodation conflict (VAC)
region where vergence-accommodation conflict occurs is lower than
that in a case where the first stereoscopic image is present outside the
VAC region.

The image processing apparatus according to claim 1, wherein

the stereoscopic display is a non-wearable display configured to present
the stereoscopic image without using dedicated eyewear.

The image processing apparatus according to claim 13, wherein the
image processing apparatus further comprises:

an imaging device configured to measure the plurality of viewpoint
positions; and

the non-wearable display,

wherein the imaging device is further configured to output viewpoint

position information which is information of the plurality of viewpoint
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[Claim 17]
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positions to the processing unit, and

wherein the first processing for the first signal and the second
processing for the second signal each include at least one of imaging
processing, transmission processing, or display processing, wherein the
imaging processing is related to imaging, the transmission processing
related to transmission, and the display processing is related to display.
An image processing method executed by an image processing
apparatus, the image processing method comprising:

first processing a first signal related to a first stereoscopic image at a
first viewpoint position corresponding to a position of a user viewing a
stereoscopic image in a real space, among a plurality of viewpoints
with respect to a stereoscopic display configured to present a plurality
of images as the stereoscopic image, the first processing having a first
processing load; and

second processing a second signal related to a second stereoscopic
image at a second viewpoint position away from the first viewpoint
position, the second processing having a second processing load that is
lower than the first processing load.

The image processing method according to claim 15, wherein the
image processing method further comprises:

displaying the stereoscopic image on a non-wearable stereoscopic
display configured to present the stereoscopic image without using
dedicated eyewear.

The image processing method according to claim 16, wherein the
image processing method further comprises:

measuring the plurality of viewpoint positions relative to the non-
wearable stereoscopic display; and

wherein the first processing for the first signal and the second
processing for the second signal each include at least one of imaging
processing, transmission processing, or display processing, wherein the
imaging processing is related to imaging, the transmission processing is
related to transmission, and the display processing is related to display.
A recording medium having a program recorded therein, the program
causing a computer to function as an image processing apparatus
including:

first processing for a first signal related to a first stereoscopic image at
a first viewpoint position corresponding to a position of a user viewing

a stereoscopic image in a real space, among a plurality of viewpoints
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with respect to a stereoscopic display configured to present a plurality
of images as the stereoscopic image, the first processing having a first
processing load; and

second processing for a second signal related to a second stereoscopic
image at a second viewpoint position away from the first viewpoint
position, the second processing having a second processing load that is
lower than the first processing load.

The recording medium according to claim 18, wherein the program
causing the computer to function as the image processing apparatus
further comprises:

displaying of the stereoscopic image on a non-wearable stereoscopic
display configured to present the stereoscopic image without using
dedicated eyewear.

The recording medium according to claim 19, wherein the program
causing the computer to function as the image processing apparatus
including further comprises:

measuring of the plurality of viewpoint positions relative to the non-
wearable stereoscopic display; and

wherein the first processing for the first signal and the second
processing for the second signal each include at least one of imaging
processing, transmission processing, or display processing, wherein the
imaging processing is related to imaging, the transmission processing is

related to transmission, and the display processing is related to display.
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[Fig. 2]
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[Fig. 3]
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