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SYSTEMS AND METHODS FOR DATA
DRIVEN DOCUMENT CREATION AND
MODIFICATION

REFERENCE TO RELATED APPLICATION

[0001] This application is a continuation of U.S. Provi-
sional Patent Application No. 62/482,526, filed on Apr. 6,
2017, the contents of which are expressly incorporated
herein by reference in their entireties.

BACKGROUND

[0002] Scientific research and study can result in the
generation of many data sets over many intervals of time.
Researchers must process the relevant data and generate
descriptive narratives, documents, or reports about specific
events and outcomes for individuals or subjects participating
in the research or studies. These narratives, documents, or
reports can also often include in-text tables and summary
text or other specifically-formatted content that requires
close attention when creating or updating. Additionally,
regulations or other administrative policies can require that
narratives be produced in particular formats and contain
particular information. Because of the vast amount of data
generated during a research study, preparing narratives for
the various subjects can be an extremely tedious, time
consuming, and error prone task. Moreover, as the source
data is updated, the existing documents must be reprocessed
to reflect the new information. Current manual systems and
methods for reprocessing such documents typically involve
a complete redo of the document generation. There exists a
need to efficiently and effectively automate document gen-
eration, including narrative and report generation, in a
manner that not only allows for accuracy in the creation of
the documents, but that also provides an efficient way to
quickly generate documents that satisfy the requirements
associated with modern scientific research, which often
include strict requirements on data storage, transformation,
reproducibility, and presentation of information. Moreover,
there exists a need to effectively and efficiently update those
documents.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] Reference will now be made to the accompanying
drawings showing example embodiments of this disclosure.
In the drawings:

[0004] FIG. 1 is a block diagram of an exemplary com-
puting device, consistent with embodiments of the present
disclosure.

[0005] FIG. 2 is a block diagram of an exemplary system,
consistent with embodiments of the present disclosure.
[0006] FIG. 3 is a diagram of an exemplary user interface,
consistent with embodiments of the present disclosure.
[0007] FIGS. 4A-4C are diagrams of exemplary user inter-
faces, consistent with embodiments of the present disclo-
sure.

[0008] FIG. 5 is a diagram of an exemplary user interface,
consistent with embodiments of the present disclosure.
[0009] FIG. 6A is a diagram of an exemplary user inter-
face, consistent with embodiments of the present disclosure.
[0010] FIG. 6B is a diagram of an exemplary user inter-
face, consistent with embodiments of the present disclosure.
[0011] FIG. 7 is a diagram of an exemplary user interface,
consistent with embodiments of the present disclosure.
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[0012] FIG. 8 is a diagram of an exemplary user interface,
consistent with embodiments of the present disclosure.
[0013] FIG. 9 is a diagram of an exemplary user interface,
consistent with embodiments of the present disclosure.
[0014] FIG. 10 is a diagram of an exemplary user inter-
face, consistent with embodiments of the present disclosure.
[0015] FIG. 11 is a diagram of an exemplary user inter-
face, consistent with embodiments of the present disclosure.
[0016] FIG. 12 is a diagram of an exemplary user inter-
face, consistent with embodiments of the present disclosure.
[0017] FIG. 13 is an exemplary narrative, consistent with
embodiments of the present disclosure.

[0018] FIG. 14 is an exemplary narrative, consistent with
embodiments of the present disclosure.

[0019] FIG. 15 is a flowchart of an exemplary method for
data driven document creation and modification, consistent
with embodiments of the present disclosure.

DETAILED DESCRIPTION

[0020] Reference will now be made in detail to the exem-
plary embodiments implemented according to the present
disclosure, the examples of which are illustrated in the
accompanying drawings. Wherever possible, the same ref-
erence numbers will be used throughout the drawings to
refer to the same or like parts.

[0021] Embodiments consistent with the present disclo-
sure provide systems and methods for data driven document
creation and modification. The disclosed technologies pro-
vide a mechanism to efficiently and accurately generate
documents such as narratives or reports associated with
scientific research. Systems and methods consistent with the
present disclosure can automate the task of creating scien-
tific narratives. Previous methods relied on tedious creation
of individual narratives that resulted in error prone and time
consuming results. Automated systems consistent with
embodiments of the present disclosure allow for both con-
sistency and accuracy in produced narratives by allowing for
configuration of the individuals and types of information for
which narratives are needed and using data driven analysis
and processing to automatically generate those narratives.
Moreover, the disclosed technologies provide systems and
methods for using previously generated narratives that can
contain researcher comments and annotations as a basis for
generating a new narrative. The newly generated narratives
can show differences between past narratives and retain
manually created comments or annotations. Because sys-
tems and methods consistent with the present disclosure can
update previously generated narratives, researchers can
begin generating narratives before all of the data is collected
or available. This provides a significant advantage in that
researchers can begin the process of generating narratives
much earlier in a research cycle. This can further allow
researchers to identify potential problems or preliminary
results much earlier. As new data is gathered, the disclosed
systems and methods can incorporate that new data into
updated narratives. The efficiency gains of the present
disclosure can provide significant advantages over the pre-
vious techniques of document and narrative generation and
greatly reduce the time needed to compile regulatory appli-
cations that can depend on those documents and narratives.
Although the generation of narratives are described through-
out the present disclosure, the use of this term is not intended
to be limiting. Embodiments consistent with the present
disclosure can be used to generate various types of output or
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reports based on an analysis of scientific data. The specific
type of output can be dependent on the particular domain in
which embodiments consistent with the present disclosure
are being used.

[0022] FIG. 1 is a block diagram of an exemplary com-
puting device 100, consistent with embodiments of the
present disclosure. Computing device 100 can include one
or more central processing units (CPUs) 120, a graphics
subsystem 123 with one or more GPUs 125 and graphic
memory 126, a display device 124, system memory 127, I/O
controller 130, storage 131, I/O devices 132, and network
interface 133. The components of computing device 100 can
be connected through a system bus 150. It is appreciated
computing device 100 can use more or fewer components
and organizations of components.

[0023] CPUs 120 can be any logic circuitry that responds
to and processes instructions retrieved from the system
memory 127, CPU cache 121, or CPU registers 122. CPUs
120 can be a single or multiple microprocessors, field-
programmable gate arrays (FPGAs), or digital signal pro-
cessors (DSPs) capable of executing particular sets of
instructions stored in a memory (e.g., system memory 127),
a cache (e.g., CPU cache 121), or registers (e.g., CPU
registers 122). CPU registers 122 can store variable types of
data. For example, these registers can store data, instruc-
tions, floating point values, conditional values, and/or
addresses for locations in system memory 127. CPU regis-
ters 122 can include special purpose registers used to store
data associated with the running process. The system
memory 127 can include a tangible and/or non-transitory
computer-readable medium, such as a flexible disk, a hard
disk, a CD-ROM (compact disk read-only memory), MO
(magneto-optical) drive, a DVD-ROM (digital versatile disk
read-only memory), a DVD-RAM (digital versatile disk
random-access memory), a flash drive and/or flash memory,
processor cache, memory register, or a semiconductor
memory. System memory 127 can be one or more memory
chips capable of storing data and allowing any storage
location to be directly accessed by CPUs 120. System
memory 127 can be any type of random access memory
(RAM), or any other available memory chip capable of
operating as described herein. CPUs 120 can communicate
with system memory 127 and other components via system
bus 150. System bus 150 can bridge communication
between components in computing device 100 including
CPUs 120 and graphics subsystem 123. In some embodi-
ments, CPUs 120, GPUs 125, system bus 150, or any
combination thereof, can be integrated into a single process-
ing unit. In some embodiments, additional components of
computing device 100, such as /O controller 130, network
interface 133, storage 131, and /O device 132, or any
combination thereof, can further be integrated with CPUs
120 and graphics subsystem 123 in a single processing unit.

[0024] Graphics subsystem 123 can include one or more
components for providing a graphics display (e.g., on dis-
play device 124). Graphics subsystem 123 can include
GPUs 125. GPUs 125 can have a highly parallel structure
making them more effective than general-purpose CPUs 120
for algorithms where processing of large blocks of graphical
data can be performed in parallel. GPUs 125 can be any type
of specialized circuitry that can manipulate and alter
memory (e.g., graphic memory 126) to provide and/or
accelerate the creation or manipulation of images for output
to a display device (e.g., display device 124).
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[0025] GPUs 125 can be capable of executing particular
sets of instructions stored in system memory 127 or graphic
memory 126 to manipulate graphical data stored in system
memory 127 or graphic memory 126. For example, GPUs
125 can receive instructions transmitted by the CPUs 120
and processes the instructions in order to render graphics
data stored in the graphic memory 126. Graphic memory
126 can be any memory space accessible by GPUs 125,
including local memory, system memory, on-chip memories,
and hard disk. GPUs 125 can enable displaying of graphical
data stored in graphic memory 126 on display device 124.
[0026] Computing device 100 can also include input/
output (I/0O) controller 130. /O controller 130 can provide
an interface to input/output (I/O) devices 132 (e.g., a key-
board, mouse, or pointing device) connected through an I/O
controller 130, which can communicate via system bus 150.
1/O controller can communicate with various types of com-
ponents through various types of connections (e.g., using,
among others, serial and parallel port connections, SATA,
IDE, PCI, USB, Thunderbolt, or Firewire).

[0027] 1/O controller 130 can also communicate with a
network interface 133. Network interface 133 can allow
computing device 100 and the components of computing
device 100 (e.g., CPUs 120) to connect to a network such as
a LAN, WAN, MAN, or the Internet, through a variety of
connections including, but not limited to, standard telephone
lines, LAN or WAN links (e.g., 802.11, T1, T3, 56 kb, X.25),
broadband connections (e.g., ISDN, Frame Relay, ATM),
wireless connections, or some combination of any or all of
the above. Network interface 133 can comprise a built-in
network adapter, network interface card, PCMCIA network
card, card bus network adapter, wireless network adapter,
USB network adapter, modem or any other device suitable
for interfacing computing device 100 to any type of network
capable of communication and performing the operations
described herein.

[0028] 1/O controller 130 can also provide access to stor-
age 131 which can be one or more mass storage devices such
as a floppy disk drive for receiving floppy disks such as
3.5-inch, 5.25-inch disks or ZIP disks, a CD-ROM drive, a
CD-R/RW drive, a DVD-ROM drive, a Blu-Ray drive, tape
drives of various formats, a USB device, a hard-drive, a flash
drive, redundant arrays of independent disks, or any other
device suitable for storage.

[0029] FIG. 2 is an exemplary system 200 for data driven
document creation and modification consistent with embodi-
ments of the present disclosure. In some embodiments,
system 200 can be used to generate and update clinical
narratives based on clinical and other data, including col-
lected data or user specified data such as safety data. System
200 can include data intake engine 210, configuration engine
220, data extraction engine 230, and narrative generation
engine 240. Data intake engine 210 can process data from
data sources 202, 204, 206 and information or data stored in
data storage 215. Data configuration engine 220 can receive
input from and provide output to device 218. Device 218 can
provide output from system 200 to a user and can receive
input from a user using device 218. Moreover, configuration
engine 220 can process data from configuration files 216 to
configure system 200. Narrative generation engine can out-
put narratives 242. Narratives 242 can be stored in data
storage 215 and, in some embodiments, narratives and/or
audit trail of the narrative generation can be displayed on
device 244. System 200, data intake engine 210, data
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configuration engine 220, data extraction engine 230, and
narrative generation engine 240 can be implemented using a
computing device such as computing device 100 described
in FIG. 1.

[0030] The components of system 200 can be imple-
mented on a single computing device (e.g., computing
device 100), each component of system 200 can be imple-
mented on a separate computing device (e.g., a plurality of
computing devices such as computing device 100), or some
combination thereof, can utilize storage 131 and/or system
memory 127 for storing data, and can utilize /O devices 132
or network interface 133 for transmitting and/or receiving
data. Moreover, each of device 218 and device 244 can be
implemented using a separate computing device (e.g., com-
puting device 100) or can be implemented on the same
computing device (e.g., computing device 100) and can be
used to provide output to a user and to receive input from a
user. Each of data intake engine 210, configuration engine
220, data extraction engine 230, and narrative generation
engine 240 can be a module, which is a packaged functional
hardware unit designed for use with other components (e.g.,
portions of an integrated circuit) or a part of a program
(stored on a computer readable medium) that performs a
particular function or related functions. Each of these com-
ponents is described in more detail below.

[0031] Data intake engine 210 is a module that can
retrieve data from a variety of data sources. Each of these
data sources can represent different types of data. For
example, data source 202 and data source 206 can represent
clinical data from clinical trials. Data source 202 can include
data from an ongoing clinical study. Data source 206 can
include data from past or related clinical studies. This data
can be in various formats depending on the manner in which
the data was produced or collected. Data intake engine can
further utilize data stored in data source 204. Data source
204 can include, among other things, demographic or other
information related to the individuals participating in a
study. It is appreciated that the descriptions of data source
202, data source 206, and data source 204 as storing clinical
and/or safety data associated with clinical trials is exem-
plary. In some embodiments for different domains and
applications of system 200, data source 202, data source
206, and data source 204 may contain alternative types and
formats of data.

[0032] Data intake engine 210 can retrieve data from the
various data source. Because the data in different data
sources can represent information occurring over different
intervals of time and can have different data formats, data
intake engine can process data from the data sources (e.g.,
data source 202, data source 206, and data source 204) and
normalize the data into a consistent or common format. Data
intake engine 210 can further append the raw or normalized
data sets together in order to create a unified data set. The
unified data set can be stored in, for example, data storage
215 and can be provided to data extraction engine 230 and
the other components of system 200. In some embodiments,
the unified data set can be provided to data extraction engine
230 and other components of system 200 without being
permanently stored. The data sets shown in FIG. 2 are
exemplary. It is appreciated that in some embodiments the
number and type of data sets are unlimited.

[0033] Configuration Engine 220 is a module that can
configure the format, content, and scope of narratives or
documents generated by system 200 as well as configure
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automatic content updates to the narratives or documents.
Configuration engine can utilize configuration scripts 216 or
other configuration files to establish the configuration of
system 200. Additionally, configuration engine 220 can
receive direct input from a user via computing device 218.

[0034] Configuration engine 220 can utilize the provided
configuration information to determine what information is
used for the creation of a narrative. For example, Configu-
ration engine 220 can specity the patients in a clinical study
for which a narrative will be generated by system 200.
Patients for inclusion in the narrative generation can be
chosen directly or selected using a specified criteria pro-
vided to configuration engine 220. For example, configura-
tion engine 220 can be instructed to include every patient
sharing a certain demographic characteristic such as age or
every patient experiencing a certain adverse event and
adverse event category such as becoming pregnant, or
testing positive for pregnancy, or every patient experiencing
a certain response to the study. In this way, a user of system
200 can use configuration engine 220 to control the number
and type of narratives generated by the system.

[0035] Configuration engine 220 can further be used to
specify the logic and handling associated with certain
adverse events. For example, during a clinical study, patients
can experience a death serious adverse event, non-fatal
serious adverse event, or an adverse event requiring a
patient’s discontinuation. Additional triggering of adverse
events (e.g., adverse events of special interest) or positive
pregnancy tests/pregnancy can also be utilized as part of the
conditional logic within engine 220. Using configuration
engine 220, a user of system 200 can specify the specific
way these adverse events should be handled including how
the adverse events should be processed by narrative genera-
tion engine 240 and which data structures in data sources
202, 204, and 206 can contain information associated with
the adverse events. For example, configuration engine 220
can be configured to determine that a certain lab result
values are of interest, perhaps based on regulatory, admin-
istrative, or other requirements, and should qualify as a
specific event that is processed using a particular formatting
or logic. Although the lab results can otherwise be inter-
preted as normal, configuration engine 220 can be instructed
to identify specific criteria that cause those results to trigger
an adverse event in the context of the clinical trials or study.
In this way, configuration engine 220 can be used to cus-
tomize system 200 to generate documents or narratives that
specifically meet the needs of a study or data set

[0036] Moreover, configuration engine 200 can provide an
intuitive interface and language for selecting the criteria
used for narrative generation. The interface can be provided,
for example, using display device 218. Further examples of
the user interface are provided in more detail below in
reference to FIGS. 3-12. The input entered through the user
interface via computing device 218 or via configuration
script 216, can be entered using non-technical input and
translated into a vector-oriented language for application to
the prepared data sets. By doing this conversion, configu-
ration engine can provide a user with easily understandable
options and criteria without requiring complex technical
knowledge from the user. Configuration engine 220, can
map the human readable language used for input and con-
figuration into the vector-oriented language used to process
the datasets. By using a vector-oriented language or script,
system 200 can efficiently apply the specified configuration
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to vectors of data set that contain the study information. In
this way, a rule or condition specified by the user can be
applied to all elements in the data set in an efficient manner
to effectively determine what data should be used for the
generated narrative.

[0037] Moreover, configuration engine 220 can allow for
the user to create dynamic conjunctions or combinations of
criteria or keywords. Configuration engine 220 can process
this input into a computer readable instructions that can be
applied to all of the elements of the available data sets. For
example, a user can specify abnormal criteria that includes
that the overall interpretation of the results is “abnormal” or
that the overall interpretation of the results is “undeter-
mined.” Configuration engine 220 can map “overall inter-
pretation” to a specific keyword containing that value in the
data set and specify that if the value for the keyword is
“undetermined” or “abnormal” for a given element of data,
than that data should be included in the narrative. Additional
examples of criteria that can be entered are demonstrated in
relation to FIGS. 3 and 12, described in more detail below.
Configuration engine 220, can map the input criteria to a
vector-oriented language that is applied to the data sets.
Vector-oriented languages, or array programming, can refer
to a programming language optimized to generalize scalar
operations to apply to vectors, matrices, or other high level
or specialized data structures. Moreover, the vector-oriented
language can utilize aliases to abstract the language from the
data and can allow the script to be portable and applied to
varied data sets in varied domains. The configuration gen-
erated by configuration engine 220 can be provided to data
extraction engine 230 and narrative generation engine 240.

[0038] Moreover, configuration engine 220 can specify
formatting or similar characteristics to use in the generated
document or narrative. Using the above example, configu-
ration engine 220 can specity that information related to the
overall interpretation should be bolded for a value of “unde-
termined” and should be bold red text for a value of
“abnormal.” In this way, a user can use computing device
218 or configuration script 216 to instruct configuration
engine 220 how to format the specified criteria. Configura-
tion engine 220 can provide those formatting directives,
along with the other instructions, to narrative generation
engine 240 for use in generating the resulting narrative or
document.

[0039] Data extraction engine 230 is a module that can
utilize configuration information from configuration engine
220 and can retrieve a subset of data from the provided data
sets for additional processing. For example, configuration
engine 220 can specity a particular group of patients in a
clinical study or a certain criteria that identifies a specific
group of patients. Data extraction engine 230 can, using that
list of patients or criteria, extract all relevant data records
from the data sets that correspond to the determined group
of patients. By extracting such data, data extraction engine
230 can reduce the overall size of the data set and ensure that
only the data that will be relevant to the current patient is
processed. Extracting relevant data is important because, in
some embodiments, a document or narrative associated with
every patient in a study is not necessary. Accordingly, the
ability to extract data related to only those patients for whom
a narrative is being generated reduces the computational
overhead necessary to generate the narratives. This is par-
ticularly important, as each patient being processed may
require multiple narratives or documents to be generated.
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Accordingly, reducing the amount of information that must
be processed prior to analysis can greatly increase the
computational efficiency of system 200. After extracting the
relevant data records from the data set, data extraction
engine 230 can provide the data records to narrative gen-
eration engine 240.

[0040] Narrative generation engine 240 is a module that
can process multiple data elements using criteria and input
from configuration engine 220 in order to generate a docu-
ment or narrative 242 associated with the data. Narrative
generation engine 240 gather the data for a patient specified
by data extraction engine 220, and apply the vector-oriented
instructions provided by configuration engine 220 to each
record in the data set. Because configuration engine 220
already defines relevant criteria, narrative generation engine
240 can determine what data records, if any, in the relevant
data set include values matching the defined criteria. In the
example described above, narrative generation engine 240
can apply the vector-oriented instructions from configura-
tion engine 220 to determine all records for a particular
patient that show an “overall interpretation” of “undeter-
mined” or “abnormal.”

[0041] After determining data that matches the relevant
criteria specified through configuration engine 220, narrative
generation engine can use pre-existing document or narra-
tive templates or narratives (e.g., narrative templates stored
in data storage 215) for the relevant domain. Narrative
generation engine 240 can populate the template using the
data in the various data records for a particular patient.
Additionally, narrative generation engine can use its deter-
mination of the data records matching the previously speci-
fied relevant criteria to populate portions of the clinical
narrative associated with that data. For example, narrative
generation engine 240 can generate a narrative that includes
separate paragraphs or other notations indicating that the
overall interpretation is either “undetermined” or “abnor-
mal.” Moreover, narrative generation engine 240 can utilize
any formatting information provided by configuration
engine 220 to properly format the relevant data. For
example, the generated document can include in-text tables,
summary text, charts, and graphs.

[0042] The narrative can be provided to a user on, for
example, computing device 244. Additionally, the narratives
can be stored in data storage 215 for later review or use. In
some embodiments, narrative generation engine 240 can
utilize previously generated narratives for the same patient.
When generating a new narrative for that particular patient,
narrative generation engine can make use of new data that
has been gathered since the previous report was generated.
Narrative generation engine 240 can compare the newly
generated report with the previously generated report and
provide differences that show what information changed
between the two narratives. In some embodiments, differ-
ences can be shown using highlighting. In some embodi-
ments, differences can be shown with comments or other
annotations. For example, deleted items can be shown with
strikethrough text. Moreover, if the previously generated
report has been updated or annotated by a user, those
annotations can be incorporated and displayed as part of the
newly generated narrative.

[0043] FIGS. 3-12 are exemplary user interfaces for inter-
acting with system 200. It is appreciated that these various
user interfaces are exemplary, and are not intended to be an
exhaustive list or diagram of the available user interface
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elements for interacting with and configuring system 200.
Accordingly, many additional user interfaces, layouts, and
control mechanisms are consistent with the disclosed
embodiments.

[0044] FIG. 3 is an exemplary user interface 300 for
system 200 consistent with embodiments of the present
disclosure. User interface 300 can be provided on, for
example, computing device 218 or computing device 244.
User interface 300 can provide a list of patient identifiers
310 for which a document or narrative will be generated by
system 200. System 200 can receive the list of patient
identifiers 310 through, for example configuration engine
220. In some embodiments, user interface 300 can represent
an application executing natively on a computing device
such as computing device 218 or computing device 244. In
some embodiments, user interface 300 can represent a user
interface executing natively but connecting to a data storage
executing in a remote computing environment (e.g., a cloud
storage or Electronic Document Management System).
[0045] User interface 300 can further include filters 320.
Filters 320 can provide a mechanism further tailoring docu-
ments and narratives generated by system 200. As shown in
FIG. 3, filters 320 can include checkboxes to select catego-
ries of adverse events that should be included in the narrative
generation. Moreover, filters 320 can provide list boxes
showing all available adverse events and selected adverse
events. Using the controls in filters 320, a user using user
interface 300 can select which adverse events are of interest,
which can filter the set of patients for which narratives can
be generated.

[0046] User interface 300 can also include narrative
options 330. Narrative options 330 can provide controls to
allow for additional configuration of the narrative output.
For example, controls under narrative options 330 can allow
the user to specify where narratives should be save (e.g., in
storage 215), what narratives should be loaded for compari-
son with newly generated narratives (e.g., the existing
narratives can be stored in storage 215), as well as other
options for specifying narrative output on, for example,
computing device 218 or computing device 244.

[0047] FIGS. 4A-4C are exemplary embodiments of a user
interface dialog box 400 for use with a user interface (e.g.,
user interface 300 of FIG. 3), consistent with embodiments
of the present disclosure. User interface dialog box 400 and
the various depicted embodiments are exemplary and are not
intended to be an exhaustive representation of the options
and dialogs provided to configure or interact with system
200. User interface dialog box 400 can be provided on, for
example, computing device 218 or computing device 244.
[0048] FIG. 4A is an exemplary tab 401 of user interface
dialog box 400 for system 200 consistent with embodiments
of the present disclosure. Tab 401 can be used to select
abnormal criteria for generation of documents or narratives.
The abnormal criteria can be used by configuration engine
220 and applied to clinical data by narrative generation
engine 240. Tab 401 can include condition list 410. As
shown, condition list 410 can include specific conditions or
categories associated with a particular treatment or test or a
test name itself (e.g., an electrocardiogram (“ECG™)). A user
can select a specific condition, keyword or category from
condition list 410 and can use the controls provided in
abnormal condition options 420 to choose values and tests to
apply to the data. By choosing condition criteria using
condition list 410 and condition options 420, a user can
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configure system 200 (e.g., through configuration engine
220) to find data that matches the specified condition vari-
ables. Matching data can then be included or emphasized in
the generated narratives (e.g., by narrative generation engine
240).

[0049] FIG. 4B is an exemplary tab 402 of user interface
dialog box 400 for system 200 consistent with embodiments
of the present disclosure. Tab 402 can, similar to tab 401 in
FIG. 4A, be used to select abnormal criteria for generation
of documents or narratives. The abnormal criteria can be
used by configuration engine 220 and applied to clinical data
by narrative generation engine 240. Similar to tab 401 of
FIG. 4A, tab 402 can include condition list 413 and condi-
tion options 420. Condition list 413, however, can provide
different categories of conditions than condition list 410 of
FIG. 4A. As shown in FIG. 4B, condition list 413 can be
associated with vital signs of a patient. As described above
in relation to FIG. 4A, a user can use tab 402 to configure
criteria for narrative generation using condition list 413 and
condition options 420.

[0050] FIG. 4C is an exemplary tab 403 of user interface
dialog box 400 for system 200 consistent with embodiments
of the present disclosure. Tab 403 can, similar to tab 401 in
FIG. 4A and tab 402 in FIG. 4B, be used to select abnormal
criteria for generation of documents or narratives. The
abnormal criteria can be used by configuration engine 220
and applied to clinical data by narrative generation engine
240. Similar to tab 401 and tab 402 described above, tab 403
can include condition list 416 and condition options 420.
Condition list 416 can provide different categories of con-
ditions than condition list 410 of tab 401 and condition list
413 or tab 402. As shown in FIG. 4C, condition list 416 can
be associated with laboratory test results. As described
above in relation to FIGS. 4A and 4B, a user can use tab 403
to configure criteria for narrative generation using condition
list 416 and condition options 420.

[0051] FIG. 5 is an exemplary embodiments of a user
interface dialog box 500 for use with a user interface (e.g.,
user interface 300 of FIG. 3), consistent with embodiments
of the present disclosure. User interface dialog box 500 is
exemplary and is not intended to be an exhaustive repre-
sentation of the options and dialogs provided to configure or
interact with system 200. User interface dialog box 500 can
be provided on, for example, computing device 218 or
computing device 244. User interface dialog box 500 can
allow a user to map particular values or keywords associated
with the data set being processed with names to be used in
the document or narrative creation. For example, as shown
in FIG. 5, user interface dialog box 500 can include dataset
original values 510 showing keywords or values found in the
data set being processed. User interface dialog box 500 can
include replacement value box 520. In some embodiments,
when a value or keyword is selected in dataset original
values 510, the corresponding replacement value used in the
narrative can be shown in replacement value box 520.
Moreover, user interface dialog box 500 can be used to
update, modify, delete, create, load or save one or more
replacement values for a selected value or multiple values in
dataset original values 510.

[0052] FIGS. 6-12 are exemplary user interfaces (e.g., user
interfaces 600, 700, 800, 900, 1000, 1100, and 1200) for
interacting with system 200 consistent with embodiments of
the present disclosure. These user interfaces can be provided
on, for example, computing device 218 or computing device
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244. In some embodiments, user interfaces 600-1200 can be
part of a web service or web application executing on a web
server and displayed through a desktop or mobile web
browser (e.g., Mozilla Firefox, Apple Safari, Microsoft
Internet Explorer, Microsoft Edge, Google Chrome, or simi-
lar). Computing device 218 or computing device 244 can
provide system 200, a web server with access to system 200,
and the web browser connecting to the web server and
providing user interfaces 600-1200, or some combination
thereof. In some embodiments, system 200 can execute on
computing devices separate from the computing devices
providing the web server and/or web browser that provides
user interfaces 600-1200. In these embodiments, the web
server and/or web browser can connect remotely to the
computing device executing system 200.

[0053] FIG. 6A is an exemplary user interface 600 for
system 200 consistent with embodiments of the present
disclosure. User interface 600 can provide source file selec-
tor 610 that can be used to select a source dataset for
document or narrative generation. Additionally, user inter-
face 600 can provide study information options 620 that can
allow a user to provide general parameters or information
about the study and/or documents or narratives that will be
generated.

[0054] FIG. 6B is an exemplary user interface 650 for
system 200 consistent with embodiments of the present
disclosure. User interface 600 can provide additional source
file selector 660 that can be used to select a source dataset
for rollover data. Rollover data can be data related to
patients who participated in a previous study. User interface
650 can include multiple source file selectors 660 for
selecting multiple source files with rollover data. Addition-
ally, user interface 650 can provide rollover description box
670 that can be used to describe the rollover data when it is
included in the current set of data. Using user interface 650,
system 200 can utilize additional source files for rollover
data. Additionally, user interface 650 can support raw data
which was provided as a physically separate file(s) from
source file selector 610.

[0055] FIG. 7 is an exemplary user interface 700 for
system 200 consistent with embodiments of the present
disclosure. User interface 700 can provide adverse events
that can be selected to trigger the document or narrative
generation. User interface 700 can provide adverse event
records 720 that categorized as adverse events of special
interest. Additionally, user interface 700 can provide adverse
event records 710 that show additional adverse event records
that have been found but are not selected to trigger the
document or narrative generation. Using user interface 700,
a user can moved selections from one list to the other to
control which adverse events are included in the generated
documents or narratives.

[0056] FIG. 8 is an exemplary user interface 800 for
system 200 consistent with embodiments of the present
disclosure. User interface 800 can provide patient or indi-
vidual identifiers that are in the data set being processed.
Similar to user interface 700 described above, user interface
800 can provide selected patient identifiers 820 and can
provide unselected patient identifiers 810 in the dataset.
Using user interface 800, a user can moved selections from
one list to the other to control which patient data is processed
for the generated documents or narratives. User interface
800 can further provide filters 830 that can be used to
dynamically filter selected individuals based on the types of
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adverse events associated with the individuals represented in
the dataset. After selecting an adverse event or combination
of'adverse events from filters 830, individuals not matching
the selected criteria can be excluded from the document or
narrative generation. Additionally, user interface 800 can
provide subject input 830 which can be used to add addi-
tional subjects or patient identifiers. Using subject input 830,
a user can specify additional patients for which narratives
should be generated.

[0057] FIG. 9 is an exemplary user interface 900 for
system 200 consistent with embodiments of the present
disclosure. User interface 900 can provide an interface for
selecting conditions, criteria, or pre-populated flags pro-
vided within the data for inclusion in the generated docu-
ments or narratives. User interface 900 can provide selection
box 910 for selecting specific types of medical tests or
categories. As shown in FIG. 9, selection box 910 can allow
for the selection of “Clinical Laboratory Tests,” “ECG
Results,” and “Vital Signs.” The count, order, and/or naming
shown in selection box 910 can be dynamically controlled
within configuration engine 220. Each of these medical test
names can include multiple tests or keywords that can be
displayed in tests list 920. It is appreciated that the three
categories listed are only exemplary, and that other catego-
ries or test names may be available in the data set being
processed and presented through medical test names 910.
After selecting a medical test name from medical test names
910, a user can select specific tests from tests list 920, and
specific criteria and conditions 930. Using the elements of
user interface 900, a user can specify a plurality of criteria
that can be used during the processing of the datasets. The
rules or criteria created can be provided to system 200 (e.g.,
through configuration engine 220) to determine the infor-
mation that is included in the generated documents or
narratives.

[0058] FIG. 10 is an exemplary user interface 1000 for
system 200 consistent with embodiments of the present
disclosure. User interface 1000 can provide an interface for
substituting text labels for treatment phases of clinical trials.
User interface 1000 can provide source list 1010. Source list
1010 can represent the clinical phases in the dataset.
Replacement list 1020 can represent the names or labels of
the clinical phases to be used in the generation of documents
or narratives. Through user interface 1000, system 200 can
be directed to rename treatment phases appearing in the
source data in order to provide consistent output in the
generated documents or narratives.

[0059] FIG. 11 is an exemplary user interface 1100 for
system 200 consistent with embodiments of the present
disclosure. User interface 1100 can provide an interface for
mapping the labels of adverse events used in the document
or narrative creation. User interface 1100 can provide source
list 1110. Source list 1110 can represent the adverse event
names found in the dataset. Replacement list 1120 can
represent the names or labels of the adverse events to be
used in the generation of documents or narratives. Through
user interface 1100, system 200 can be directed to rename
adverse events appearing in the source data in order to
provide consistent output in the generated documents or
narratives.

[0060] FIG. 12 is an exemplary user interface 1200 for
system 200 consistent with embodiments of the present
disclosure. User interface 1200 can provide an interface for
configuring options for the document or narrative creation.
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User interface 1200 can provide output options 1210. These
output options can be used to control the level of detail and
type of events that are reported in the generated documents
or narratives.

[0061] FIG. 13 is an exemplary narrative 1300 consistent
with embodiments of the present disclosure. Narrative 1300
can represent a narrative generated by system 200. As shown
in FIG. 13, narrative 1300 can include tabular data repre-
senting the adverse events experienced by a particular
individual. Additionally, narrative 1300 can include medical
history showing past conditions, the onset date, and if the
conditions are still ongoing. Moreover, using data from the
datasets, system 200 can include textual descriptions of the
relevant clinical study and adverse events experienced by
the individual. As shown in FIG. 13, narrative 1300 can
include placeholders where additional information can be
entered by those running the study. Narrative 1300 can be
based on a template that includes specified areas of text that
are generated by system 200 (e.g., by narrative generation
engine 240).

[0062] FIG. 14 is an exemplary narrative 1400 consistent
with embodiments of the present disclosure. Narrative 1400
can represent an updated narrative generated by system 200
(e.g., through narrative generation engine 240). Narrative
1400 can be an updated version of the narrative represented
in FIG. 13. Narrative 1400 can display differences between
the previously generated narrative (e.g., narrative 1300 in
FIG. 13) and the current narrative. For example, narrative
1400 can show data that has been updated using strike-
through text 1410 for the previous data and underlined text
for the new data. Additionally, comments 1420 or other
custom annotations added manually can be retained in the
updated narrative 1400. Moreover, new data can be repre-
sented with underlined text 1430 and inserted into narrative
1400 where appropriate. Using these annotations, system
200 can generate updated narratives 1400 that clearly indi-
cate portions of narrative 1400 that have changed based on
newly available data.

[0063] FIG. 15 is flowchart of an exemplary method 1500
for data driven document creation and modification. After
initial step 1501, the system (e.g., system 200 of FIG. 2) can
read (step 1502) primary datasets (e.g., using data intake
engine 210 of FIG. 2). The primary datasets can include
clinical trial information associated with patients or indi-
viduals taking part in a particular study or set of clinical
trials. The system can further read (step 1504) auxiliary data
sets (e.g., using data intake engine 210). Auxiliary data sets
can include additional information about a clinical study or
participants in a clinical study. The Auxiliary data sets can
include past clinical trials associated with individuals in the
current study. In some embodiments, auxiliary data sets can
include demographic information or other ancillary data
associated with the current study.

[0064] The system can further obtain (step 1506) a list of
required narratives and subjects (e.g., using configuration
engine 220 of FIG. 2, user interface 300 of FIG. 2, or user
interface 800 of FIG. 8). The list of subjects can include all
subjects participating in a study or a subset of the subjects
participating in a study. Moreover, the list of subjects can be
further filtered based on the types of adverse events expe-
rienced by the participants in the study.

[0065] The system can merge or append (step 1508)
datasets that contain information relevant to the narratives
and documents being generated. The system can utilize the
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various data sources and create a unified data set that can be
processed be the system. Data sets having different formats
or structures can be normalized into a consistent format for
further processing.

[0066] If no narratives need to be processed (step 1510)
then method 1500 can end (step 1522.) Otherwise, the
system can extract (step 1512) individual data from the
unified data set that is associated with the particular subject
or narrative currently being generated. The data relevant
data can be retrieved from the unified data set.

[0067] The system can obtain (step 1514) configuration
information from users (e.g., using user interfaces 300-1200
of FIGS. 3-12). As described above the configuration infor-
mation can include the types of adverse events to include
specific criteria to be matched in the data sets, and specific
values that may represent important attributes for the study.
The configuration information can be provided, for example,
through configuration engine 220. The system can further
convert (step 1516) the configuration provided to the system
into a vector oriented language or instructions (e.g., using
configuration engine 220) that can be efficiently applied to
the datasets being processed. The system can process (step
1518) the datasets using the generated vector oriented lan-
guage or instructions. The intermediate results from pro-
cessing the datasets can be presented using, for example,
device 244. After processing the datasets based on the
specific configuration information provided, the system can
output (step 1520) information associated with a particular
subject or narrative using a pre-specified template. The
output narrative (e.g., narrative 1300 of FIG. 13) can rep-
resent the dataset in a consistent format for use in analyzing
the study. The system can determine (step 1522) if a previ-
ously authored document or narrative is being reused. If not,
the system can return to step 1510 and determine if addi-
tional narratives are needed. If a previously authored docu-
ment is being reused, the system can generate (step 1524) a
difference file (e.g., narrative 1400) that shows the various
changes between the original narrative (e.g., narrative 1300)
and the new data. The system can then return to step 1510
to determine if additional narratives need processed.

[0068] In the foregoing specification, embodiments have
been described with reference to numerous specific details
that can vary from implementation to implementation. Cer-
tain adaptations and modifications of the described embodi-
ments can be made. For example, some embodiments con-
sistent with the present disclosure include support for
rollover patients that participated in previous studies. Other
embodiments can be apparent to those skilled in the art from
consideration of the specification and practice of the inven-
tion disclosed herein. It is intended that the specification and
examples be considered as exemplary only. It is also
intended that the sequence of steps shown in figures are only
for illustrative purposes and are not intended to be limited to
any particular sequence of steps. As such, those skilled in the
art can appreciate that these steps can be performed in a
different order while implementing the same method.

1. (canceled)
2. A method for generating a document comprising:

obtaining, using one or more computers, data that indi-
cates criteria including one or more limiting conditions
that identify a portion of a data set, the one or more
limiting conditions including entity identifying criteria,
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the entity identifying criteria defining a cross-section of
a population that have experienced the same adverse
event;
generating, using one or more computers and using a
vector-oriented language, a data filter that includes one
or more filtering parameters that can be applied to a
superset of entities, wherein the one or more filtering
parameters are determined using the obtained data;

filtering, using one or more computers, the superset of
entities using the generated data filter to identify a
filtered subset of entities that satisfy the entity identi-
fying criteria;

for each particular entity in the filtered subset of entities:

accessing, using one or more computers, data records
associated with the particular entity;

detecting, using one or more computers, each record of
the accessed records that is indicative of an abnormal
entity state;

selecting, using one or more computers, a pre-existing
template based on a domain of the accessed data
records;

populating, using one or more computers, the selected
template using at least some of the data in the
detected records indicative of an abnormal entity
state;

determining, using one or more computers, whether a
document exists in a database for the particular
entity; and

based on a determination that a document does not
already exist in the database for the particular entity,
generating, using one or more computers, a docu-
ment for storage in the database, wherein the docu-
ment includes the populated template.

3. The method of claim 2, wherein the cross-section of the
population includes each entity that participated in a par-
ticular clinical study.

4. The method of claim 2, wherein the entity identifying
criteria include data that indicates one or more demographic
characteristics associated with the entity.

5. The method of claim 2, the method further comprising:

based on a determination that a document already exists

in the database for the particular entity, updating, using
one or more computers, the existing document in the
database to include the populated template.

6. The method of claim 5, updating the existing document
comprises:

annotating, using one or more computers, the updated

portions of the document.

7. The method of claim 2, wherein generating, using a
vector-oriented language, a data filter that includes one or
more filtering parameters that can be applied to a superset of
entities comprises:

translating, using one or more computers, the obtained

data into one or more abstract filtering parameters that
are data source independent.

8. A system for generating a document, the system com-
prising:

one or more computers; and

one or more computer-readable media storing instructions

that, when executed by the one or more computers,

cause the one or more computers to perform operations,

the operations comprising:

obtaining, using the one or more computers, data that
indicates criteria including one or more limiting
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conditions that identify a portion of a data set, the
one or more limiting conditions including entity
identifying criteria, the entity identifying criteria
defining a cross-section of a population that have
experienced the same adverse event;

generating, using the one or more computers and using
a vector-oriented language, a data filter that includes
one or more filtering parameters that can be applied
to a superset of entities, wherein the one or more
filtering parameters are determined using the
obtained data;

filtering, using the one or more computers, the superset
of entities using the generated data filter to identify
a filtered subset of entities that satisfy the entity
identifying criteria;

for each particular entity in the filtered subset of
entities:

accessing, using the one or more computers, data
records associated with the particular entity;

detecting, using the one or more computers, each
record of the accessed records that is indicative of
an abnormal entity state;

selecting, using the one or more computers, a pre-
existing template based on a domain of the
accessed data records;

populating, using the one or more computers, the
selected template using at least some of the data in
the detected records indicative of an abnormal
entity state;

determining, using the one or more computers,
whether a document exists in a database for the
particular entity; and

based on a determination that a document does not
already exist in the database for the particular
entity, generating, using the one or more comput-
ers, a document for storage in the database,
wherein the document includes the populated tem-
plate.

9. The system of claim 8, wherein the cross-section of the
population includes each entity that participated in a par-
ticular clinical study.

10. The system of claim 8, wherein the entity identifying
criteria include data that indicates one or more demographic
characteristics associated with the entity.

11. The system of claim 8, the operations further com-
prising:

based on a determination that a document already exists

in the database for the particular entity, updating, using
the one or more computers, the existing document in
the database to include the populated template.

12. The system of claim 11, wherein updating the existing
document comprises:

annotating, using the one or more computers, the updated
portions of the document.

13. The system of claim 8, wherein generating, using a
vector-oriented language, a data filter that includes one or
more filtering parameters that can be applied to a superset of
entities comprises:

translating, using the one or more computers, the obtained

data into one or more abstract filtering parameters that
are data source independent.
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14. One or more computer-readable storage media storing
instructions, that when executed by one or more computers,
cause the one or computers to perform operations, the
operations comprising:

obtaining data that indicates criteria including one or

more limiting conditions that identify a portion of a
data set, the one or more limiting conditions including
entity identifying criteria, the entity identifying criteria
defining a cross-section of a population that have
experienced the same adverse event;

generating, using a vector-oriented language, a data filter

that includes one or more filtering parameters that can
be applied to a superset of entities, wherein the one or
more filtering parameters are determined using the
obtained data;

filtering the superset of entities using the generated data

filter to identify a filtered subset of entities that satisfy
the entity identifying criteria;

for each particular entity in the filtered subset of entities:

accessing data records associated with the particular
entity;

detecting each record of the accessed records that is
indicative of an abnormal entity state;

selecting a pre-existing template based on a domain of
the accessed data records;

populating the selected template using at least some of
the data in the detected records indicative of an
abnormal entity state;

determining whether a document exists in a database
for the particular entity; and
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based on a determination that a document does not
already exist in the database for the particular entity,
generating a document for storage in the database,
wherein the document includes the populated tem-
plate.

15. The computer-readable medium of claim 14, wherein
the cross-section of the population includes each entity that
participated in a particular clinical study.

16. The computer-readable medium of claim 14, wherein
the entity identifying criteria include data that indicates one
or more demographic characteristics associated with the
entity.

17. The computer-readable medium of claim 14, the
operations further comprising:

based on a determination that a document already exists

in the database for the particular entity, updating the
existing document in the database to include the popu-
lated template.

18. The computer-readable medium of claim 17, updating
the existing document comprises:

annotating the updated portions of the document.

19. The computer-readable medium of claim 14, wherein
generating, using a vector-oriented language, a data filter
that includes one or more filtering parameters that can be
applied to a superset of entities comprises:

translating the obtained data into one or more abstract

filtering parameters that are data source independent.
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