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(57) ABSTRACT 

Video data with high framerates may be displayed on devices 
with limited resources (e.g., decoder and/or display 
resources). These devices may have their resources devoted to 
other tasks or may not be capable to display the video data at 
the high frame rates. The coding method may include coding 
the frames such that additional droppable frames are included 
in the encoded video data. The decoding method may include 
dropping droppable frames before the encoded video data is 
decoded to reduce the number of frames that will be decoded 
and displayed. These methods may be applied to video data 
that has a variable frame rate and may be combined with 
processing the image sequence for slow motion playback. 
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TUNINGVIDEO COMPRESSION FOR HIGH 
FRAMERATE AND VARIABLE FRAMERATE 

CAPTURE 

PRIORITY CLAIM 

0001. The present application claims priority to U.S. Pro 
visional Application No. 61/832,447, filed on Jun. 7, 2013, 
and to U.S. Provisional Application No. 61/841,635, filed on 
Jul. 1, 2013, the entirety of which is incorporated by reference 
herein. 

BACKGROUND 

0002 This disclosure relates generally to the field of 
image and video processing. More specifically, this disclo 
Sure relates to encoding and decoding frames with droppable 
frames and to method of displaying encoded video with drop 
pable frames with slow motion. 
0003 Advances in video capture technology allow for 
Video data to be captured at high frame rates. Cameras that 
include Such technology usually are coupled with powerful 
processors that can easily encode such data and transmit the 
encoded video content over high speed communication chan 
nels. However, devices used to display the captured video 
data are not always able to display the video data at the same 
high frame rates. These devices may have limited resources to 
decode the video data and to display the data in real time at the 
high frame rates. Thus, when a display device received 
encoded video data with a high frame rate, the display device 
may not be able to decode and display the video content in 
real time due to the limited resource of the device. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0004 So that features of the present invention can be 
understood, a number of drawings are described below. It is to 
be noted, however, that the appended drawings illustrate only 
particular embodiments and are therefore not to be consid 
ered limiting of its scope, for the invention may encompass 
other equally effective embodiments. 
0005 FIG. 1 illustrates a simplified block diagram of a 
Video coding system according to an embodiment of the 
present invention. 
0006 FIG. 2 is a functional block diagram of a video 
capture and display system according to an embodiment of 
the present invention. 
0007 FIG. 3 is a functional block diagram of a video 
coding system according to an embodiment of the present 
invention. 

0008 FIG. 4 is a functional block diagram of a video 
decoding system according to an embodiment of the present 
invention. 

0009 FIG. 5 illustrates a method for encoding video data 
with droppable frames according to an embodiment of the 
present invention 
0010 FIG. 6 illustrates a method for decoding video data 
with droppable frames according to an embodiment of the 
present invention. 
0011 FIG. 7 illustrates a method for decoding video data 
with droppable frames for slow motion playback. 
0012 FIG. 8 illustrates a method for processing video data 
with slow motion according to an embodiment of the present 
invention. 
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0013 FIG. 9 illustrates image sequences of video data that 
may be processed according to an embodiment of the present 
invention. 

DETAILED DESCRIPTION 

0014 Embodiments of the present invention provide 
Video coding and decoding systems and methods that allow 
for video data with high frame rates to be displayed on 
devices with limited resources (e.g., decoder and/or display 
resources). These devices may have their resources devoted to 
other tasks or may not be capable to display the video data at 
the high frame rates. The coding method may include coding 
the frames such that additional droppable frames are included 
in the encoded video data. The decoding method may include 
dropping droppable frames before the encoded video data is 
decoded to reduce the number of frames that will be decoded 
and displayed. These methods may be applied to video data 
that has a variable frame rate may be combined with process 
ing the image sequence for slow motion playback. 
0015 FIG. 1 illustrates a simplified block diagram of a 
video coding system 100 according to an embodiment of the 
present invention. The system 100 may include a plurality of 
terminals 110-140 interconnected via a network 150. For 
unidirectional transmission of data, a first terminal 110 may 
code video data at a local location for transmission to the 
other terminal 120 via the network 150. The second terminal 
120 may receive the coded video data of the other terminal 
from the network 150, decode the coded data and display the 
recovered video data. Unidirectional data transmission is 
common in media serving applications and the like. 
(0016 FIG. 1 illustrates a second pair of terminals 130, 140 
provided to support bidirectional transmission of coded video 
that may occur, for example, during videoconferencing. For 
bidirectional transmission of data, each terminal 130, 140 
may code video data captured at a local location for transmis 
sion to the other terminal via the network 150. Each terminal 
120, 130, 140 also may receive the coded video data trans 
mitted by the other terminal, may decode the coded data and 
may display the recovered video data at a local display device. 
0017 Terminals 110-140 may capture the video at a high 
frame rate (e.g., 120 fps, 240 fps, etc.). Terminals 110-140 
may capture the video at a variable frame rate. The frame rate 
at which the video is captured may dynamically change based 
on the content in the video, Scene conditions and/or availabil 
ity of processing resource used to capture and process the 
video. For example, when less light is available the frame rate 
may be lowered (e.g., from 120 fps to 20 fps). The frame rate 
may be increased (e.g., from 120fps to 240 fps) by the camera 
or when there is increased motion within the video content. 
The camera may increase the capture frame rate based on the 
resources available to capture and process (e.g., filter and 
encode) the captured video. 
0018. In FIG. 1, the terminals 110-140 are illustrated as 
servers, personal computers and Smartphones but the prin 
ciples of the present invention are not so limited. Embodi 
ments of the present invention find application with laptop 
computers, tablet computers, media players and/or dedicated 
video conferencing equipment. Terminals 120-140 may 
include limited resource to decode and/or display the video. 
0019. The network 150 may represent any number of net 
works that convey coded video data among the terminals 
110-140, including for example wireline and/or wireless 
communication networks. The communication network 150 
may exchange data in circuit-switched and/or packet 
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switched channels. Representative networks include tele 
communications networks, local area networks, wide area 
networks and/or the Internet. For the purposes of the present 
discussion, the architecture and topology of the network 150 
is immaterial to the operation of the present invention unless 
explained hereinbelow. 
0020 FIG. 2 is a functional block diagram of a video 
capture and display system 200 according to an embodiment 
of the present invention. The system 200 may include a first 
terminal 210 for capturing and encoding video data, and a 
second terminal 230 for decoding the encoded video data and 
displaying the decoded video data. A transmitter 216 in the 
first terminal 210 may transmit the encoded video over a 
communication channel 220 to a receiver 232 in the second 
terminal 230. 

0021. The first terminal 210 may include a video source 
212 that provides video data at a high frame rate (e.g., 120 fps 
or 240 fps). The frame rate of the video data provided by the 
video source 212 and sent to the decoder 234 may exceed a 
default frame rate (e.g., 24 fps, 25 fps, 30 fps or 60 fps) at 
which the second terminal 230 can decode and/or display the 
video data. To display the video data, the decoder 234 may 
decode only a selected number of frames from the encoded 
video data. The decoder 234 may drop a number of droppable 
frames to reduce the resources needed to decode the encoded 
video data. The decoder 234 may drop a number of droppable 
frames to bring down the frame rate to the default frame rate 
(i.e., frame rate which the decoder 234 can handle and/or 
frame rate at which the video display 236 can display the 
Video content). 
0022. The video coder 214 in the first terminal 210 may 
encode the video data from the video source 212. The video 
coder 214 may code the video data such that the encoded 
frames include droppable frames which can be dropped and 
not decoded by the video decoder 234. Droppable frames may 
include frames that are not used in the prediction of any other 
frames. In one embodiment, while the droppable frames may 
depend on the data in other frames to be decoded, no other 
frames may depend on the data in the droppable frames. Thus, 
when the decoder 234 does not decode a droppable frame, 
other frames can still be decoded without needing the data in 
the decoded droppable frame. 
0023 The video coder 214 may also code the video data 
Such that the encoded frames include non-droppable frames. 
Non-droppable frames may include frames that are used as 
reference frames for encoding other frames. 
0024. The video coder 214 may encode the video data 
Such that the encoded video data includes enough droppable 
frames to bring the frame rate to a default frame rate (e.g., 
frame rate at which the second terminal 230 can decode 
and/or display the video data). Thus, the video coder may 
code the video data such that there are a specified number of 
droppable frames per second and/or specific number of non 
droppable frames. The video coder 214 may mark which 
frames are droppable frames and/or which frames are non 
droppable. The video coder 214 may have a preset default 
frame rate or may receive the default frame rate from the 
second terminal 230, which may change based on resources 
available to the decoder 234 and/or the display 236. 
0025. The coder 214 may encode the video data to produce 
droppable frames for any frames exceeding a frame rate 
threshold (e.g., default frame rate). For example, when the 
frame rate threshold is 60 fps and the frame rate provided by 
video source 212 is at 240 fps, at least three out of every four 

Dec. 11, 2014 

frames may be encoded as droppable frames. When the frame 
rate threshold is 60 fps and the frame rate provided by video 
source 212 is at 120fps, at least one out of every two frames 
may be encoded as droppable frames. When the frame rate 
threshold is 60 fps and the frame rate provided by video 
source 212 is 60fps or lower, no frames need to be droppable. 
0026. In another embodiment, the video source 212 may 
provide video data at a frame rate that dynamically changes. 
The frame rate may dynamically change based on the content 
in the video, Scene conditions and/or availability of process 
ing resource used to capture and process (e.g., encode) the 
video data. The range of the framerate may exceed the default 
frame rate at which the second terminal can decode and/or 
display the video data. When the frame rate of the source 
video data exceeds a default frame rate, the video coder 214 
may change the encoding parameter to provide additional 
droppable frames in the encoded video data. The additional 
droppable frames may allow the decoder 234 to drop the 
droppable frame and decode the encoded data at the default 
frame rate. 

0027 Encoding the video with droppable frames provides 
temporal scalability for the decoder 234, which allows more 
or fewer frames to be decoded depending on the decoder 
resources, display resources, play rate, etc. The encoded 
video data with the droppable frames may be sent to multiple 
devices, where each device may have different resources 
available to decode and/or display the video data. Providing 
the encoded data with the droppable frames may ensure that 
all of the devices can display the video content. Each device 
may choose the number of frames to decode and which 
frames to drop based on the resources available on the device. 
0028. Including additional droppable frames may increase 
the bit rate of the encoded video data, because where inter 
frame prediction is used, the inter frame prediction will be 
based from more temporally-distant frames. The more tem 
porally-distant frames may provide less accurate prediction, 
which means more bits may be spent on the residual. How 
ever, because the devices receiving the data may have limited 
resources to decode and/or display the data, the benefits of 
temporal scalability for the decoder 234 may outweigh the 
higher resources needed to encode and transmit the video 
data. Thus, while the first terminal 210 (e.g., a server or a high 
quality camera) used to encode and transmit the data may 
need to have more resource for the encoding and transmitting 
the video data, the second terminal 230 (e.g., a Smartphone or 
a portable terminal) may include limited resource to decode 
and display the video data. 
0029 FIG. 3 is a functional block diagram of a video 
coding system 300 according to an embodiment of the present 
invention. 

0030. The system300 may include a video source 310 that 
provides video data to be coded by the system 300, a pre 
processor 320, a video coder 330, a transmitter 340 and a 
controller 350 to manage operation of the system 300. 
0031. The video source 310 may provide video to be coded 
by the system 300. In a media serving system, the video 
Source 310 may be a storage device storing previously pre 
pared video. In a videoconferencing system, the video source 
310 may be a camera that captures local image information as 
a video sequence. Video data typically is provided as a plu 
rality of individual frames that impart motion when viewed in 
sequence. The frames themselves typically are organized as a 
spatial array of pixels. The video source 310 may provide 
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Video at a high frame rate (e.g., 120fps or 240 fps.) and/or at 
a frame rate that is dynamically variable. 
0032. The pre-processor 320 may perform various analyti 
cal and signal conditioning operations on the video data. The 
pre-processor 320 may parse input frames into color compo 
nents (for example, luminance and chrominance compo 
nents) and also may parse the frames into pixel blocks, spatial 
arrays of pixel data, which may form the basis of further 
coding. The pre-processor 320 also may apply various filter 
ing operations to the frame data to improve efficiency of 
coding operations applied by a video coder 330. 
0033. The video coder 330 may perform coding opera 
tions on the video sequence to reduce the video sequence's bit 
rate. The video coder 330 may include a coding engine 332, a 
local decoder 333, a reference picture cache 334, a predictor 
335 and a controller 336. The coding engine 332 may code the 
input video data by exploiting temporal and/or spatial redun 
dancies in the video data and may generate a datastream of 
coded video data, which typically has a reduced bit rate as 
compared to the datastream of source video data. As part of its 
operation, the video coder 330 may perform motion compen 
sated predictive coding, which codes an input frame predic 
tively with reference to one or more previously-coded frames 
from the video sequence that were designated as “reference 
frames.” In this manner, the coding engine 332 codes differ 
ences between pixel blocks of an input frame and pixel blocks 
of reference frame(s) that are selected as prediction reference 
(s) to the input frame. 
0034. The local decoder333 may decode coded video data 
of frames that are designated as reference frames. Operations 
of the coding engine 332 typically are lossy processes. When 
the coded video data is decoded at a video decoder (not shown 
in FIG. 3), the recovered video sequence typically is a replica 
of the source video sequence with some errors. The local 
decoder 333 replicates decoding processes that will be per 
formed by the video decoder on reference frames and may 
cause reconstructed reference frames to be stored in the ref 
erence picture cache 334. In this manner, the system 300 may 
store copies of reconstructed reference frames locally that 
have common content as the reconstructed reference frames 
that will be obtained by a far-end video decoder (absent 
transmission errors). In one embodiment, the local decoder 
333 may decode only the frames that will be decoded and 
displayed by the display device to replicate the decoding 
process. Thus, the local decoder 333 may not decode the 
droppable frames. In another embodiment, the local decoder 
333 may decode both the non-droppable frames and drop 
pable frames to replicate the decoding process. 
0035. The predictor 335 may perform prediction searches 
for the coding engine 332. That is, for a new frame to be 
coded, the predictor 335 may search the reference picture 
cache 334 for image data that may serve as an appropriate 
prediction reference for the new frames. The predictor 335 
may operate on a pixel block-by-pixel block basis to find 
appropriate prediction references. In some cases, as deter 
mined by search results obtained by the predictor 335, an 
input frame may have prediction references drawn from mul 
tiple frames stored in the reference picture cache 334. 
0036. The controller 336 may manage coding operations 
of the video coder 330, including, for example, selection of 
coding parameters to meet a target bit rate of coded video, 
determining frames which may be droppable, and determin 
ing the frame rate at which non-droppable frames should be 
provided. Typically, video coders operate according to con 
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straints imposed by bit rate requirements, quality require 
ments and/or error resiliency policies. Based on the threshold 
frame rate and the frame rate of the provided video, the 
controller 336 may change the number of droppable frames 
that are included in the encoded video data. The controller 
336 may select coding parameters for frames of the video 
sequence in order to meet these constraints. For example, the 
controller 336 may assign coding modes and/or quantization 
parameters to frames and/or pixel blocks within frames. 
0037. The transmitter 340 may buffer coded video data to 
prepare it for transmission to the far-end terminal (not shown) 
via a communication channel 360. The transmitter 340 may 
merge coded video data from the video coder 330 with other 
data to be transmitted to the terminal, for example, coded 
audio data and/or ancillary data streams (Sources not shown). 
0038. The controller 350 may manage operation of the 
system 300. During coding, the controller 350 may assign to 
each frame a certain frame type (either of its own accord or in 
cooperation with the controller 336), which can affect the 
coding techniques that are applied to the respective frame. For 
example, frames often are assigned as one of the following 
frame types: 

0039. An Intra Frame (I frame) is one that is coded and 
decoded without using any other frame in the sequence 
as a source of prediction. 

0040 A Predictive Frame (P frame) is one that is coded 
and decoded using earlier frames in the sequence as a 
Source of prediction. 

0041) A Bidirectionally Predictive Frame (B frame) is 
one that is coded and decoded using both earlier and 
future frames in the sequence as sources of prediction. 

0042. The controller 350 and/or the controller 336 may 
assign whether frames are droppable. In another embodi 
ment, the controller 350 and/or the controller 336 may assign 
whether frames are droppable and non-droppable. 
0043. Droppable frames may include frames that are not 
used in the prediction of any other frames. Thus, I frames, P 
frames and B frames may be droppable if other frames (e.g., 
P frames or B frames) do not depend on them to be decoded. 
Non-droppable frames may include frames that are used for 
prediction (e.g., as reference frames) of other frames. In one 
embodiment, reference frames may always be designated as 
non-droppable frames. Thus, an I frame, P frame and B 
frames may be non-droppable if other frames (e.g., P frames 
or B frames) depend on them to be decoded. Frames may be 
designated as non-droppable even if they are not used as a 
reference frame. For example, a frame that is not a reference 
frame may be designated as non-droppable to ensure that a 
specific frame rate is provided with frames designated as 
non-droppable or to provide other information with the des 
ignated frame to the decoder or the display device. The video 
coder 330 may code the frames based on the designation of 
whether the frame are, or should be, droppable or non-drop 
pable. 
0044) Frames commonly are parsed spatially into a plural 
ity of pixel blocks (for example, blocks of 4x4, 8x8 or 16x16 
pixels each) and coded on a pixel block-by-pixel block basis. 
Pixel blocks may be coded predictively with reference to 
other coded pixel blocks as determined by the coding assign 
ment applied to the pixel blocks respective frames. For 
example, pixel blocks of I frames can be coded non-predic 
tively or they may be coded predictively with reference to 
pixel blocks of the same frame (spatial prediction). Pixel 
blocks of P frames may be coded non-predictively, via spatial 
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prediction or via temporal prediction with reference to one 
previously coded reference frame. Pixel blocks of B frames 
may be coded non-predictively, via spatial prediction or via 
temporal prediction with reference to one or two previously 
coded reference frames. 
0045. The video coder 330 may perform coding opera 
tions according to a predetermined protocol. Such as H.263, 
H.264, MPEG-2 or HEVC. In its operation, the video coder 
330 may perform various compression operations, including 
predictive coding operations that exploit temporal and spatial 
redundancies in the input video sequence. The coded video 
data, therefore, may conform to a syntax specified by the 
protocol being used. 
0046. In an embodiment, the transmitter 340 may transmit 
additional data with the encoded video. The additional data 
may include collected Statistics on the video frames, details 
on operations performed by the pre-processor 320 or which 
frames are droppable. The additional data may be transmitted 
in a channel established by the governing protocol for out-of 
band data. For example, the transmitter 340 may transmit the 
additional data in a Supplemental enhancement information 
(SEI) channel and/or a video usability information (VUI) 
channel. Alternatively, the video coder 330 may include such 
data as part of the encoded video frames. 
0047 FIG. 4 is a functional block diagram of a video 
decoding system 400 according to an embodiment of the 
present invention. The video decoding system 400 may 
include a receiver 410 that receives encoded video data, a 
video decoder 420, a post-processor 430, a controller 432 to 
manage operation of the system 400 and a display 434 to 
display the decoded video data. 
0048. The receiver 410 may receive video to be decoded 
by the system 400. The encoded video data may be received 
from a channel 412. The receiver 410 may receive the 
encoded video data with other data, for example, coded audio 
data and/or ancillary data streams. The receiver 410 may 
separate the encoded video data from the other data. 
0049. The video decoder 420 may perform decoding 
operation on the video sequence received from the receiver 
410. The video decoder 420 may include a decoder 422, a 
reference picture cache 424, and a prediction mode selection 
426 operating under control of controller 428. The decoder 
422 may reconstruct coded video data received from the 
receiver 410 with reference to reference pictures stored in the 
reference picture cache 424. The decoder 422 may output 
reconstructed video data to the post-processor 430, which 
may perform additional operations on the reconstructed video 
data to condition it for display. Reconstructed video data of 
reference frames also may be stored to the reference picture 
cache 424 for use during decoding of Subsequently received 
coded video data. 
0050. The decoder 422 may perform decoding operations 
that invert coding operations performed by the video coder 
230 (shown in FIG.2). The decoder 422 may perform entropy 
decoding, dequantization and transform decoding to generate 
recovered pixel block data. Quantization/dequantization 
operations are lossy processes and, therefore, the recovered 
pixel block data likely will be a replica of the source pixel 
blocks that were coded by the video coder 330 (shown in FIG. 
3) but may include some error. For pixel blocks coded pre 
dictively, the transform decoding may generate residual data; 
the decoder 422 may use motion vectors associated with the 
pixel blocks to retrieve predicted pixel blocks from the refer 
ence picture cache 424 to be combined with the prediction 
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residuals. The prediction mode selector 426 may identify a 
temporal prediction mode being used for each pixelblock of 
an encoded frame being decoded and request the needed data 
for the decoding to be read from the reference picture cache 
424. Reconstructed pixel blocks may be reassembled into 
frames and output to the post-processor 430. 
0051. As discussed above, the encoded video data may 
include droppable frames which are frames that are not used 
in the prediction of any other frames. If the decoder does not 
have the resources to decode the droppable frames, the dis 
play cannot display the frame rate provided with the drop 
pable frames or the user selects a lower play back frame rate, 
the decoder may not decode the droppable frames. The 
encoded video data may include a flag on each frame that is 
droppable to allow the decoder 422 to drop those frames if 
desired. In another embodiment, the encoder may also deter 
mine which frames are droppable by analyzing the frames in 
the encoded video data. 
0.052 The post-processor 430 may perform video process 
ing to condition the recovered video data for rendering, com 
monly at a display 434. Typical post-processing operations 
may include applying deblocking filters, edge detection fil 
ters, ringing filters and the like. The post-processor 430 may 
output recovered video sequence for rendering on the display 
434 or, optionally, stored to memory (not shown) for later 
retrieval and display. The controller 432 may manage opera 
tion of the system 400. 
0053. The video decoder 420 may perform decoding 
operations according to a predetermined protocol, Such as 
H.263, H.264, MPEG-2 or HEVC, the same protocolas used 
by the encoder. In its operation, the video decoder 420 may 
perform various decoding operations, including predictive 
decoding operations that exploit temporal and spatial redun 
dancies in the encoded video sequence. The coded video data, 
therefore, may conform to a syntax specified by the protocol 
being used. 
0054. In an embodiment, the receiver 410 may receive 
additional data with the encoded video. The additional data 
may include collected Statistics on the video frames, details 
on operations performed by the pre-processor 320 (shown in 
FIG. 3) or which frames are droppable. The additional data 
may be received via a channel established by the governing 
protocol for out-of-band data. For example, the receiver 410 
may receive the additional data via Supplemental enhance 
ment information (SEI) channel and/or video usability infor 
mation (VUI) channel. Alternatively, the additional data may 
be included as part of the encoded video frames. The addi 
tional data may be used by the video decoder 420 and/or the 
post-processor 430 to properly decode the data and/or to more 
accurately reconstruct the original video data. 
0055 FIG. 5 illustrates a method 500 of encoding video 
data with droppable frames according to an embodiment of 
the present invention. The method may include receiving 
input video data (box 510), determining if the frame rate of 
the input video data is above a threshold (box 520), if the 
frame rate of the input video data is above a threshold, 
increasing the number of droppable frames in the encoding 
(box530), and coding the input video data. The method may 
be performed by the coder 214 shown in FIG. 2. 
0056. The input video data may be received (box 510) 
from a video source (e.g., memory or a camera). The input 
Video data may have a high frame rate (e.g., 120 fps or 240 
fps). The framerate of the input video data may be higher than 
the default framerate (e.g., 24 fps, 25fps, 30fps or 60fps) that 



US 2014/0362918 A1 

can be displayed on a display device or decoded by the 
decoder. The decoder may be part of the display device. 
0057 Determining if the frame rate of the input video data 

is above a threshold (box 520) may include determining the 
frame rate of the input video data. The threshold may be the 
default frame rate (e.g., 24 fps, 25 fps, 30 fps or 60 fps) that 
can be displayed on a display device or decoded by the 
decoder. The threshold may dynamically change based on the 
available resources on the device used to display the video 
data. These resources may include the resources used to 
decode the video data and/or the resources used to play the 
video content. The threshold may be set to a frame rate which 
can be displayed by all of the devices receiving the video data 
or the threshold may be set to an average frame rate at which 
the devices display the video data. The threshold may be 
based on the playback speed set by a user using the device to 
display the video data. The default framerate may be a normal 
playback mode of the display device. 
0058 If the frame rate of the input video data exceeds the 
threshold (yes in box 520), then the encoder may increase the 
number of frames that are droppable in the encoded video 
data. The number of droppable frame may be increased by 
changing the encoder parameters to provide additional drop 
pable frames which are not used in the prediction of any other 
frames. In one embodiment, the number of droppable frames 
may be increased to provide a droppable frame for any frames 
exceeding the threshold frame rate. For example, when the 
frame rate threshold is 60 fps and the frame rate of the input 
video data is 240 fps, at least three out of every four frames 
may be encoded as droppable frames. When the frame rate 
threshold is 60 fps and the frame rate of the input video data 
is 120 fps, at least one out of every two frames may be 
encoded as droppable frames. 
0059. If the framerate of the input video data is at or below 
the threshold (no in box 520), coding the input video data 
(box 540) may include coding the input video data with 
default parameters. The defaults parameters may specify that 
there is no preference on the number of non-droppable and 
droppable frames in the encoded video data. Coding the input 
Video data with default parameters may include encoding the 
input video data according to constraints imposed by bit rate 
requirements, quality requirements and/or error resiliency 
policies, without regard for the number of droppable frames 
per second. 
0060. If the input video data framerate is above the thresh 
old (yes in box 520), coding the input video data (box 540) 
may include coding the input video data with altered param 
eters to provide additional droppable frames. Coding the 
input video with parameter changed to provide additional 
droppable frames, may increase the bit rage, reduce the qual 
ity and/or increase error resiliency because the frames cannot 
depend on data in the droppable frames. Encoding the input 
Video data may include coding the droppable frames as 
I-frames, P-frames or B-frames. The encoding parameters 
and the content of the video may be used to determine how the 
droppable frames are coded. Coding the video data with 
additional droppable frames may include providing enough 
droppable frames to ensure that a specified number of drop 
pable frames are provided per second. 
0061 The non-droppable frames may be used to for dis 
play of video data in a normal playback mode. The droppable 
frames and the non-droppable frames may be used for display 
of the video data in an enhanced playback mode. 
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0062 Once the input video data is coded, the encoded 
video data may be transmitted (box 550). Transmitting the 
coded video data may include transmitted which frames in the 
encoded video data are droppable frames. Transmitting the 
coded video data may include transmitting both the droppable 
and non-droppable frames (i.e., frames with data on which 
other frames depend). 
0063 FIG. 6 illustrates a method 600 of decoding video 
data with droppable frames according to an embodiment of 
the present invention. The method 600 may include receiving 
encoded video data (box 610), determining if the framerate of 
the encoded video data is above a threshold (box 620), if the 
frame rate of the encoded video data is above the threshold 
(yes in box 620) determining which frames are droppable 
(box 630) and decode the encoded video data without decod 
ing the droppable frames (block 640), if the frame rate of the 
encoded video data is not above the threshold (no in box 620) 
decode the encoded video data (block 650). 
0064 Receiving the encoded video data (box 610) may 
include receiving an encoded video data over a communica 
tion channel. The encoded video data may include a high 
frame rate (e.g., 120 fps or 240 fps). The frame rate of the 
encoded video data may be higher than the default frame rate 
(e.g., 24 fps, 25fps, 30 fps or 60fps) that can be displayed on 
a display device or decoded by the decoder in the display 
device. The encoded video data may include droppable 
frames, which do not have any other frames depend on the 
data in the droppable frames. 
0065 Determining if the frame rate of the encoded video 
data is above a threshold (box 620) may include determining 
the frame rate of the encoded video data. The threshold may 
be the default frame rate (e.g., 24 fps, 25fps, 30 fps or 60fps) 
that can be displayed on a display device or decoded by the 
decoder. The threshold may dynamically change based on the 
available resources on the device used to display the video 
data. These resources may include the resource used to 
decode the video data and/or the resources used to play the 
video content. The threshold may be preset for the device 
used to display the video content. The threshold may be based 
on the playback speed set by a user using the device to display 
the video data (e.g., normal mode or enhanced mode). 
0066. If the frame rate of the input video data exceeds the 
threshold (yes in box 620), then the decoder may determine 
which frames in the encoded video data are droppable (box 
630) and decode the encoded video data (box 640) without 
decoding the droppable frames. The encoded video data may 
include a flag to indicate which frames are droppable frames. 
In another embodiment the decoder may determine which 
frames in the encoded video data are droppable. The decoder 
may decode only frames needed to provide decoded data at a 
frame rate that corresponds to the frame rate threshold. If the 
framerate threshold is dynamic, due to changing resources of 
the decoder and/or the display, the decoder may change the 
number of droppable frames that are decoded to track the 
frame rate threshold. Thus, if the frame rate threshold is 
increased, the decoder may increase the number of droppable 
frames that are decoded. If the frame rate threshold is 
decreased, the decoder may reduce the number of droppable 
frames that are decoded. 

0067. If the frame rate of the encoded video data is equal to 
or below the threshold (no in box 620), the decoder may 
decode all of the frames in the encoded video data (box 650) 
which include droppable frames and non-droppable frames. 
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Decoding the encoding video data (box 650) may include 
decoding all of the droppable frames in the encoded video 
data. 
0068. The method 600 may include displaying the 
decoded video data (box 660) on a display of a device. 
0069 FIG. 7 illustrates a method of decoding video data 
with droppable frames for slow motion playback. The method 
700 may include receiving encoded video data (box 710), 
decoding encoded video data to provide decoded video data at 
a standard frame rate (box720), displaying the decoded video 
data with the standard frame rate (box 730), receiving a com 
mand to display the video data with slow motion playback 
(box. 740), in response to the command, decoding encoded 
Video data to provide decoded video data at an increased 
frame rate (box 750), and displaying the decoded video data 
with slow motion playback (box 760). 
0070 Receiving the encoded video data (box 710) may 
include receiving an encoded video data over a communica 
tion channel. The encoded video data may include a high 
frame rate (e.g., 120 fps or 240 fps). The frame rate of the 
encoded video data may be higher than the default frame rate 
(e.g., 24 fps, 25fps, 30 fps or 60fps) that can be displayed on 
a display device or decoded by the decoder in the display 
device. The encoded video data may include droppable 
frames, which do not have any other frames depend on the 
data in the droppable frames. 
(0071. The encoded video data may be decoded (box. 720) 
to provide decoded video data with a standard frame rate. The 
standard framerate (e.g., 30fps) may be a rate that is normally 
displayed on the display of a device or a rate that can be 
handled by resources of the decoder and/or the display. 
Decoding the encoded video data may include dropping drop 
pable frames before the encoded video is decoded. The num 
ber of droppable frames that are dropped may correspond to 
the number of frames needed to bring the frame rate of the 
decoded video data to the standard frame rate. The decoded 
Video data may be displayed on a display of a device (box 
730) at the standard frame rate. 
0072 A user may issue a command to display the video 
data with slow motion playback (box. 740). The user may 
issue the command during the playback of video data at the 
standard frame rate (box 730). In response to the command, 
the encoded video data may be decoded to provide the 
decoded video data at an increased frame rate (box 750). The 
increased frame rate may be used to display the same video 
content at the same frame rate (e.g., standard frame rate) but 
to display the additional video content from the droppable 
frames with a slow motion playback (box 760). The timing of 
the droppable frames used to provide the slow motion may be 
changed to display the droppable frames at the standard frame 
rate. 

0073. To increase the number of frames to display, the 
encoder may decode additional droppable frames. The num 
ber of additional droppable frames that are decoded may 
correspond to the slow motion playback speed selected by the 
user. Thus, if the playback speed that is selected is reduced, 
more droppable frames may be decoded. When the user 
selects standard playback speed, the decoder may again 
increase the number of droppable frames that are dropped to 
reduce the decoded video data frame rate to the standard 
frame rate. 
0074 FIG. 8 illustrates a method of processing video data 
with slow motion according to an embodiment of the present 
invention. The method 800 may include receiving encoded 
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video data (box 810), receiving command for slow playback 
(box 820), processing the encoded video data for slow play 
back (box 830) and outputting the encoded video data (box 
840). The method 800 may be performed without having to 
transcode the input video data. The method 800 may be per 
formed in software and/or hardware. 

(0075 Receiving the encoded video data (box 810) may 
include receiving an encoded video data over a communica 
tion channel or from a storage device. The encoded video data 
may include a high frame rate (e.g., 120 fps or 240 fps). The 
frame rate of the encoded video data may be higher than the 
default frame rate (e.g., 24 fps, 25fps, 30 fps or 60fps) that is 
used to display the video content on the display device. The 
default frame rate may be limited by the available resources 
on the display device to decode and/or display the video 
content. As shown in FIG. 8, the input encoded video data 812 
may include droppable frames d. and non-droppable frames 
I and P. Droppable frames may include frames which do 
not have any other frames depend on the data in the droppable 
frames. Non-droppable frames may include frames that are 
used as reference frames for encoding other frames. As dis 
cussed above, I-frames, P-frames and -B frames may be drop 
pable if other frames (e.g., P frames or B frames) do not 
depend on them to be decoded. While in FIG. 8 the input 
video data is shown with a group of pictures (GOP) having a 
pattern of three droppable frames following each I-frame and 
each P-frame, other patterns may be included in the GOP. 
0076 Receiving the command for slow motion playback 
(box 820) may include a selection of a portion of the input 
video data that should be displayed with slow motion. Dis 
playing in slow motion may change the duration of the con 
tent shown in each frame of the selected portion. In the 
example of FIG. 8, the input video data 822 may include 
frames 8-15 which are selected to be displayed at a slow 
motion rate of 0.25x of the original frame rate. Frames 0-7 
and frames 16-23 may be not selected for displaying in the 
slow motion. 

0077. The command for slow motion playback (box 820) 
may include a starting frame or a starting time at which to start 
the slow motion playback. The command may include a start 
ing frame and an ending frame for the slow motion playback 
or alternatively, a starting time and an ending time. Alterna 
tively, the command may include a starting frame/time and 
duration (e.g., in time or number of frames) for which slow 
motion playback should be provided. The command may 
include the speed or Scaling factor for the slow motion play 
back. In one embodiment, the slow motion playback speed 
that is applied to a portion of the input video data may be 
predefined at fixed values (e.g., 0.25x, 0.5x or 0.75x speed of 
the original rate). The command for slow motion playback 
may be received from selections made on video content in the 
original video data with the high frame rate, from selections 
made on video data provided at a default frame rate used to 
display the frame content (e.g., 30 fps) or from selections 
made based on reference frames (e.g., I-frames and/or 
P-frames) in the original high frame rate content. The com 
mand for slow motion may be received while the video data is 
being displayed on the display device at the default frame 
rate. 

0078. In response to the command for slow motion play 
back, the input encoded video data may be processed to adjust 
the timing (e.g., duration of the frames) of the selected portion 
of the input video data. The duration of the frames in the 
selected portion of the input video data may be increased to 



US 2014/0362918 A1 

provide the selected slow motion speed (e.g., playback of 
0.25x or 0.5x of the original rate). For example, if the frame 
rate of the input video data is 120fps and a portion of the input 
video data is to be displayed at 0.25x the speed of the original 
video data content, the duration of the frames in the selected 
portion may be adjusted to provide 30 fps, while the duration 
of the frames in the not selected portion may be maintained at 
120 fps. 
0079. In one embodiment, the duration of the frames in the 
selected portion of the input video data may be increased to 
display the video content at the selected slow motion speed 
based on a fixed frame rate that will be used to display the 
content of the video data. For example, if the frame rate of the 
input video data is 120fps, the output video data frame rate is 
set to 30 fps, and a selected portion of the input video data is 
to be displayed at 0.25x the speed of the original rate, the 
duration of the frames in the selected portion may be adjusted 
to provide 30fps (without dropping any frames) and a number 
of frames in the not selected portion may be dropped and the 
duration of the remaining frames in the not selected portion 
may be adjusted to provide 30 fps. 
0080. In another embodiment, one or more frames in the 
selection portion of the input video data may be dropped to 
achieve the desired slow motion at fixed display frame rates. 
Frames in the selected portion to be displayed with slow 
motion may be dropped if the ratio between the display frame 
rate and the input video data frame rate is less than the slow 
motion speed (e.g., 0.25 or 0.5) to be applied to the portion of 
the video data. For example, if the frame rate of the input 
video data is 240 fps, the frame rate of the displayed video 
data is 30fps, and the desired slow motion speed is 0.25x, half 
of the frames in the selected portion of the video data may be 
dropped and the duration of the rest of the frames in the 
selected portion may be increased to be output at 30 fps. 
0081. In one embodiment, processing the encoded video 
data for slow playback (box 830) may include retiming the 
frames in the selected portion (box 832), dropping droppable 
frames (box. 834) and/or converting the frame rate in the 
non-selected portion (box 836) to output encoded video data 
at a constant frame rate. 
0082 Retiming the frames (box 832) may include chang 
ing the duration of the frames in the portion selected for slow 
motion. In the example of FIG. 8, the duration of frames 8-15 
in image sequence 833 may be changed to provide 0.25x 
speed of the original frame rate. Each frame in the selected 
portion may be adjusted to provide the output frame rate. The 
frames which are not selected for slow motion (e.g., frames 
0-7 and frames 16-23) may be maintained at the same dura 
tion. 
0083 Dropping droppable frames (box 834) may include 
dropping droppable frames in the portion of the image 
sequence not selected for slow motion. The frames may be 
dropped to provide a frame rate at which the video content 
will be displayed. For example, if the input video data is 
provided at 120 fps and the output video data is to be dis 
played at 30 fps, a third of the frames may be dropped. As 
shown in FIG. 8, frames 1, 2, 3, 5, 6, 7, 17, 18, 19, 21, 22 and 
23 in the image sequence 835 may be dropped. As discussed 
above, in some embodiments frames in the selected portion 
may also be dropped. 
0084. After the frames are dropped, the frame rate of the 
frames in the non-selected portion may be adjusted (box 836). 
The adjustment of the frame rate may include adjusting the 
duration of the frames to provide a constant frame rate in the 
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output video data. In the example of FIG. 8, all of the frames 
in the selected portion and the non-selected portion of the 
image sequence 837 may be provided at the same frame rate 
(e.g., 30 fps). 
I0085. Outputting the encoded video data (box 840) may 
include displaying the processed video data on a display 
device, storing the processed video on in memory or a storage 
device or transmitting the processed video over a communi 
cation channel. The processed video data may be stored for 
later display or to be processed by a Subsequent process (e.g., 
applying visual effects or processing the video data). Subse 
quent processes may include applying visual effects to the 
transitions between regular playback and slow motion play 
back. 
I0086 FIG. 9 illustrates image sequences of video data that 
may be processed according to an embodiment of the present 
invention. The input image sequence 910 may represent 23 
frames that are captured at 120fps to provide approximate 0.2 
seconds of video content. While the example shown in FIG.9 
is illustrated with a specific number of frames, the embodi 
ments of the present invention are not so limited. 
I0087. The input image sequence 910 may include a 
selected for slow motion portion 912, not selected portions 
914 and intermediate slow motion portions 916. The input 
image sequence 910 may include a GOP of frames including 
reference frame I, droppable frames p, and non-droppable 
frames P. The GOP of frames may not be limited to the 
structure of frames shown in image sequence 910. 
I0088 A group of frames in the input image sequence 910 
may be selected to provide a portion of the sequence 912 
selected for slow motion playback. The selections may be 
made such that the portions start on an I frame or on a non 
droppable frame P. The input image sequence 910 may 
include portions 914 that are not selected for slow motion 
playback. A user may select a scaling factor for the slow 
motion playback portion 912. The user may select the slow 
motion to be applied to the slow motion playbackportion 912 
from a predefined slow motion speeds (e.g., 0.75x. 0.5x and 
0.25x). 
I0089. The input sequence may include portions of the 
sequence 916 for intermediate slow motion playback. The 
intermediate slow motion playbackportions 916 may be used 
to gradually adjust the playback speed of the image content. 
The intermediate slow motion playback portions 916 may be 
set by the system or selected by the user. The system may set 
the slow motion playback and/or the duration of the interme 
diate slow motion playback portions 916 based on the selec 
tions made for the slow motion playback portion 912. In one 
embodiment, the system or the user may select the frames for 
the intermediate slow motion playbackportions 916 from the 
slow motion playback portion 912 or from the not selected 
portions 914. 
0090 The frames in the input image sequence 910 may be 
retimed to provide the selected playback in the slow motion 
playback portion 912 and/or the intermediate slow motion 
playback portions 916. For example, the duration of each 
frame in the slow motion playback portion 912 may be 
adjusted from /120 seconds to /30 seconds to provide 0.25x 
Scaling. The duration of each frame in the intermediate slow 
motion playback portions 916 may be adjusted from /120 
seconds to "/60 seconds to provide 0.25 scaling. The duration 
of the frames in the not selected portions 914 may be main 
tained at /120 seconds. An example of the input sequence with 
the adjusted timing is shown in image sequence 920. As 
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shown in image sequence 920, due to the adjusted timing, the 
image sequence may include a variable frame rate. 
0091 To provide a constant frame rate, a plurality of 
frames may be dropped from the image sequence 920. Image 
sequence 930 illustrates the image sequence after the drop 
pable frames are removed. As shown in the image sequence 
930, 3/4 of the frames may be removed from the not selected 
portions 914, /2 of the frames may be removed from the 
intermediate slow motion playback portions 916 and no 
frames may be removed from the slow motion playback por 
tion 912. 

0092. After the droppable frames are removed, retiming 
may be performed on the remaining frames to provide a 
constant frame rate. Image sequence 940 illustrates an output 
sequence with adjusted frame duration. The image sequence 
940 may represent 14 frames at 30 fps providing approxi 
mately 0.47 seconds of video. The total duration of the frames 
in image sequence 94.0 may correspond to the total duration of 
the frames in image sequence 920. However, the frames in 
image sequence 920 may include a variable frame rate. The 
output sequence 94.0 may be displayed on a display device, 
stored in a storage device or transmitted to another device 
over a communication channel. 

0093. While the embodiments shown in FIGS. 8 and 9 are 
shown with an input image sequence having a constant high 
frame rate, these embodiments may be extended to input 
image sequences with variable frame rates. 
0094. In some applications, the modules described here 
inabove may be provided as elements of an integrated Soft 
ware system, in which the blocks may be provided as separate 
elements of a computer program. Some embodiments may be 
implemented, for example, using a non-transitory computer 
readable storage medium or article which may store an 
instruction or a set of instructions that, if executed by a pro 
cessor, may cause the processor to perform a method in accor 
dance with the disclosed embodiments. Other applications of 
the present invention may be embodied as a hybrid system of 
dedicated hardware and software components. 
0095. The exemplary methods and computer program 
instructions may be embodied on a non-transitory machine 
readable storage medium. In addition, a server or database 
server may include machine readable media configured to 
store machine executable program instructions. The features 
of the embodiments of the present invention may be imple 
mented in hardware, Software, firmware, or a combination 
thereof and utilized in Systems, Subsystems, components or 
subcomponents thereof. The “machine readable storage 
media' may include any medium that can store information. 
Examples of a machine readable storage medium include 
electronic circuits, semiconductor memory device, ROM, 
flash memory, erasable ROM (EROM), floppy diskette, CD 
ROM, optical disk, hard disk, fiber optic medium, or any 
electromagnetic or optical storage device. 
0096. It will be appreciated that in the development of any 
actual implementation (as in any development project), 
numerous decisions must be made to achieve the developers 
specific goals (e.g., compliance with system and business 
related constraints), and that these goals will vary from one 
implementation to another. It will also be appreciated that 
Such development efforts might be complex and time con 
Suming, but would nevertheless be a routine undertaking for 
those of ordinary skill in the digital video capture, processing 
and distribution field having the benefit of this disclosure. 
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0097 Although the processes illustrated and described 
herein include series of steps, it will be appreciated that the 
different embodiments of the present disclosure are not lim 
ited by the illustrated ordering of steps, as some steps may 
occur in different orders, some concurrently with other steps 
apart from that shown and described herein. In addition, not 
all illustrated steps may be required to implement a method 
ology in accordance with the present invention. Moreover, it 
will be appreciated that the processes may be implemented in 
association with the apparatus and systems illustrated and 
described herein as well as in association with other systems 
not illustrated. 
0098. It is to be understood that the above description is 
intended to be illustrative, and not restrictive. For example, 
the above described embodiments may be used in combina 
tion with each other. Many other embodiments will be appar 
ent to those of skill in the art upon reviewing the above 
description. The scope of the invention therefore should be 
determined with reference to the appended claims, along with 
the full scope of equivalents to which such claims are entitled. 
We claim: 
1. A coding method, comprising: 
coding an image sequence according to predictive coding 

techniques in which select coded frames serve as pre 
diction references for other coded frames, wherein the 
coding comprises: 

distinguishing frames from the image sequence that are to 
be displayed during a normal playback mode from other 
frames of the image sequence that are to be displayed 
during an enhanced playback mode, 

for the frames associated with the normal playback mode, 
coding the frames according to the predictive coding 
techniques in which the respective frames are candidates 
to serve as prediction references for other frames of the 
image sequence, and 

for the frames associated with the enhanced playback 
mode, coding the frames according to the predictive 
coding techniques in which the respective frames are 
prevented from serving as prediction references for 
other frames of the image sequence. 

2. The method of claim 1, wherein the image sequence 
includes a plurality of frames having a framerate that exceeds 
a frame rate of the normal playback mode. 

3. The method of claim 1, wherein the image sequence 
includes a plurality of frames having a frame rate that at least 
matches a frame rate of the enhanced playback mode. 

4. The method of claim 1 further comprising transmitting 
the coded image sequence over a communication channel. 

5. The method of claim 1, wherein the image sequence has 
a variable frame rate. 

6. The method of claim 1, wherein a frame rate of the 
normal playback mode is a frame rate used to display the 
image sequence on a display device. 

7. The method of claim 1, wherein the frames associated 
with the enhanced mode include an intra-frame (I-Frame), a 
predictive frame (P-Frame) and a bidirectional frame 
(B-Frame). 

8. A decoding method, comprising: 
determining a playback mode for decoded video from a 

normal playback mode and an enhanced playback mode, 
decoding a coded image sequence according to predictive 

decoding techniques in which select coded frames are 
coded using other coded frames as prediction refer 
ences, wherein the decoding comprises: 
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when the normal playback mode is selected, 
dropping coded frames from the coded image sequence 

associated with the enhanced playback mode, and 
decoding remaining frames according to the predictive 

decoding techniques, and when the enhanced play 
back mode is selected, 

decoding frames of the coded image sequence that are 
associated with the enhanced playback mode, which 
include the frames of the normal playback mode and 
additional frames from the coded image sequence, 
according to the predictive decoding techniques. 

9. The method of claim8, wherein prediction references of 
the coded image sequence are constrained to prevent coded 
frames from serving as a prediction reference for other por 
tions of the image sequence when the coded frames belong to 
the enhanced playback mode but not the normal playback 
mode. 

10. The method of claim 8, wherein the coded image 
sequence includes a plurality of frames having a frame rate 
that exceeds a frame rate of the normal playback mode. 

11. The method of claim 8, wherein the coded image 
sequence has a variable frame rate. 

12. The method of claim 8, wherein the frames associated 
with the enhanced mode include an intra-frame (I-Frame), a 
predictive frame (P-Frame) and a bidirectional frame 
(B-Frame). 

13. The method of claim 8, wherein the enhanced mode is 
selected based on resources available for decoding the coded 
image sequence. 

14. The method of claim 8, wherein the enhanced mode is 
selected for a portion of the coded image sequence to be 
displayed with slow motion. 

15. A non-transitory storage device that stores a predic 
tively-coded image sequence comprising a plurality of coded 
frames, wherein select coded frames serve as prediction ref 
erences for other coded frames, and the image sequence 
includes a number of coded frames to Support both a normal 
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playback mode and an enhanced playback mode having a 
higher number of frames than normal playback mode, 
wherein select coded frames associated with the normal play 
back mode serve as prediction references for other frames of 
the image sequence, but coded frames associated with the 
enhanced playback mode do not serve as prediction refer 
ences for other frames of the image sequence. 

16. A method for processing a coded image sequence for 
slow motion playback, the method comprising: 

receiving a coded image sequence with a frame rate that is 
higher than a display frame rate; 

receiving a command selecting a portion of the encoded 
image sequence for slow motion playback; 

retiming the frames in the selected portion to provide 
frames at the display frame rate; and 

dropping coded frames from portions of the coded image 
sequence outside of the selected portion, the dropped 
coded frames including frames that are coded according 
to the predictive coding techniques in which the respec 
tive frames are prevented from serving as prediction 
references for other frames of the image sequence. 

17. The method of claim 16 further comprising, after drop 
ping the coded frames, retiming the remaining frames in the 
portions outside of the selected portion. 

18. The method of claim 16 further comprising storing the 
encoded image sequence without the dropped coded frames 
in memory. 

19. The method of claim 16 further comprising decoding 
the coded image sequence without the decoding the dropped 
coded frames. 

20. The method of claim 16 further comprising generating 
an intermediate slow motion portion in a portion of the image 
sequence adjacent to the selected portion, the intermediate 
slow motion portion including a playback speed that transi 
tions between a defaults playback speed and a playback speed 
of the selected portion. 
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