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(57) The present disclosure provides a media file
packing and unpacking method, apparatus and device,
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Description

RELATED APPLICATION

[0001] The present disclosure is proposed based on application number: 202110968501.9, filed on August 23, 2021
and claiming priority from the Chinese patent application entitled " MEDIA FILE PACKING AND UNPACKING METHOD,
APPARATUS AND DEVICE, AND STORAGE MEDIUM ", and claims priority to the Chinese patent application, which
is incorporated by reference in its entirety.

FIELD OF THE TECHNOLOGY

[0002] Embodiments of the present disclosure relate to the art of video processing, and in particular, to a media file
packing and unpacking method, apparatus and device, and a storage medium.

BACKGROUND OF THE DISCLOSURE

[0003] Immersive media refer to media contents capable of providing immersive experience for consumers, and the
immersive media can be divided into 3 Degree of Freedom (DoF) media, 3DoF+ media, and 6DoF media according to
the degree of freedom of a user when consuming the media contents.
[0004] However, in the current packing mode of a video code stream, with regard to a media file including a plurality
of static panoramic image items, or with regard to a media file including a plurality of point cloud items and a plurality of
static panoramic image items, a file unpacking device cannot decode media files corresponding to a part of items, so
that the decoding efficiency is low.

SUMMARY

[0005] The present disclosure provides a media file packing and unpacking method, apparatus and device, and a
storage medium, and the file unpacking device may decode media files corresponding to a part of items, so that the
decoding efficiency is improved.
[0006] In a first aspect, the present disclosure provides a media file packing method, which is applied to a file packing
device, where the file packing device may be understood as a video packaging device, and the method includes:

acquiring code streams after N items are coded, the items at least including any one of point clouds and static
panoramic images, and N being a positive integer greater than 1;

packing the code streams of the N items in at least one entity group, and adding, with regard to each entity group
in at least one entity group, first indication information to the entity group to obtain media files of the N items, the
first indication information being configured to indicate the types of all items having an association relation in the
entity group; and

transmitting the media files of the N items to a file unpacking device.

[0007] In a second aspect, the present disclosure provides a media file unpacking method, applied to the file unpacking
device, the method including:

receiving the media files of the N items transmitted by the file packing device, the items at least including at least
one of point clouds and static panoramic images, N being a positive integer greater than 1, the media files including
at least one entity group, a code stream of at least one item being packed into the entity group, the media files
further including first indication information corresponding to each entity group, and the first indication information
being configured to indicate the types of all items having the association relation in the entity group;

determining, with regard to each entity group in at least one entity group, a target item to be decoded in the entity
group according to the first indication information corresponding to the entity group;

unpacking the target item to obtain the code stream of the target item; and

decoding the code stream of the target item to obtain the target item.
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[0008] In a third aspect, the present disclosure provides a media file packing apparatus, applied to the file packing
device, the apparatus including:

an acquiring unit, configured to acquire code streams after N items are coded, the items at least including any one
of point clouds and static panoramic images, and N being a positive integer greater than 1;

a packing unit, configured to pack the code streams of the N items into at least one entity group, and add, with
regard to each entity group in the at least one entity group, first indication information to the entity group to obtain
the media files of the N items, the first indication information being configured to indicate the types of all items having
the association relation in the entity group; and

a transmitting unit, configured to transmit the media files of the N items to the file unpacking device.

[0009] In a fourth aspect, the present disclosure provides a media file unpacking apparatus, applied to the file unpacking
device, the apparatus including:

a receiving unit, configured to receive the media files of the N items transmitted by the file packing device, the items
at least including at least one of point clouds and static panoramic images, N being a positive integer greater than
1, the media files including at least one entity group, a code stream of at least one item being packed in the entity
group, the media files further including first indication information corresponding to each entity group, and the first
indication information being configured to indicate the types of all items having the association relation in each entity
group;

a determining unit, configured to determine, with regard to each entity group in the at least one entity group, a target
item to be decoded in the entity group according to the first indication information corresponding to the entity group;

an unpacking unit, configured to unpack the target item to obtain the code stream of the target item; and

a decoding unit, configured to decode the code stream of the target item to obtain the target item.

[0010] In a fifth aspect, the present disclosure provides a file packing device, including: a processor and a memory,
the memory being configured to store a computer program, and the processor being configured to invoke the computer
program stored in the memory to execute the method in the first aspect.
[0011] In a sixth aspect, the present disclosure provides a file unpacking device, including: a processor and a memory,
the memory being configured to store a computer program, and the processor being configured to invoke the computer
program stored in the memory to execute the method in the second aspect.
[0012] In a seventh aspect, a computing device is provided, including: a processor and a memory, the memory being
configured to store a computer program, and the processor being configured to invoke and run the computer program
stored in the memory to execute the method in the first aspect and/or the second aspect.
[0013] In an eighth aspect, a computer readable storage medium is provided, and is configured to store a computer
program, and the computer program causes a computer to execute the method in the first aspect and/or the second aspect.
[0014] To sum up, in the present disclosure, the file packing device acquires code streams after N items are coded,
where the items at least include any one of point clouds and static panoramic images; the file packing device packs the
code streams of the N items into at least one entity group to obtain the media files of the N items; with regard to each
entity group in at least one entity group, the first indication information is added to the entity group, and the first indication
information is configured to indicate the types of all items having the association relation in the entity group; and the file
packing device transmits the media files of the N items to the file unpacking device. The file unpacking device determines,
with regard to each entity group in the at least one entity group, a target item to be decoded in the entity group according
to the first indication information corresponding to the entity group; the target item is unpacked to obtain the code stream
of the target item; and the code stream of the target item is decoded to obtain the target item. According to the present
disclosure, the first indication information is added to the entity group, the first indication information is configured to
indicate the types of all items having the association relation in the entity group, so that the file unpacking device can
selectively decode the media files corresponding to part of the items for presentation according to the association relation
of the items in the entity group indicated by the first indication information, without decoding the media files of all the
items, and the decoding efficiency is improved.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0015] To describe the technical solutions of the embodiments of the present disclosure more clearly, the following
briefly introduces the accompanying drawings required for describing the embodiments. Apparently, the accompanying
drawings in the following description show only some embodiments of the present disclosure, and a person of ordinary
skill in the art may still derive other drawings from these accompanying drawings without creative efforts.

FIG. 1 schematically shows a schematic diagram of three degrees of freedom;

FIG. 2 schematically shows a schematic diagram of three degrees of freedom+;

FIG. 3 schematically shows a schematic diagram of sixth degrees of freedom;

FIG. 4A is a schematic diagram of a coding-decoding process of an immersive media system according to an
embodiment of the present disclosure;

FIG. 4B is a schematic diagram of a coding-decoding process of V3C media according to an embodiment of the
present disclosure;

FIG. 5 is an interaction flowchart of a media file packing and unpacking method according to this embodiment of
the present disclosure;

FIG. 6 is an interaction flowchart of a media file packing and unpacking method according to this embodiment of
the present disclosure;

FIG. 7 is a schematic structural diagram of a media file packing apparatus according to an embodiment of the present
disclosure;

FIG. 8 is a schematic structural diagram of a media file unpacking apparatus according to an embodiment of the
present disclosure;

FIG. 9 is a schematic block diagram of a computing device according to this embodiment of the present disclosure.

DESCRIPTION OF EMBODIMENTS

[0016] The technical solutions in this embodiment of the present disclosure are clearly and completely described in
the following with reference to the accompanying drawings in this embodiment of the present disclosure. Apparently,
the described embodiments are merely some rather than all of the embodiments of the present disclosure. All other
embodiments obtained by a person of ordinary skill in the art based on the embodiments of the present disclosure without
creative efforts shall fall within the protection scope of the present disclosure.
[0017] In the specification, claims, and the foregoing accompanying drawings of the present disclosure, the terms
"first", "second", and so on are intended to distinguish between similar objects rather than indicating a specific order or
precedence order. It is to be understood that such used data is interchangeable where appropriate so that the embod-
iments of the present disclosure described here can be implemented in an order other than those illustrated or described
here. Moreover, the terms "include", "contain" and any other variants mean to cover the non-exclusive inclusion, for
example, a process, method, system, product, or server that includes a list of steps or units is not necessarily limited to
those expressly listed steps or units, but may include other steps or units not expressly listed or inherent to such a
process, method, system, product, or device.
[0018] Embodiments of the present disclosure relate to a data processing technology for immersive media.
[0019] Before the technical solutions of the present disclosure are introduced, the related knowledge of the present
disclosure is introduced as follows:
panoramic videos/images: after multi-camera acquisition, splicing and mapping are implemented, part of media pictures
may be provided according to the viewing orientation or a window of a user, and videos or images of pictures of 360
degrees at most are provided. The panoramic videos/images are immersive media that provides an experience of three
degrees of freedom.
[0020] Multi-view-angle/multi-viewpoint video: a multi-view-angle/multi-view-point video refers to a video with depth
information, which is shot by a plurality of groups of camera arrays from a plurality of angles. The multi-view-angle/multi-
viewpoint video is also called a free-view-angle/free-viewpoint video, and is an immersive media that provides an expe-
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rience of six degrees of freedom.
[0021] Point cloud: a point cloud is a discrete point set that is randomly distributed in space and represents the spatial
structure and surface property of a three-dimensional object or scene. Each point in the point cloud at least has three-
dimensional position information, and may have color, material or other information according to different application
scenes. Generally, each point in the point cloud has the same number of additional properties.
[0022] V3C volumetric media: visual volumetric video-based coding media refers to immersive media coded with
traditional videos, including multi-view-angle video, video coded point clouds, and the like in file packing containing
volumetric video type tracks, captured from three-dimensional spatial visual contents and providing a 3DoF+, 6DoF
viewing experience.
[0023] PCC: PCC refers to point cloud compression.
[0024] G-PCC: G-PCC refers to geometry-based point cloud compression.
[0025] V-PCC: V-PCC refers to video-based point cloud compression.
[0026] Drawing set: a drawing set indicates region information on a 2D planar frame, region information of a 3D
presentation space, and a mapping relation between the region information on the 2D planar frame and the region
information of the 3D presentation space and necessary parameter information required for mapping.
[0027] Track: a track is a media data set in a media file packing process, and a media file may include a plurality of
tracks, for example, a media file may include a video track, an audio track, and a subtitle track.
[0028] Sample: a sample is a packing unit in the media file packing process, and one media track includes a plurality
of samples. For example, a sample of a video track is generally a video frame.
[0029] DoF: DoF refers to degree of freedom. DoF refers to the number of independent coordinates in a mechanical
system, and includes the degree of freedom of rotation and vibration in addition to the degree of freedom of translation.
In this embodiment of the present disclosure, when the user watches the immersive media, DoF refers to supported
movement, and the degree of freedom of content interaction is generated.
[0030] 3DoF: 3DoF is three degrees of freedom, and refers to three degrees of freedom of the user’s head rotating
around XYZ axes. FIG. 1 schematically shows a schematic diagram of three degrees of freedom. As shown in FIG. 1,
the head can be turned, lowered up and down, or swung, which means that the head can be rotated on three axes at a
certain place and a certain point. With the experience of three degrees of freedom, the user can be immersed in 360
degrees in a scene. If it is static, it can be understood as a panoramic picture. If the panoramic picture is dynamic, it is
a panoramic video, namely a VR video. However, the VR video has certain limitations, and the user cannot move and
choose any place to see.
[0031] 3DoF+: on the basis of three degrees of freedom, the user also has the degree of freedom for performing limited
movement along the XYZ axes, which can also be called limited six degrees of freedom, and the corresponding media
code stream can be called as a limited six-degrees-of-freedom media code stream. FIG. 2 schematically shows a
schematic diagram of three degrees of freedom+.
[0032] 6DoF: on the basis of three degrees of freedom, the user also has the degree of freedom of free movement
along XYZ axes, and the corresponding media code stream can be called a six-degree-of-freedom media code stream.
FIG. 3 schematically shows a schematic diagram of six degrees of freedom. 6DoF media refers to a 6-degree-of-freedom
video, and refers to a video that can provide a high-degree-of-freedom viewing experience in which the user freely moves
a viewpoint in directions of the XYZ axes of a three-dimensional space and freely rotates the viewpoint around the XYX
axes. 6DoF media is a combination of different spatial view angles of videos acquired by a camera array. To facilitate
the expression, storage, compression and processing of 6DoF media, 6DoF media data is expressed as a combination
of the following information: texture maps acquired by multiple cameras, depth maps corresponding to the texture maps
of the multiple cameras, and corresponding 6DoF media content description metadata. The metadata includes param-
eters of the multiple cameras and description information such as splicing layout and edge protection of the 6DoF media.
At a coding end, the information of the texture maps of the multiple cameras and the information of the corresponding
depth maps are spliced, and the description data of the splicing mode is written into the metadata according to the
defined grammar and semantic description. The spliced information of the depth maps and texture maps of the multiple
cameras is coded in a flat video compression mode, and is transmitted to a terminal for decoding, and then 6DoF virtual
viewpoints requested by the user are synthesized, so that the viewing experience of the 6DoF media of the user is provided.
[0033] AVS: AVS refers to audio video coding standard.
[0034] ISOBMFF: ISOBMFF refers to ISO based media file format, and is a standard media file format based on
international standard organization (ISO). ISOBMFF is a packing standard of media files, and a MP4 (moving picture
experts group 4) file is the most typical ISOBMFF file.
[0035] DASH: dynamic adaptive streaming over HTTP is an adaptive bit rate streaming technology, so that high-quality
streaming media can be transmitted by a traditional HTTP network server through the Internet.
[0036] MPD: media presentation description refers to media presentation description signaling in DASH, and is con-
figured to describe media fragment information.
[0037] HEVC: High efficiency video coding refers to international video coding standard HEVC/H.265.
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[0038] VVC: versatile video coding refers to international video coding standard VCC/H.266.
[0039] Intra (picture) prediction.
[0040] Inter (picture) prediction.
[0041] SCC: SCC refers to screen content coding.
[0042] Panoramic videos or images are generally shot, spliced, and mapped from a plurality of cameras onto a scene,
resulting in a spherical video or image with a 360-degree image range. The panoramic videos or images are typical
3DoF media.
[0043] Generally, a multi-view-angle video is shot from a scene from multiple angles by a camera array, and texture
information (color information and the like) and depth information (spatial distance information and the like) of the scene
are formed, and then mapping information from the 2D planar frame to the 3D presentation space is added, so that
6DoF media capable of being consumed on a user side is formed.
a point cloud is a discrete point set that is randomly distributed in space and represents the spatial structure and surface
property of a three-dimensional object or scene. Each point in the point cloud at least has three-dimensional position
information, and may have color, material or other information according to different application scenes. Generally, each
point in the point cloud has the same number of additional properties.
[0044] The point cloud can flexibly and conveniently express the spatial structure and surface property of a three-
dimensional object or scene, so the application is wide, including virtual reality (VR) games, computer aided design
(CAD), geography information system (GIS), autonomous navigation system (ANS), digital cultural heritage, free view-
point broadcasting, three-dimensional immersive remote presentation, three-dimensional reconstruction of biological
tissue organs, and the like.
[0045] The point cloud is obtained mainly by the following ways: computer generation, 3D laser scanning, 3D photo-
grammetry, and the like. A computer may generate a point cloud of virtual three-dimensional objects and scenes. By
3D scanning, a point cloud of a static real world three-dimensional object or scene may be obtained, and millions of
point clouds may be obtained per second. By 3D camera shooting, point clouds of dynamic real world three-dimensional
objects or scenes may be obtained, and ten million of point clouds may be obtained per second. In addition, in the
medical field, from MRI, CT and electromagnetic localization information, point clouds of biological tissues and organs
may be obtained. By the technologies, the point cloud data acquisition cost and the time period are reduced, and the
accuracy of the data is improved. Revolution of the point cloud data acquisition mode causes acquisition of a large
amount of point cloud data to be possible. Along with continuous accumulation of large-scale point cloud data, efficient
storage, transmission, release, sharing and standardization of the point cloud data become the key of point cloud
application.
[0046] After the point cloud media is coded, the coded data stream needs to be packed and transmitted to the user.
Correspondingly, at a point cloud media player end, a point cloud file needs to be unpacked first and then decoded, and
finally the decoded data stream is presented. Therefore, in the unpacking link, after specific information is acquired, the
efficiency of the decoding link can be improved to a certain extent, so that better experience is brought to presentation
of the point cloud media.
[0047] FIG. 4A is a schematic diagram of a coding-decoding process of an immersive media system according to an
embodiment of the present disclosure. As shown in FIG. 4A, the immersive media system includes a coding device and
a decoding device, the coding device may refer to a computer device used by a provider of the immersive media, and
the computer device may be a terminal (for example, a PC (personal computer), a smart mobile device (for example, a
smart phone), and the like.) or a server. The decoding device may refer to a computer device used by the user of the
immersive media, and the computer device may be a terminal (for example, a PC (personal computer), a smart mobile
device (for example, a smart phone), and a VR device (for example, a VR helmet, VR glasses, and the like)). The data
processing course of the immersive media includes a data processing course on a coding device side and a data
processing course on a decoding device side.
[0048] The data processing course at the coding device end mainly includes:

(1) an acquiring and making process of media contents of the immersive media; and

(2) a coding and file packing process of the immersive media. The data processing course at the decoding device
end mainly includes:

(3) a file unpacking and decoding process of the immersive media; and

(4) a rendering process of the immersive media.

[0049] In addition, a transmission process of the immersive media involves between the coding device and the decoding
device, the transmission process can be implemented on the basis of various transmission protocols, and the transmission
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protocols herein can include but are not limited to: a DASH (dynamic adaptive streaming over HTTP) protocol, a HLS
(HTTP live streaming) protocol, a SMTP (smart media transport protocol), a TCP (transmission control protocol), and
the like.
[0050] The various processes involved in the data processing course of the immersive media will be respectively
described in detail below with reference to FIG. 4A.
[0051] Firstly, a data processing course at the coding device end:

(1) an acquiring and making process of media contents of the immersive media.

1) an acquiring process of the media contents of the immersive media.

[0052] An audiovisual scene (A) of the real world is captured by an audio sensor and a group of cameras or a camera
device with multiple lenses and sensors. A group of digital image/video (Bi) and audio (Ba) signals are acquired and
generated. A camera/lens generally covers all directions around the center point of a camera group or a camera device
and is therefore referred to as a 360-degree video.
[0053] In one implementation, a capturing device may refer to a hardware component arranged in the coding device,
for example, the capturing device refers to a microphone, a camera, a sensor, and the like of the terminal. In another
implementation, the capturing device may also be a hardware apparatus connected to the coding device, for example,
a camera connected to a server.
[0054] The capturing device may include but is not limited to: an audio device, a camera device and a sensing device.
The audio device may include an audio sensor, a microphone and the like. The camera device may include a common
camera, a stereo camera, an optical field camera and the like. The sensing device may include a laser device, a radar
device and the like.
[0055] The number of capturing devices may be multiple, the capturing devices are deployed at specific locations in
real space to simultaneously capture audio contents and video contents from different angles within the space, the
captured audio contents and video contents remain synchronized in both time and space. The media contents acquired
by the capturing devices are referred to as raw data for the immersive media.

2) A making process of the media contents of the immersive media.

[0056] The captured audio contents are contents suitable for being subjected to audio coding of the immersive media.
After a series of making processes, the captured video contents may become contents suitable for being subjected to
video coding of the immersive media, and the making processes include:

i) splicing. The captured video contents are obtained by shooting by means of the capturing device at different
angles, and the splicing means that the video contents shot at all the angles are spliced into a complete video
capable of reflecting 360-degree visual panorama in a real space, namely the spliced video is a panoramic video
(or spherical video) represented in a three-dimensional space.

ii) projecting. The projecting refers to a process of mapping a three-dimensional video formed by splicing to a two-
dimensional (3-Dimension, 2D) image, and the 2D image formed by projecting is called a projected image; The
manners of projecting may include but are not limited to: longitude and latitude map projecting and regular hexahedron
projecting.

iii) region wise packing. The projected image may be coded directly, and the projected image may also be coded
after being subjected to region wise packing. In practice, it is found that in the data processing course of the immersive
media, the video coding efficiency of the immersive media can be greatly improved by performing region wise
packing on the two-dimensional projected image and then coding the two-dimensional projected image, and therefore
the region wise packing technology is widely applied to the video processing course of the immersive media. The
region wise packing refers to a process of performing conversion processing on the projected image by region, and
in the region wise packing process, the projected image is converted into a packed image. The process of region
wise packing specifically includes: the projected image is divided into a plurality of mapping regions, then the plurality
of mapping regions are respectively subjected to conversion processing to obtain a plurality of packing regions, and
the plurality of packing regions are mapped into one 2D image to obtain a packed image. The mapping region refers
to a region obtained by dividing in the projected image before performing region wise packing; and the packing
region is a region located in the packed image after region wise packing is executed.

[0057] The conversion processing may include but is not limited to: processing of mirroring, rotating, rearranging,
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upsampling, downsampling, changing of the resolution of regions, moving and the like.
[0058] Since only panoramic video can be captured by using the capturing device, such video can be processed by
the coding device and transmitted to the decoding device for corresponding data processing, the user on the decoding
device side can only view 360-degree video information by performing some specific actions (such as head rotation),
while corresponding video changes cannot be obtained by performing unspecific actions (such as head movement),
and the VR experience is not good, so that depth information matched with the panoramic video needs to be additionally
provided to enable the user to obtain better immersion degree and better VR experience, which relates to a 6DoF (Six
Degrees of Freedom) making technology. When the user can move more freely in a simulated scene, it is called 6DoF.
When the 6DoF making technology is utilized to make the video contents of the immersive media, an optical field camera,
a laser device, a radar device and the like may be generally selected as the capturing device to capture point cloud data
or optical field data in a space, and some specific processing, such as processes of cutting and mapping the point cloud
data, a depth information calculation process and the like, is required in the process of executing the making processes
i)-iii).
[0059] The images (Bi) of the same time instance are spliced, rotated, projected and mapped onto the packed image (D).

(2) A coding and file packing process of the immersive media.

[0060] The captured audio contents can be directly subjected to audio coding to form an audio code stream of the
immersive media. After the above-mentioned making processes i)-ii) or i)-iii), video coding is performed on the projected
image or the packed image to obtain a video code stream of the immersive media, for example, the packed image (D)
is coded into a coded image (Ei) or a coded video bit stream (Ev). The captured audio (Ba) is coded into an audio bit
stream. Then, the coded images, video and/or audio are then combined into a media file (F) for file playback or a
sequence of initialization and media fragments (Fs) for stream transmission according to a specific media container file
format. The coding device end also includes metadata, such as projection and region information, into the file or fragment
to facilitate presentation of the decoded packed image.
[0061] If the 6DoF making technology is utilized, a specific coding mode (such as point cloud coding) is required to
be utilized for coding in a video coding process. Audio code streams and video code streams are packed in a file container
according to a file format (such as an ISOBMFF (ISO Base Media File Format)) of the immersive media to form a media
file resource of the immersive media. The media file resource can be a media file or a media fragment to form a media
file of the immersive media. Metadata of the media file resource of the immersive media is recorded by using media
presentation description information (MPD) as required by a file format of the immersive media. The metadata herein is
a generic term for information related to the presentation of the immersive media, and the metadata can include description
information for media contents, description information for windows, and signaling information related to the presentation
of the media contents, and so on. As shown in FIG. 4A, the coding device stores media presentation description information
and media file resources formed after the data processing course.
[0062] An immersive media system supports a box, the box refers to data blocks or objects of the metadata, that is,
the box contains metadata of the corresponding media contents. The immersive media may include a plurality of boxes,
including, for example, a sphere region zooming box containing metadata configured to describe sphere region zooming
information; a 2D region zooming box containing metadata configured to describe 2D region zooming information; and
a region wise packing box containing metadata configured to describe corresponding information in a region wise packing
process, and the like.
[0063] The fragments (Fs) are delivered to a player by using a delivery mechanism.
[0064] Secondly, a data processing course at the decoding device end:
(3) a file unpacking and decoding process of the immersive media; and
the decoding device can obtain the media file resources of the immersive media and the corresponding media presentation
description information from the coding device by means of recommendation of the coding device or adaptive dynamic
according to requirements of the user at the decoding device end, for example, the decoding device can determine the
orientation and position of the user according to the tracking information of the head/eyes/body of the user, and then
dynamically request the coding device to obtain the corresponding media file resources on the basis of the determined
orientation and position. The media file resources and the media presentation description information are transmitted
from the coding device to the decoding device via a transmission mechanism (for example, DASH and SMT). The file
unpacking process of the decoding device end is opposite to the file packing process of the coding device end, and the
decoding device unpacks the media file resources according to the file format requirement of the immersive media to
obtain the audio code streams and the video code streams. The decoding process of the decoding device end is opposite
to the coding process of the coding device end, and the decoding device performs audio decoding on the audio code
streams to restore the audio contents.
[0065] In addition, the decoding process of the video code streams by the decoding device includes:
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i) decoding the video code streams to obtain a planar image; according to the metadata provided by the media
presentation description information, if the metadata indicates that the immersive media has performed a region
wise packing process, the planar image refers to the packed image; and if the metadata indicates that the immersive
media has not performed the region wise packing process, the planar image refers to a projected image; and

ii) if the metadata indicates that the immersive media has performed the region wise packing process, the decoding
device performs region wise unpacking on the packed image to obtain the projected image. Here, the region wise
unpacking is opposite to the region wise packing, and the region wise unpacking refers to a process of performing
reverse conversion processing on the packed image by region, and the region wise unpacking causes the packed
image to be converted into the projected image. The process of the region wise unpacking specifically includes:
performing reverse conversion processing on the plurality of packing regions in the packed image according to the
indication of the metadata to obtain a plurality of mapping regions, and mapping the plurality of mapping regions to
one 2D image to obtain the projected image. Reverse conversion processing refers to processing reverse to con-
version processing, for example: the conversion processing refers to a counterclockwise rotation of 90 degrees,
and the reverse conversion processing refers to a clockwise rotation of 90 degrees.

iii) Reconstruction processing is performed on the projected image according to the media presentation description
information to convert the projected image into a 3D image. The reconstruction processing herein refers to processing
of re-proj ecting the two-dimensional projected image into a 3D space.

[0066] (4) A rendering process of the immersive media.
the decoding device renders the audio contents obtained by decoding audio and the 3D image obtained by decoding
video according to metadata related to rendering and windows in the media presentation description information, and
the 3D image is played and outputted after the rendering is completed. In particular, if the making technologies of 3DoF
and 3DoF+ are utilized, the decoding device renders the 3D image mainly on the basis of a current viewpoint, parallax,
depth information, and the like, and if the making technology of 6DoF is utilized, the decoding device renders the 3D
image within a window mainly on the basis of the current viewpoint. The viewpoint refers to a viewing position of the
user, the parallax refers to a visual line difference generated by binocular eyes of the user or a visual line difference
generated due to movement, and the window refers to a viewing region.
[0067] An immersive media system supports a box, the box refers to data blocks or objects of the metadata, that is,
the box contains metadata of the corresponding media contents. The immersive media may include a plurality of boxes,
including, for example, a sphere region zooming box containing metadata configured to describe sphere region zooming
information; a 2D region zooming box containing metadata configured to describe 2D region zooming information; and
a region wise packing box containing metadata configured to describe corresponding information in a region wise packing
process, and the like.
[0068] For example, as shown in FIG. 4A, a file (F) outputted from the coding device end is the same as a file (F’)
inputted from the decoding device end. The decoding device end processes the file (F’) or received fragment (F’s) to
extract the coded bit stream (E’a, E’v and/or E’i), and analyzes the metadata. Viewport-related video data may be carried
in multiple tracks, and the tracks may be overwritten in the bit stream before decoding and are merged into a single
video bit stream E’v. The audio, video and/or images are then decoded into decoded signals (B’a being an audio signal
and D’ being an image/video signal). The decoded image/video (D’) is displayed on a screen of a head-mounted display
or any other display device on the basis of the current viewing direction or viewport, as well as information such as
projection, spherical overlay, rotation and region in the metadata. The current viewing direction is determined by head
tracking information and/or eye tracking information. Meanwhile, the decoded audio signal (B’a) is rendered, for example,
the decoded audio signal is listened by the user via headphones. In addition to the video signal and the audio signal
being rendered, the current viewing direction may also be configured to optimize decoding. In the dependent delivery
of the viewport, the current viewing direction is also passed to a policy module that determines the video track to receive
according to the viewing direction.
[0069] FIG. 4B is a schematic diagram of a coding-decoding process of the V3C media according to an embodiment
of the present disclosure, as shown in FIG. 4B, the immersive media system includes a file packing device and a file
unpacking device. In some embodiments, the file packing device may be understood as the coding device described
above, and the file unpacking device may be understood as the decoding device described above.
[0070] A real world or synthetic visual scene (A) is captured by a group of cameras, or a camera device with multiple
lenses and sensors, or a virtual camera. The acquisition result is source volumetric data (B). One or more volume frames
are coded as a V3C bit stream, including one atlas bit stream, at most one occupancy bit stream, one geometric bit
stream, and zero or more property bit streams (Ev).
[0071] Then, according to a specific media container file format, the one or more coded bit streams are packed into
a media file (F) for local playback or a sequence of initialization and media fragments (Fs) for stream transmission. The
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media container file format is the ISO base media file format specified in ISO/IEC 14496-12. The file packing device
may also include metadata into the files or fragments. The fragments (Fs) are delivered to the decoding device by using
the delivery mechanism.
[0072] The file (F) outputted from the file packing device is the same as the file (F’) inputted from the file unpacking
device. The file unpacking device processes the file (F’) or received fragment (F’s) to extract the coded bit stream (E’v),
and analyzes the metadata. Then the V3C bit stream is decoded into a decoded signal (D’). The decoded signal (D’) is
reconstructed, rendered and displayed on a screen of a head-mounted display or any other display device on the basis
of the current viewing direction or viewport. The current viewing direction is determined by head tracking information
and/or eye tracking information. In the dependent delivery of the viewport, the current viewing direction is also passed
to a policy module that determines the track to receive according to the viewing direction.
[0073] The above process is applicable to real-time and on-demand use cases.
[0074] The following describes related boxes involved into this embodiment of the present disclosure:

[0075] When the Box Type of the EntityToGroupBox is ’oapc’, it indicates that an association relation on content exists
between all tracks and items in the entity group, and one or more tracks or items in the entity group can be presented
according to requirements when presenting.

Grammar

[0076]

group_id: it is a non-negative integer configured to identify a specific entity group. The value of the field cannot be
the same as the group_id of any other entity group; nor can it be the same as any other item_ID or track_ID containing
a GroupsListBox.

num_entities_in_group: it specifies the number of entry_id values that map to the entity group.

object association box
Box Type: ’oapc’
Container: GroupsListBox
Mandatory: No
Quantity: Zero or More
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entity_id: it is a value of the item_ID of a certain item or a value of the track_ID of a certain track.

entry_media_flag: it indicates whether the item is a track or item in the entity group that is consumed first by the user.

media_description: it indicates the description information of the corresponding track or item as a character string
ending with a null character.

[0077] In the related art, only different objects of point cloud media are associated, and in practical applications, an
association relation often exists between static panoramic images, for example, an association relation between a
plurality of panoramic images shot by different cameras. Therefore, in the related art, with regard to a media file including
a plurality of static panoramic image items or a media file including a plurality of point cloud items and a plurality of static
panoramic image items, the file unpacking device cannot determine the association relation between the items, and
thus cannot decode the media files of a part of the items, so that the decoding efficiency is low.
[0078] In order to solve the technical problem, in the present disclosure, code streams of the N items including point
clouds and/or static panoramic images are packed in at least one entity group, and with regard to each entity group, first
indication information is added to the entity group, and the first indication information is configured to indicate the types
of all items having an association relation in the entity group, so that the file unpacking device can selectively decode
media files corresponding to part of the items to be presented according to the association relation of the items in the
entity group indicated by the first indication information, without decoding the media files of all the items, and thus, the
decoding efficiency is improved.
[0079] The technical solutions of this embodiment of the present disclosure are described in detail by means of some
embodiments below. The several following embodiments may be mutually combined, and same or similar concepts or
processes may not be repeatedly described in some embodiments.
[0080] FIG. 5 is an interaction flowchart of a media file packing and unpacking method according to this embodiment
of the present disclosure; as shown in FIG. 5, the method includes the following steps:
S501, the file packing device acquires code streams after N items are coded.
[0081] The items at least include any one of point clouds and static panoramic images, and N is a positive integer
greater than 1.
[0082] In this embodiment of the present disclosure, one point cloud is referred to as one item, or one static panoramic
image is referred to as one item.
[0083] The N items of this embodiment of the present disclosure can be all point clouds, can also be all static panoramic
images, and can also include part of point clouds and part of static panoramic images.
[0084] For example, N is 3, and the 3 items may all be point clouds of 3 different objects, or all of the 3 items are static
panoramic images acquired from different view angles, or 2 items in the 3 items are point clouds of different objects,
and one item is a static panoramic image acquired from one view angle.
[0085] In some embodiments, the file packing device is also referred to as a video packing device, or a video coding
device.
[0086] In this embodiment of the present disclosure, the modes for acquiring the code streams after the N item are
coded by the file packing device include but are not limited to:
first mode, the file packing device acquires the code streams after the N items are coded from other devices.
[0087] For example, the file packing device acquires the code streams after the N items are coded from a storage
device, or acquires the code streams after the N items are coded from other coding devices.
[0088] Second mode, the file packing device codes the N items to obtain the code streams after the N items are coded.
For example, the file packing device is a coding device, and after acquiring the N items from an acquiring device (for
example, a camera), the file packing device codes the N items to obtain the code streams of the N items.
[0089] S502, the file packing device packs the code streams of the N items into at least one entity group, and adds,
with regard to each entity group in the at least one entity group, the first indication information into the entity group to
obtain the media files of the N items, where the first indication information is configured to indicate the types of the items
having the association relation in the entity group.
[0090] The file packing device divides the code streams of the N items into at least one entity group according to the
association relation among the N items, and one entity group includes the code stream of at least one item.
[0091] For example, assuming that N=100, each 10 items are grouped into one entity group, and then 10 entity groups
are obtained. Each entity group includes code streams of 10 items.
[0092] The existence of the association relation among the items described in this embodiment of the present disclosure
may be understood as the existence of the association relation on the contents of the items.
[0093] In one example, the existence of the association relation over the contents of the items may be that the contents
of the items are partially or fully the same, for example, each item is a panoramic image acquired of the same static
scene from different viewpoints.
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[0094] In another example, the existence of the association relation on the contents of the items may also be existence
of an association relation among objects corresponding to the items, for example, an object 1 is a computer, an object
2 is a table, and the computer is placed on the table, which may be referred to as that the object 1 and the object 2 have
an association relation. This embodiment of the present disclosure does not limit the type of the specific association
relation existing among the items, and only two items are associated in content, namely the two items have an association
relation.
[0095] In order to facilitate the file unpacking device to process the media files, the first indication information is added
to each entity group, and the first indication information is configured to indicate the types of the items having the
association relation in the entity group. Therefore, after the file unpacking device receives the media files, the file
unpacking device may process the media files of part of the items according to the first indication information carried in
the entity group.
[0096] In a possible implementation manner, with regard to each entity group, the first indication information corre-
sponding to the entity group is added in the entity group.
[0097] In a possible implementation manner, with regard to each entity group, the first indication information corre-
sponding to the entity group is added to the media file outside the entity group, for example, as a separate box for indication.
[0098] In some embodiments, the items having an association relation in an entity group include: at least one of static
panoramic images and point clouds, static panoramic images from different viewpoints, and point clouds of different
static objects.
[0099] Example one, 3 items are included in one entity group, and the 3 items are respectively static panoramic images
from 3 different viewpoints.
[0100] Example two, 3 items are included in one entity group, and the 3 items are respectively point clouds of 3 different
static objects.
[0101] Example three, 3 items are included in one entity group, 2 items in the 3 items are point clouds of different
static objects, and one item is a static panoramic image acquired from one view angle. Or, 1 item of the 3 items is a
point cloud of a static object, and 2 items are static panoramic images from different viewpoints.
[0102] This embodiment of the present disclosure does not limit the specific form of the first indication information.
[0103] In a possible implementation manner, the first indication information is a first field in a first box, and the first
box is configured to indicate that all items in the entity group have an association relation with each other.
[0104] In the implementation manner, with regard to each entity group, when determining that the contents of the items
in the entity group have an association relation with each other, the file packing device adds the first box in the media
files. The first box is configured to indicate that all the items in the entity group have an association relation with each
other. Meanwhile, in order to further explain the types of the items having the association relation in the entity group, in
this embodiment of the present disclosure, the first field is added to the first box to indicate the types of the items having
the association relation in the entity group, for example, different values of the first field indicate the types of the items
having the association relation in the entity group.
[0105] In some embodiments, if the value of the first field is a first numerical value, the first field is configured to indicate
that the items having the association relation in the entity group are static panoramic images from different viewpoints; or,

if the value of the first field is a second numerical value, the first field is configured to indicate that the items having
the association relation in the entity group are point clouds of different static objects compressed in a point cloud
compression mode on the basis of a geometric model; or,

if the value of the first field is a third numerical value, the first field is configured to indicate that the items having the
association relation in the entity group are the point clouds of different static objects compressed in a point cloud
compression mode on the basis of traditional video coding; or,

if the value of the first field is a fourth numerical value, the first field is configured to indicate that the items having
the association relation in the entity group are the point clouds of the static panoramic images and the static objects.

[0106] The correspondence between the value of the first field and the types of the items having the association relation
in the entity group indicated by the first field is shown in table 1:

Table 1

Value of the first field Types of all the items

First numerical value
The items having the association relation in the entity group are static panoramic images 
from different viewpoints.
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[0107] This embodiment of the present disclosure does not limit the first numerical value, the second numerical value,
the third numerical value and the fourth numerical value specifically, and the specific values are determined according
to actual needs.
[0108] Optionally, the first numerical value is 0.
[0109] Optionally, the second numerical value is 1.
[0110] Optionally, the third numerical value is 2.
[0111] Optionally, the fourth numerical value is 3.
[0112] In some embodiments, the first box may be an immersive item association box (imia for short).
[0113] If the packing standard of the media files is ISOBMFF, the first field is represented by field association_type.
[0114] The immersive item association box of this embodiment of the present disclosure includes the following contents:

[0115] When the box type of EntityToGroupBox is ’imia’, it indicates that all items in the entity group have an association
relation with each other, and one or more items in the entity group can be presented according to requirements when
presenting.

Grammar

[0116]

(continued)

Value of the first field Types of all the items

Second numerical value
The items having the association relation in the entity group are point clouds of different 
static objects compressed in a point cloud compression mode VPCC on the basis of a 
geometric model.

Third numerical value
The items having the association relation in the entity group are point clouds of different 
static objects compressed in a point cloud compression mode GPCC on the basis of the 
traditional video coding.

Fourth numerical value
The items having the association relation in the entity group are the point clouds of the 
static panoramic images and the static obj ects.

box type: ’imia’
included in: GroupsListBox
Whether to force or not: No
Quantity: 0 or more
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Semantic description

[0117]
group _id: it is a non-negative integer configured to identify a particular group. The value of the field cannot be the same
as the group_id of any other entity group; nor can it be the same as any other item_ID or track_ID containing a GroupsList-
Box.
num_entities_in_group: it indicates the number of entity_id mapped to the entity group.
association_type: it indicates the type of immersive item association. Meaning of the field is shown in the following table 2:

entity_id: it is a value of the item_ID of a certain item or a value of the track_ID of a certain track.
entry_media_flag indicates whether the item is a track or item in the entity group that is consumed first by the user.
media_description indicates description information of the corresponding track or item as a character string ending with
a null character.
[0118] In an implementation manner, the first field is used as the first indication information, and different values are
taken for the first field to indicate the types of the items having the association relation in the entity group. Therefore,
after the file unpacking device receives the media file, the types of the items having the association relation in the entity
group can be determined according to the value of the first field in the first box, and then part or all of the items in the

Table 2

Value of association_type Meanings

0 The items having the association relation in the entity group are static panoramic 
images from different viewpoints.

1 The items having the association relation in the entity group are point clouds of different 
static objects compressed on the basis of VPCC.

2 The items having the association relation in the entity group are point clouds of different 
static objects compressed on the basis of GPCC.

3 The items having the association relation in the entity group are the point clouds of 
the static panoramic images and the static objects.
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entity group are selectively decoded according to actual needs for display.
[0119] In another possible implementation manner, if the items having the association relation in the entity group are
static panoramic images from different viewpoints, the first indication information is a second box, and the second box
is configured to indicate that the items having the association relation in the entity group are static panoramic images
from different viewpoints.
[0120] In some embodiments, the second box may be a viewpoint item association box (vpia for short).
[0121] The viewpoint item association box of this embodiment of the present disclosure includes the following contents:

[0122] When the box type of EntityToGroupBox is ’vpia’, it indicates that the items having the association relation in
the entity group are static panoramic images from different viewpoints.

Grammar

[0123]

Semantic description

[0124]

group_id: it is a non-negative integer configured to identify a specific entity group. The value of the field cannot be
the same as the group_id of any other entity group; nor can it be the same as any other item_ID or track_ID containing

box type: ’vpia’
included in: GroupsListBox
Whether to force or not: no
Quantity: 0 or more
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a GroupsListBox.

num_entities_in_group: it indicates the number of entity_id mapped to the entity group.

initial_viewpoint_ID: it indicates entity_id of the initial viewpoint.

entity_id: it is a value of the item_ID of a certain item or a value of the track_ID of a certain track.

initial_viewpoint_flag: it indicates whether the item is an initial viewpoint.

viewpoint_label: it indicates a descriptive label for the corresponding viewpoint as a character string ending with a
null character.

[0125] In the implementation manner, if the items having the association relation in the entity group are static panoramic
images from different viewpoints, the items having the association relation in the entity group is indicated as static
panoramic images from different viewpoints in a manner of the second box. Therefore, after the file unpacking device
receives the media files, the second box can determine that the items having the association relation in the entity group
are static panoramic images from different viewpoints, and then selectively decode the static panoramic images of part
or all of the viewpoints according to actual needs for display.
[0126] In another possible implementation manner, if the items having the association relation in the entity group are
point clouds of different static objects compressed in a point cloud compression manner on the basis of a geometric
model, the first indication information is a third box, and the third box is configured to indicate that the items having the
association relation in the entity group are point clouds of different static objects compressed in a point cloud compression
manner on the basis of a geometric model.
[0127] In some embodiments, the third box may be a V3C object association box (v3oa for short).
[0128] The V3C item association box of this embodiment of the present disclosure includes the following contents:

[0129] When the box type of EntityToGroupBox is ’v3oa’, it indicates that the items in the entity group are different
V3C point cloud objects associated with each other in content.

Grammar

[0130]

box type: ’v3oa’
included in: GroupsListBox
Whether to force or not: No
Quantity: 0 or more
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Semantic description

[0131]

group_id: it is a non-negative integer configured to identify a specific entity group. The value of the field cannot be
the same as the group_id of any other entity group; nor can it be the same as any other item_ID or track_ID containing
a GroupsListBox.

num_entities_in_group: it indicates the number of entity_id mapped to the entity group.

initial_object_ID: it indicates entity_id of the initially presented object.

entity_id: it is a value of the item_ID of a certain item or a value of the track_ID of a certain track.

entry_media_flag: it indicates whether the item is the object that is consumed first by the user in the entity group.

object_label: it is the descriptive label of the object, and is a character string ending with a null character.

[0132] In the implementation manner, if the items having the association relation in the entity group are point clouds
of different static objects compressed in a point cloud compression manner on the basis of a geometric model, the items
having the association relation in the entity group are indicated as the point clouds of different static objects in a manner
of the third box, and the compression manner of each point cloud is VPCC. Therefore, after the file unpacking device
receives the media files, the third box can determine that the items having the association relation in the entity group
are point clouds of different static objects, the compression mode of each point cloud is VPCC, and then the point clouds
of part or all of the static objects are selectively decoded according to actual needs for display.
[0133] The above embodiment illustrates an indication manner of the first indication information, but the indication
manner of the first indication information in this embodiment of the present disclosure includes, but is not limited to, the
above several manners, which is not limited in this embodiment of the present disclosure, and only the types of the items
having the association relation in the entity group may be indicated.



EP 4 290 866 A1

18

5

10

15

20

25

30

35

40

45

50

55

[0134] S503, the file packing device transmits the media files of the N items to the file unpacking device.
[0135] After adding the first indication information to each entity group in the media files, the file packing device
transmits the media files to the file unpacking device.
[0136] S504, the file unpacking device determines, with regard to each entity group in at least one entity group, a
target item to be decoded in the entity group according to the first indication information corresponding to the entity group.
[0137] After receiving the media files of the N items, the file unpacking device determines the target item to be decoded
in each entity group according to the first indication information corresponding to each entity group in the media files.
[0138] The target item is determined from each entity group in the same manner, for convenience of description, one
entity group is taken as an example here.
[0139] In an example, if the first indication information indicates that the items having the association relation in the
entity group are static panoramic images from different viewpoints, the static panoramic image of the viewpoint matched
with the current view angle of the user is determined as the target item to be decoded in the entity group according to
the current view angle of the user. Or, all the static panoramic images having the association relation in the entity group
are taken as target items to be decoded.
[0140] In an example, if the first indication information indicates that the items having the association relation in the
entity group are point clouds of different static objects, the point cloud of the static object from the viewpoint matched
with the current view angle of the user is determined as the target item to be decoded in the entity group according to
the current view angle of the user. Or, the point clouds of all the static objects having the association relation in the entity
group are taken as target items to be decoded.
[0141] In an example, if the first indication information indicates that the items having the association relation in the
entity group are point clouds of static objects and static panoramic images, the static panoramic image and/or the point
cloud of the static object from the viewpoint matched with the current view angle of the user is determined as the target
item to be decoded in the entity group according to the current view angle of the user.
[0142] After the target item to be decoded in the entity group is determined according to the above manner, the following
steps S505 and S506 are performed.
[0143] S505, the file unpacking device unpacks the target item to obtain the code stream of the target item.
[0144] S506, the file unpacking device decodes the code stream of the target item to obtain the target item.
[0145] In S505, the file unpacking device unpacks the target item to obtain the code stream of the target item, in S506,
the file unpacking device decodes the code stream of the target item, and the target item can be obtained by utilizing
the related art, and the details are not repeated here.
[0146] According to the media file packing method provided by this embodiment of the present disclosure, the file
packing device acquires code streams after N items are coded, where the items include any one of point clouds and
static panoramic images; the code streams of the N items are packed into at least one entity group to obtain the media
files of the N items; with regard to each entity group in at least one entity group, the first indication information is added
to the entity group, and the first indication information is configured to indicate the types of all items having the association
relation in the entity group; and the media files of the N items are transmitted to the file unpacking device. The file
unpacking device determines, with regard to each entity group in at least one entity group, the target item to be decoded
in the entity group according to the first indication information corresponding to the entity group; the target item is
unpacked to obtain the code stream of the target item; and the code stream of the target item is decoded to obtain the
target item. According to the present disclosure, the first indication information is added to the entity group, the first
indication information is configured to indicate the types of all items having the association relation in the entity group,
so that the file unpacking device can selectively decode the media files corresponding to part of the items for presentation
according to the association relation of the items in the entity group indicated by the first indication information, without
decoding the media files of all the items, and the decoding efficiency is improved.
[0147] In some embodiments, in order to further facilitate that the file unpacking device may decode data of a required
item for display according to actual needs, in addition to adding the first indication information to the entity group, in this
embodiment of the present disclosure, viewpoint information corresponding to the item or spatial information correspond-
ing to the item is also added according to the types of the items included in the entity group, which is specifically shown
in FIG. 6.
[0148] FIG. 6 is a flowchart of a media file packing method according to this embodiment of the present disclosure,
as shown in FIG. 6, the method may include the following steps:
[0149] S601, the file packing device acquires code streams after N items are coded.
[0150] S602, the file packing device packs the code streams of the N items into at least one entity group, and adds,
with regard to each entity group in the at least one entity group, the first indication information into the entity group to
obtain the media files of the N items, where the first indication information is configured to indicate the types of the items
having the association relation in the entity group.
[0151] The implementation processes of S601 and S602 are the same as those of S501 and S502, and refer to the
description of S501 and S502, which are not described herein again.
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[0152] S603, if the items having the association relation in the entity group are static panoramic images from different
viewpoints, the file packing device adds, with regard to each static panoramic image in the static panoramic images
from different viewpoints, a viewpoint information property of a viewpoint to which the static panoramic image belongs
in the metadata corresponding to the static panoramic image; Or, if the items having the association relation in the entity
group are the point clouds of different static objects compressed in a point cloud compression mode on the basis of a
geometric model, the file packing device adds, with regard to each point cloud in point clouds of different static objects,
the spatial information property of the point cloud in the metadata corresponding to the point cloud.
[0153] Case 1, if the items having the association relation in the entity group are static panoramic images from different
viewpoints, the file packing device adds, with regard to each static panoramic image in the static panoramic images
from different viewpoints, a viewpoint information property of a viewpoint to which the static panoramic image belongs
in the metadata corresponding to the static panoramic image.
[0154] Optionally, if the items are static panoramic images, the viewpoint information property of the viewpoint corre-
sponding to the static panoramic image may be included in the item property box. The item property box includes
metadata associated with the static panoramic images.
[0155] Illustratively, the viewpoint information property of the viewpoint to which the static panoramic image belongs
include: at least one of the coordinates of the viewpoint and an identification of a viewpoint group to which the viewpoint
belongs.
[0156] In one possible implementation manner, the grammar of the viewpoint information property of the viewpoint to
which the static panoramic image belongs includes the following contents:

the viewpoint information property is configured to describe viewpoint information of the panoramic images.

box type: ’vpip’
property type: descriptive property
included in: ItemPropertyContainerBox
Mandatory (per item): No
Quantity (per item): 0 or 1
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pos_x, pos_y and pos_z: they indicate Cartesian coordinate values of a 3D spatial position of a viewpoint in a
common reference coordinate system centered at (0, 0, 0). With regard to a dynamic viewpoint, an initial viewpoint
position for the dynamic viewpoint is specified.

gpspos_present_flag: it indicates whether a flag bit for a viewpoint GPS position exists. If it equals to 1, it indicates
that the viewpoint GPS position exists, and if it equals to 0, it indicates that the viewpoint GPS position does not exist.

gpspos_longitude, gpspos_latitude and gpspos_altitude: they respectively indicate the longitude coordinate, latitude
coordinate and altitude coordinate of the viewpoint GPS position.

gcs_rotation_flag: if it equals to 1, it indicates that a rotation angle of X, Y and Z coordinate axes of a global coordinate
system of the viewpoint with respect to a common reference coordinate system exists, namely, gcs_yaw, gcs_pitch
and gcs_roll exist; and if it equals to 0, it indicates that gcs_yaw, gcs_pitch and gcs_roll do not exist.

3D_rotation_type: it indicates the type of representation of rotation information. If the value of the field is 0, it indicates
that the rotation information is given in the form of Euler angle; if the value of the field is 1, it indicates that the rotation
information is given in the form of a quaternion. The rest values are reserved.

gcs_yaw, gcs_pitch and gcs_roll: they indicate the yaw, pitch and roll angles, respectively, of the X, Y and Z axes
of the global coordinate system of the viewpoint with respect to the rotation direction of the coordinate axes of the
common reference coordinate system, given in the form of Euler angles. gcs_x, gcs_y, gcs_z and gcs_w indicate
the rotation angle components of the global coordinate system of the viewpoint with respect to the common reference
coordinate system, respectively, given in the form of quaternions.

[0157] Note: when the viewpoints are switched, the rotation direction of the global coordinate system of the viewpoint
is configured to determine the viewing direction of the user when the panoramic video track is played in the global
coordinate system of the viewpoint.
[0158] If group_alignment_flag equals to 1, it indicates that ViewpointGroupStruct() exists, and that the viewpoint
belongs to an independent coordinate system (and origin of coordinates); and if it equals to 0, it indicates that the
viewpoint belongs to the common reference coordinate system.
[0159] Note: when two viewpoints have different group_ids, their position coordinates are not comparable because
they belong to different coordinate systems. The group _ id indicates an identifier of a viewpoint group, all viewpoints in
the viewpoint group share a common reference coordinate system.
group_description provides a textual description of the viewpoint group, and is a UTF-8 character string ending with a
null value.
[0160] According to this embodiment of the present disclosure, if the items having the association relation in the entity
group are the static panoramic images from different viewpoints, with regard to each static panoramic image in the static
panoramic images from the different viewpoints, the viewpoint information property of the viewpoint to which the static
panoramic image belongs is added to the metadata corresponding to the static panoramic image, so that the file unpacking
device can select the media files corresponding to part of the viewpoints to decode according to the interactive operation
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of the user and the viewpoint information property of the viewpoint, and then, the decoding efficiency is improved.
[0161] Case 2, if the items having the association relation in the entity group are the point clouds of different static
objects compressed in a point cloud compression mode on the basis of a geometric model, with regard to each point
cloud of the point clouds of the different static objects, the spatial information property of the point cloud is added to the
metadata corresponding to the point cloud.
[0162] Optionally, if the items are the point clouds of the static objects and the compression method of the point clouds
is VPCC, the spatial information property of the point cloud of the static object may be included in the item property
container box. The item property container box includes metadata associated with the point cloud of the static object.
[0163] Exemplarily, the spatial information property of the point cloud of the static object includes: coordinates of the
point cloud space region.
[0164] In one possible implementation manner, the grammar of the spatial information property of the point cloud of
the static object includes the following contents:

the volumetric item spatial information property is configured to describe 3D spatial information of static volumetric
media.

box type: ’v3sp’
property type: descriptive property
included in: Item Property Container Box
Mandatory (per item): no
Quantity (per item): 0 or 1
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3d_region_id: it is an identifier of a space region.

x, y, z: they are the x, z, y coordinate values of the 3D point in the Cartesian coordinate system.

cuboid_dx, cuboid_dy, cuboid_dz: they are the sizes of a cuboid sub-region in the Cartesian coordinate system
along the x, y and z axes with respect to an anchor.

anchor: it serves as a 3D point of an anchor for a 3D space region in the Cartesian coordinate system.
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dimensions_included_flag: it is an identifier indicating whether a space region dimension has been marked.

[0165] According to this embodiment of the present disclosure, if the items having the association relation in the entity
group are point clouds of different static objects, with regard to the point cloud of each static object in the point clouds
of different static objects, the spatial information property of the point cloud is added in the metadata corresponding to
the point cloud, so that the file unpacking device can select the media files corresponding to part of the point clouds to
decode according to the interaction operation of the user and the spatial information property of the point cloud, and
thus, the decoding efficiency is improved.
[0166] S604, the file packing device transmits the media files of the N items to the file unpacking device.
[0167] S605, the file unpacking device determines, with regard to each entity group in the at least one entity group,
the target item to be decoded in the entity group according to the first indication information and the viewpoint property
information or the spatial property information.
[0168] In an example, if the first indication information indicates that the items having the association relation in the
entity group are static panoramic images from different viewpoints, and the metadata of each static panoramic image
includes a viewpoint information property of a viewpoint corresponding to each static panoramic image, the file unpacking
device determines, according to the interaction operation of the user and the viewpoint information property of the
viewpoint corresponding to the static panoramic image, the static panoramic image that conforms to the interaction
operation of the user in the entity group as a target item to be decoded in the entity group.
[0169] In an example, the interaction operation of the user may be the viewing angle, which is captured by the file
packing device, of the user, for example, an offset position of the head of the user. Therefore, the static panoramic image
which conforms to the viewing angle of the user can be selected according to the viewing angle of the user and the
viewpoint information property of the viewpoint corresponding to the static panoramic image, and the static panoramic
image is determined as the target item to be decoded in the entity group.
[0170] In an example, the user may perform interaction operation by clicking a view angle selection option on the file
packing device to select a certain view angle 1, so that the file packing device selects a static panoramic image that
conforms to the view angle 1 according to the view information property of the viewpoint corresponding to the static
panoramic image, and the static panoramic image is determined as the target item to be decoded in the entity group.
[0171] For example, according to the association relation between panoramic media static items, a plurality of media
resources having the association relation on contents are associated by using an Immersive Item Association Box, that
is, a first field in the first box is used as the first indication information to indicate the types of the items having the
association relation in the entity group.
[0172] If the media file F1 contains static panoramic images from 3 different viewpoints, the related fields of the media
file F1 are:

ImmersiveItemAssociationBox: association_type=0;

{entity_id=1; entry_media_flag=1; media_description=’living room’}

{entity_id=2; entry_media_flag=0; media_description=’bedroomA’}

{ entity_id=3; entry_media_flag=0; media_description=’bedroomB’}

[0173] The file packing device adds corresponding viewpoint info property to the metadata of 3 items, respectively,
as follows:

Item1:item_id=1; ViewpointInfoProperty: {pos=0,0,0}

Item2:item_id=2; ViewpointInfoProperty: {pos=100,0,0}

Item3:item_id=3; ViewpointInfoProperty: {pos=100,100,0}

[0174] As shown in table 1, association_type=0 indicates that the items having the association relation in the entity
group are static panoramic images from 3 different viewpoints.

entity_id is a value of item_ID of a certain item or a value of track_ID of a certain track, and in this example, entity_id
and item_id have the same value.

entry media_flag indicates whether the item is an object that is consumed first by the user in the entity group, if
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entry_media_flag=1, it indicates that the item is an object that is consumed first by the user in the entity group, and
if entry media_flag=0, it indicates that the item is not an object that is consumed first by the user in the entity group.

media_description indicates description information of the corresponding track or item, and is a character string
ending with a null character, for example, media_description=’living room’ indicates that Item1 is from living room,
media_description=’bedroomA’ indicates that Item2 is from bedroomA, and media_description=’bedroomB’ indicates
that Item3 is from bedroomB.

pos indicates a viewpoint position corresponding to the item.

[0175] The file packing device transmits the media file F1 to the file unpacking device.
[0176] The file unpacking device receives F1, and decodes item1 first for presentation according to entry_media_flag
information in the ImmersiveItemAssociationBox in F1. Then, according to the interaction operation of the user and
ViewpointInfoProperty of item 1 to item 3, item 2 or item 3 is selectively decoded for presentation.
[0177] In an example, if the first indication information indicates that the items having the association relation in the
entity group are point clouds of different static objects compressed in a point cloud compression mode on the basis of
a geometric model, and the metadata of the point cloud of each static object includes the spatial information property
of each point cloud, the point cloud of the static object, which conforms to the interaction operation of the user, in the
entity group is determined as the target item to be decoded in the entity group according to the interaction operation of
the user and the spatial information property of each point cloud.
[0178] In an example, the interaction operation of the user may be the viewing angle, which is captured by the file
packing device, of the user, for example, an offset position of the head of the user. Therefore, the point cloud conforming
to the viewing angle of the user can be selected according to the viewing angle of the user and the spatial information
property of the point cloud, and the point cloud is determined as the target item to be decoded in the entity group.
[0179] In an example, the user may perform interaction operation by clicking a space region selection option on the
file packing device, and selects a certain space region 1, so that the file packing device selects the point cloud conforming
to the space region 1 according to the spatial information property of the point cloud, and the point cloud is determined
as the target item to be decoded in the entity group.
[0180] For example, according to the association relation between panoramic media static items, a plurality of media
resources having the association relation on contents are associated by using an Immersive Item Association Box, that
is, a first field in the first box is used as the first indication information to indicate the types of the items having the
association relation in the entity group.
[0181] If the media file F2 contains point clouds for 2 different space regions, the related fields for the media file F2 are:

ImmersiveItemAssociationBox: association_type=1;

{ entity_id=1; entry_media_flag=1; media_description=’front’}

{entity_id=2; entry_media_flag=0; media_description=’back’ }.

[0182] The file packing device adds corresponding spatial information property (for example, V3CSpatialInfoProperty)
to the metadata of 2 items, specifically as follows:

Item1:item_id=1; V3CSpatialInfoProperty: {3d_region_id=1; anchor=0,0,0; cuboid=100,100,100}

Item2: item_id=1; V3CSpatialInfoProperty: {3d_region_id=2; anchor=0,100,0; cuboid=100,100,100}.

[0183] As shown in table 1, association_type =1 indicates that the items having the association relation in the entity
group are point clouds of 2 different static objects.

entity_id is a value of item_ID of a certain item or a value of track_ID of a certain track, and in this example, entity_id
and item_id have the same value.

entry_media_flag indicates whether the item is an object that is consumed first by the user in the entity group, if
entry_media_flag=1, it indicates that the item is an object that is consumed first by the user in the entity group, and
if entry_media_flag=0, it indicates that the item is not an object that is consumed first by the user in the entity group.

media_description indicates description information of the corresponding track or item as a character string ending
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with a null character, for example, media_description=’front’ indicates that the Item1 is from the front, and
media_description=’back’ indicates that the Item2 is from the back.

[0184] The file packing device transmits the media file F2 to the file unpacking device.
[0185] The file unpacking device receives F 1, and decodes item1 first for presentation according to entry_media_flag
information in the ImmersiveItemAssociationBox. Then, according to the interaction operation of the user and the spatial
information property corresponding to the item1 and the item2, the item2 is selectively decoded for presentation.
[0186] S606, the file unpacking device unpacks the target item to obtain the code stream of the target item.
[0187] S607, the file unpacking device decodes the code stream of the target item to obtain the target item.
[0188] According to the media file packing method provided by this embodiment of the present disclosure, if the items
having the association relation in the entity group are static panoramic images from different viewpoints, with regard to
each static panoramic image in the static panoramic images from different viewpoints, the viewpoint information property
of the viewpoint to which the static panoramic image belongs is added to the metadata corresponding to the static
panoramic image, so that the file unpacking device can select media files corresponding to part of the viewpoints to
decode according to the interaction operation of the user and the viewpoint information property of the viewpoint. Or, if
the items having the association relation in the entity group are point clouds of different static objects, with regard to the
point cloud of each static object in the point clouds of different static objects, the spatial information property of the point
cloud is added to the metadata corresponding to the point cloud, so that the file unpacking device can select the media
files corresponding to part of the point clouds to decode according to the interaction operation of the user and the spatial
information property of the point clouds, and then, the decoding efficiency is improved.
[0189] It is to be understood that FIG. 5 to FIG. 6 are only examples of the present disclosure and are not be construed
as limiting the present disclosure.
[0190] The preferred embodiments of the present disclosure have been described in detail above with reference to
the accompanying drawings. However, the present disclosure is not limited to the specific details in the foregoing im-
plementation manners, a plurality of simple deformations may be made to the technical solutions of the present disclosure
within a range of the technical concept of the present disclosure, and these simple deformations fall within the protection
scope of the present disclosure. For example, the various specific technical features described in the foregoing specific
implementation manners may be combined in any suitable manner without contradiction, and in order to avoid unnec-
essary repetition, various possible combinations that may be made are not described separately in the present disclosure.
In addition, different implementation manners of the present disclosure may also be arbitrarily combined without departing
from the idea of the present disclosure, and these combinations shall still be regarded as contents disclosed in the
present disclosure.
[0191] Method embodiments of the present disclosure are described in detail above in conjunction with FIG. 5 and
FIG. 6, and apparatus embodiments of the present disclosure are described in detail below in conjunction with FIG. 7
to FIG. 9.
[0192] FIG. 7 is a schematic structural diagram of a media file packing apparatus according to an embodiment of the
present disclosure; and the apparatus 10 is applied to the file packing device, and the apparatus 10 includes:

an acquiring unit 11, configured to acquire code streams after N items are coded, the items at least including any
one of point clouds and static panoramic images, and N being a positive integer greater than 1;

a processing unit 12, configured to pack the code streams of the N items into at least one entity group, and add,
with regard to each entity group in at least one entity group, first indication information to the entity group to obtain
the media files of the N items, the first indication information being configured to indicate the types of all items having
the association relation in the entity group; and

a transmitting unit 13, configured to transmit the media files of the N items to the file unpacking device.

[0193] In some embodiments, the items having the association relation in the entity group include: at least one of static
panoramic images and point clouds, static panoramic images from different viewpoints, and point clouds of different
static objects.
[0194] In an embodiment, if the items having the association relation in the entity group are static panoramic images
from different viewpoints, the processing unit 12 is further configured to add, with regard to each static panoramic image
in the static panoramic images from different viewpoints, a viewpoint information property of a viewpoint to which the
static panoramic image belongs to the metadata corresponding to the static panoramic image; or,
if the items having the association relation in the entity group are point clouds of different static objects compressed in
a point cloud compression manner on the basis of a geometric model, the processing unit 12 is further configured to
add, with regard to each point cloud in the point clouds of the different static objects, a spatial information property of
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the point cloud to the metadata corresponding to the point cloud.
[0195] In some embodiments, the first indication information is a first field in the first box, and the first box is configured
to indicate the association relation exists among all the items in the entity group.
[0196] In some embodiments, if the value of the first field is a first numerical value, then the first field is configured to
indicate that the items having the association relation in the entity group are the static panoramic images from different
viewpoints; or,

if the value of the first field is a second numerical value, then the first field is configured to indicate that the items
having the association relation in the entity group are point clouds of different static objects compressed in a point
cloud compressed manner on the basis of a geometric model; or,

if the value of the first field is a third numerical value, then the first field is configured to indicate that the items having
the association relation in the entity group are point clouds of different static objects compressed in a point cloud
compressed mode on the basis of traditional video coding; or,

if the value of the first field is a fourth numerical value, then the first field is configured to indicate that the items
having the association relation in the entity group are point clouds of static panoramic images and static objects.

[0197] In some embodiments, if the items having the association relation in the entity group are static panoramic
images from different viewpoints, then the first indication information is a second box, and the second box is configured
to indicate that the items having the association relation in the entity group are static panoramic images from different
viewpoints.
[0198] In some embodiments, if the items having the association relation in the entity group are point clouds of different
static objects compressed in a point cloud compression mode on the basis of a geometric mode, then the first indication
information is a third box, and the third box is configured to indicate that the items having the association relation in the
entity group are point clouds of different static objects compressed in a point cloud compression mode on the basis of
a geometric mode.
[0199] It is to be understood that the apparatus embodiments and the method embodiments may correspond to each
other, and similar descriptions may be made with reference to the method embodiments. To avoid repetition, the de-
scription is omitted here. Specifically, The apparatus 10 shown in FIG. 7 may execute the method embodiment corre-
sponding to the file packing device, and the foregoing and other operations and/or functions of each module in the
apparatus 7 are respectively for implementing the method embodiment corresponding to the file packing device, and
are not described herein again for brevity.
[0200] FIG. 8 is a schematic structural diagram of a media file unpacking device according to an embodiment of the
present disclosure; and the apparatus 20 is applied to a file unpacking device, and the device 20 includes:

a receiving unit 21, configured to receive media files of N items transmitted by the file packing device, the items at
least including at least one of point clouds and static panoramic images, N being a positive integer greater than 1,
the media files including at least one entity group, the code stream of at least one item being packed in the entity
group, the media files further include first indication information corresponding to the entity group, and the first
indication information being configured to indicate the types of the items having the association relation in the entity
group;

a determining unit 22, configured to determine, with regard to each entity group in the at least one entity group, a
target item to be decoded in the entity group according to the first indication information corresponding to the entity
group;

an unpacking unit 23, configured to unpack the target item to obtain the code stream of the target item; and

a decoding unit 24, configured to decode the code stream of the target item to obtain the target item.

[0201] In some embodiments, the items having the association relation in the entity group include: at least one of static
panoramic images and point clouds, static panoramic images from different viewpoints, and point clouds of different
static objects.
[0202] In some embodiments, if the first indication information indicates that the items having the association relation
in the entity group are static panoramic images from different viewpoints, and the metadata of each static panoramic
image includes a viewpoint information property of a viewpoint corresponding to each static panoramic image, the
determining unit 22 is specifically configured to determine the static panoramic image conforming to the interaction
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operation of the user in the entity group as a target item to be decoded in the entity group according to the interaction
operation of the user and the viewpoint information property of the viewpoint corresponding to the static panoramic
image; or,
if the first indication information indicates that the items having the association relation in the entity group are point clouds
of different static objects compressed in a point cloud compression mode on the basis a geometric model, and the
metadata of the point cloud of each static object includes a spatial information property of each point cloud, the determining
unit 22 is specifically configured to determine the point cloud of the static object conforming to the interaction operation
of the user in the entity group as a target item to be decoded in the entity group according to the interaction operation
of the user and the spatial information property of each point cloud.
[0203] In some embodiments, the first indication information is a first field in the first box, and the first box is configured
to indicate the association relation exists among all the items in the entity group.
[0204] In some embodiments, if the value of the first field is a first numerical value, then the first field is configured to
indicate that the items having the association relation in the entity group are the static panoramic images from different
viewpoints; or,

if the value of the first field is a second numerical value, then the first field is configured to indicate that the items
having the association relation in the entity group are point clouds of different static objects compressed in a point
cloud compressed manner on the basis of a geometric model; or,

if the value of the first field is a third numerical value, then the first field is configured to indicate that the items having
the association relation in the entity group are point clouds of different static objects compressed in a point cloud
compressed mode on the basis of traditional video coding; or,

if the value of the first field is a fourth numerical value, then the first field is configured to indicate that the items
having the association relation in the entity group are point clouds of static panoramic images and static objects.

[0205] In some embodiments, if the items having the association relation in the entity group are static panoramic
images from different viewpoints, then the first indication information is a second box, and the second box is configured
to indicate that the items having the association relation in the entity group are static panoramic images from different
viewpoints.
[0206] In some embodiments, if the items having the association relation in the entity group are point clouds of different
static objects compressed in a point cloud compression mode on the basis of a geometric mode, then the first indication
information is a third box, and the third box is configured to indicate that the items having the association relation in the
entity group are point clouds of different static objects compressed in a point cloud compression mode on the basis of
a geometric mode.
[0207] It is to be understood that the apparatus embodiments and the method embodiments may correspond to each
other, and similar descriptions may be made with reference to the method embodiments. To avoid repetition, the de-
scription is omitted here. Specifically, The apparatus 20 shown in FIG. 8 may execute the method embodiment corre-
sponding to a server, and the foregoing and other operations and/or functions of each module in the apparatus 20 are
respectively for implementing the method embodiment corresponding to the file packing device, and are not described
herein again for brevity.
[0208] The apparatus of this embodiment of the present disclosure is described above in terms of functional modules
in conjunction with accompany drawings. It is to be understood that the functional modules may be implemented by
hardware, by instructions in software, or by a combination of hardware and software modules. Specifically, The steps
of the method embodiment in this embodiment of the present disclosure may be completed by integrated logic circuits
of hardware in a processor and/or instructions in the form of software, and the steps of the method disclosed in this
embodiment of the present disclosure may be directly performed and completed by a hardware decoding processor, or
performed and completed by a combination of hardware and software modules in a decoding processor. Optionally, the
software module may be located in a storage medium that is mature in the art, such as a random access memory (RAM),
a flash memory, a read-only memory (ROM), a programmable ROM, an electrically erasable programmable memory,
or a register. The storage medium is located in the memory, the processor reads information in the memory and completes
the steps of the method embodiment in combination with hardware thereof.
[0209] FIG. 9 is a schematic block diagram of a computing device according to this embodiment of the present dis-
closure, the computing device may be the foregoing file packing device or the file unpacking device, or the computing
device has functions of the file packing device and the file unpacking device.
[0210] As shown in FIG. 9, the computing device 40 may include:
a memory 41 and a memory 42, the memory 41 being configured to store a computer program and transmit the program
code to the memory 42. In other words, the memory 42 may invoke and run the computer program from the memory 41
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to implement the method in this embodiment of the present disclosure.
[0211] For example, the memory 42 may be configured to execute the foregoing method embodiment according to
instructions in the computer programs.
[0212] In some embodiments of the present disclosure, the memory 42 may include but is not limited to:
a general-purpose processor, a digital signal processor (DSP), an application specific integrated circuit (ASIC), a field
programmable gate array (FPGA), or other programmable logic devices, discrete gate or transistor logic devices, and
discrete hardware components and the like.
[0213] In some embodiments of the present disclosure, the memory 41 includes but is not limited to:
a volatile memory and/or a non-volatile memory. The non-volatile memory may be a read-only memory (ROM), a pro-
grammable ROM (PROM), an erasable PROM (EPROM), an electrically EPROM (EEPROM), or a flash memory. The
volatile memory may be a random access memory (RAM) serving as an external cache. Through illustrative but not
limited description, RAMs in many forms, for example, a static RAM (SRAM), a dynamic RAM (DRAM), a synchronous
DRAM (SDRAM), a double data rate SDRAM (DDRSDRAM), an enhanced SDRAM (ESDRAM), a synch link DRAM
(SLDRAM), and a direct rambus RAM (DRRAM), are available.
[0214] In some embodiments of the present disclosure, the computer program may be divided into one or more
modules, and the one or more modules are stored in the memory 41 and executed by the memory 42 to perform the
method provided in the present disclosure. The one or more modules may be a series of computer program instruction
fragments capable of completing specific functions, and the instruction fragments describe the execution process of the
computer program in a video making device.
[0215] As shown in FIG. 9, the computing device 40 may further include:
a transceiver 40, the transceiver 43 being capable of being connected to the memory 42 or the memory 41.
[0216] The memory 42 may control the transceiver 43 to communicate with other devices, specifically, the transceiver
may transmit information or data to the other devices, or receive the information or data transmitted by the other devices.
The transceiver 43 may include a transmitter or a receiver. The transceiver 43 may further include antennas, and the
number of the antennas may be one or more.
[0217] It is to be understood that components in the video making device are coupled together by using a bus system,
where in addition to a data bus, the bus system may further include a power bus, a control bus and a status signal bus.
[0218] The present disclosure further provides a computer storage medium, storing a computer program, and the
computer program, when executed by a computer, causes the computer to perform the method described in the foregoing
method embodiments. Or, the present disclosure further provides a computer program product including instructions,
and the instructions, when executed by a computer, causes the computer to perform the method described in the
foregoing method embodiments.
[0219] When software is used for implementation, implementation may be partially or entirely performed in the form
of a computer program product. The computer program product includes one or more computer instructions. The pro-
cedures or functions described in accordance with this embodiment of the present disclosure are all or partially generated
when the computer program instructions are loaded and executed on the computer. The computer may be a general-
purpose computer, a special-purpose computer, a computer network, or another programmable apparatus. The computer
instructions may be stored in a computer readable storage medium or transmitted from one computer readable storage
medium to another computer readable storage medium. For example, the computer instructions may be transmitted
from one website, computer, server or data center to another website, computer, server or data center in a wired (for
example, a coaxial cable, an optical fiber or a digital subscriber line (DSL)) or wireless (for example, infrared, wireless
or microwave) manner. The computer readable storage medium may be any available medium capable of being accessed
by a computer or include one or more data storage devices integrated by an available medium, such as a server and a
data center. The available medium may be a magnetic medium (such as a floppy disk, a hard disk, or a magnetic tape),
an optical medium (such as a digital video disc (DVD)), a semiconductor medium (such as a solid state disk (SSD)) or
the like.
[0220] A person of ordinary skill in the art may notice that the exemplary modules and algorithm steps described with
reference to the embodiments disclosed in this specification can be implemented in electronic hardware, or a combination
of computer software and electronic hardware. Whether the functions are executed in a mode of hardware or software
depends on particular applications and design constraint conditions of the technical solutions. A person skilled in the art
may use different methods to implement the described functions for each particular application, but it is not to be
considered that the implementation goes beyond the scope of the present disclosure.
[0221] In the several embodiments provided in the present disclosure, it is to be understood that the disclosed system,
apparatus, and method may be implemented in other manners. For example, the foregoing described apparatus em-
bodiments are merely exemplary. For example, the module division is merely logical function division and may be other
division in actual implementation. For example, a plurality of modules or components may be combined or integrated
into another system, or some features may be ignored or not performed. In addition, the displayed or discussed mutual
couplings or direct couplings or communication connections may be implemented through some interfaces. The indirect
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couplings or communication connections between the apparatuses or modules may be implemented in electronic, me-
chanical, or other forms.
[0222] The modules described as separate parts may or may not be physically separate, and the parts displayed as
modules may or may not be physical modules, may be located in one position, or may be distributed on a plurality of
network units. Some or all of the modules may be selected according to actual needs to achieve the objectives of the
solutions of this embodiment. For example, functional modules in the embodiments of in the present disclosure may be
integrated into one processing module, or each of the modules may exist alone physically, or two or more modules are
integrated into one module.
[0223] The foregoing contents are merely specific implementation manners of the present disclosure, but are not
intended to limit the protection scope of the present disclosure. Any variation or replacement readily figured out by a
person skilled in the art within the technical scope disclosed in the present disclosure shall fall within the protection
scope of the present disclosure. Therefore, the protection scope of the present disclosure shall be subject to the appended
claims.

Claims

1. A media file packing method, applied to a file packing device, and comprising:

acquiring code streams after N items are coded, the items at least comprising any one of point clouds and static
panoramic images, and N being a positive integer greater than 1;
packing the code streams of the N items in at least one entity group, and adding, with regard to each entity
group in the at least one entity group, first indication information to the entity group to obtain media files of the
N items, the first indication information being configured to indicate the types of all items having an association
relation in the entity group; and
transmitting the media files of the N items to a file unpacking device.

2. The method according to claim 1, wherein the items having the association relation in the entity group comprises:
at least one of static panoramic images and point clouds, static panoramic images from different viewpoints, and
point clouds of different static objects.

3. The method according to claim 2, wherein the method further comprises:

in a case that the items having the association relation in the entity group are static panoramic images from
different viewpoints, adding, with regard to each static panoramic image in the static panoramic images from
different viewpoints, a viewpoint information property of a viewpoint to which the static panoramic image belongs
to metadata corresponding to the static panoramic image; or,
in a case that the items having the association relation in the entity group are point clouds of different static
objects compressed in a point cloud compression mode on the basis of a geometric model, adding, with regard
to each point cloud in the point clouds of different static object, a spatial information property of the point cloud
to the metadata corresponding to the point cloud.

4. The method according to claim 2, wherein the first indication information is a first field in a first box, and the first box
is configured to indicate that all the items in the entity group have an association relation with each other.

5. The method according to claim 4, wherein

in a case that the value of the first field is a first numerical value, then the first field is configured to indicate that
the items having the association relation in the entity group are static panoramic images from different viewpoints;
or,
in a case that the value of the first field is a second numerical value, then the first field is configured to indicate
that the items having the association relation in the entity group are point clouds of different static objects
compressed in a point cloud compressed manner on the basis of a geometric model; or,
in a case that the value of the first field is a third numerical value, then the first field is configured to indicate
that the items having the association relation in the entity group are point clouds of different static objects
compressed in a point cloud compressed mode on the basis of traditional video coding; or,
in a case that the value of the first field is a fourth numerical value, then the first field is configured to indicate
that the items having the association relation in the entity group are point clouds of static panoramic images
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and static objects.

6. The method according to claim 2, wherein in a case that the items having the association relation in the entity group
are static panoramic images from different viewpoints, then the first indication information is a second box, and the
second box is configured to indicate that the items having the association relation in the entity group are static
panoramic images from different viewpoints.

7. The method according to claim 2, wherein in a case that the items having the association relation in the entity group
are point clouds of different static objects compressed in a point cloud compression mode on the basis of a geometric
model, then the first indication information is a third box, and the third box is configured to indicate that the items
having the association relation in the entity group are point clouds of different static objects compressed in a point
cloud compression mode on the basis of a geometric model.

8. A media file unpacking method, applied to a file unpacking device, and comprising:

receiving media files of N items transmitted by the file packing device, the items at least comprising at least one
of point clouds and static panoramic images, N being a positive integer greater than 1, the media files comprising
at least one entity group, a code stream of at least one item being packed into the entity group, the media files
further comprising first indication information corresponding to each entity group, and the first indication infor-
mation being configured to indicate the types of all items having the association relation in the entity group;
determining, with regard to each entity group in the at least one entity group, a target item to be decoded in the
entity group according to the first indication information corresponding to the entity group;
unpacking the target item to obtain the code stream of the target item; and
decoding the code stream of the target item to obtain the target item.

9. The method according to claim 8, wherein the items having the association relation in the entity group comprises:
at least one of static panoramic images and point clouds, static panoramic images from different viewpoints, and
point clouds of different static objects.

10. The method according to claim 9, wherein the determining the target item to be decoded in the entity group according
to the first indication information corresponding to the entity group comprises:

in a case that the first indication information indicates that the items having the association relation in the entity
group are static panoramic images from different viewpoints and metadata of each static panoramic image
comprises a viewpoint information property of a viewpoint corresponding to each static panoramic image, de-
termining the static panoramic image in the entity group conforming to interaction operation of a user as a target
item to be decoded in the entity group according to the interaction operation of the user and the viewpoint
information property of the viewpoint corresponding to the static panoramic image; or,
in a case that the first indication information indicates that the items having the association relation in the entity
group are point clouds of different static objects compressed in a point cloud compression mode on the basis
of a geometric model and metadata of the point cloud of each static object comprises a spatial information
property of each point cloud, determining the point cloud of the static object in the entity group conforming to
the interaction operation of the user as a target item to be decoded in the entity group according to the interaction
operation of the user and the spatial information property of each point cloud.

11. The method according to claim 9, wherein the first indication information is a first field in a first box, and the first box
is configured to indicate that all the items in the entity group have an association relation with each other.

12. The method according to claim 11, wherein

in a case that a value of the first field is a first numerical value, then the first field is configured to indicate that
the items having the association relation in the entity group are static panoramic images from different viewpoints;
or,
in a case that the value of the first field is a second numerical value, then the first field is configured to indicate
that the items having the association relation in the entity group are point clouds of different static objects
compressed in a point cloud compressed manner on the basis of a geometric model; or,
in a case that the value of the first field is a third numerical value, then the first field is configured to indicate
that the items having the association relation in the entity group are point clouds of different static objects
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compressed in a point cloud compressed mode on the basis of traditional video coding; or,
in a case that the value of the first field is a fourth numerical value, then the first field is configured to indicate
that the items having the association relation in the entity group are point clouds of static panoramic images
and static objects.

13. The method according to claim 9, wherein in a case that the items having the association relation in the entity group
are static panoramic images from different viewpoints, then the first indication information is a second box, and the
second box is configured to indicate that the items having the association relation in the entity group are static
panoramic images from different viewpoints.

14. The method according to claim 9, wherein in a case that the items having the association relation in the entity group
are point clouds of different static objects compressed in a point cloud compression mode on the basis of a geometric
model, then the first indication information is a third box, and the third box is configured to indicate that the items
having the association relation in the entity group are point clouds of different static objects compressed in a point
cloud compression mode on the basis of a geometric model.

15. A media file packing apparatus, applied to the file packing device, the apparatus comprising:

an acquiring unit, configured to acquire code streams after N items are coded, the items at least comprising
any one of point clouds and static panoramic images, and N being a positive integer greater than 1;
a packing unit, configured to pack the code streams of the N items into at least one entity group, and add, with
regard to each entity group in the at least one entity group, first indication information to the entity group to
obtain the media files of the N items, the first indication information being configured to indicate the types of all
items having the association relation in the entity group; and
a transmitting unit, configured to transmit the media files of the N items to the file unpacking device.

16. A media file unpacking apparatus, applied to a file unpacking device, the apparatus comprising:

a receiving unit, configured to receive the media files of the N items transmitted by the file packing device, the
items at least comprising at least one of point clouds and static panoramic images, N being a positive integer
greater than 1, the media files comprising at least one entity group, a code stream of at least one item being
packed in the entity group, the media files further comprising first indication information corresponding to the
entity group, and the first indication information being configured to indicate the types of all items having the
association relation in each entity group;
a determining unit, configured to determine, with regard to each entity group in the at least one entity group, a
target item to be decoded in the entity group according to the first indication information corresponding to the
entity group;
an unpacking unit, configured to unpack the target item to obtain the code stream of the target item; and
a decoding unit, configured to decode the code stream of the target item to obtain the target item.

17. A file packing device, comprising:
a processor and a memory, the memory being configured to store a computer program, and the processor being
configured to invoke and run the computer program stored in the memory to perform the method according to any
one of claims 1 to 7.

18. A file unpacking device, comprising:
a processor and a memory, the memory being configured to store a computer program, and the processor being
configured to invoke and run the computer program stored in the memory to perform the method according to any
one of claims 8 to 14.

19. A computing device, comprising:
a processor and a memory, the memory being configured to store a computer program, and the processor being
configured to invoke and run the computer program stored in the memory to perform the method according to any
one of claims 1 to 7 and 8 to 14.

20. A computer readable storage medium, configured to store a computer program, and the computer program being
configured to execute the method according to any one of claims 1 to 7 or 8 to 14.
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