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(54) ENERGY MANAGEMENT SYSTEM AND ENERGY MANAGEMENT METHOD

(57) Embodiments of the present invention provide
an energy management system and an energy manage-
ment method, the system comprising: a reception unit
for receiving energy price information from an energy
supplier; an output unit for outputting predicted energy
price information by inputting, into an artificial neural net-
work (ANN), environment information including the en-
ergy price information; and a determination unit for de-
termining the energy consumption action of each of a
plurality of energy consumption devices at time (h) on
the basis of determination information including the pre-
dicted energy price information, wherein the determina-
tion unit repetitively performs, until a set completion con-
dition is satisfied, an update step of updating a Q value
determined on the basis of an energy consumption state
and an energy consumption action of each energy con-
sumption device along time in order to determine the en-
ergy consumption action at time (h).
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Description

Technical Field

[0001] Embodiments of the present invention relate to an energy management system and an energy management
method.

Background Art

[0002] As energy demand increases with industrial development, managing the demand response (DR) of various
entities consuming energy is emerging as an important issue. To this end, there are ongoing vigorous efforts to research
energy management devices, methods and systems for managing demand reaction in various fields.
[0003] In particular, various energy management systems have been developed to optimize energy consumption by
managing the demand reaction of energy consuming devices installed in homes or commercial facilities. However,
conventional energy management systems are established based on deterministic rules, abstract model, mixed integer
linear programming (MILP) or game theory and thus do not guarantee optimization or do not fit for real energy consuming
devices.

Detailed Description of the Invention

Technical Problem

[0004] In the foregoing background, embodiments of the present invention may provide an energy management system
and energy management method that are adaptable to various environments without depending on a specific model.
[0005] Further, embodiments of the present invention may provide an energy management system and energy man-
agement method that may minimize the sum of the cost due to energy consumption and the cost of dissatisfaction.

Technical Solution

[0006] In an aspect, embodiments of the present invention may provide an energy management system controlling a
plurality of energy consuming devices comprising a receiving unit receiving energy price information from an energy
provider, an output unit outputting expected energy price information by inputting environment information including the
energy price information to an artificial neural network (ANN), and a determining unit determining an energy consumption
action at time h of each of the plurality of energy consuming devices based on determination information including the
expected energy price information, wherein the determining unit repeats an update step of updating a Q value determined
based on an energy consumption state and energy consumption action over time, of each energy consuming device,
until a preset termination condition is met, to determine the energy consumption action at time h.
[0007] In another aspect, embodiments of the present invention may provide an energy management method controlling
a plurality of energy consuming devices comprising a receiving step receiving energy price information from an energy
provider, an outputting step outputting expected energy price information by inputting environment information including
the energy price information to an artificial neural network (ANN), and a determining step determining an energy con-
sumption action at time h of each of the plurality of energy consuming devices based on determination information
including the expected energy price information, wherein the determining step repeats an update step of updating a Q
value determined based on an energy consumption state and energy consumption action over time, of each energy
consuming device, until a preset termination condition is met, to determine the energy consumption action at time h.

Advantageous Effects

[0008] According to embodiments of the present invention, there may be provided an energy management system
and energy management method that are adaptable to various environments without depending on a specific model.
[0009] Further, according to embodiments of the present invention, there may be provided an energy management
system and energy management method that may minimize the sum of the cost due to energy consumption and the
cost of dissatisfaction.

Brief Description of Drawings

[0010]
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FIG. 1 is a block diagram illustrating an energy management system according to an embodiment of the present
invention;
FIG. 2 is a view illustrating reinforcement learning through an interaction between an energy management system
and an energy consuming device according to embodiments of the present invention;
FIG. 3 is a view illustrating an example of a type of an energy consuming device according to embodiments of the
present invention;
FIG. 4 is a view illustrating an energy management system and an energy consuming device according to embod-
iments of the present invention;
FIG. 5 is a view illustrating an example of an artificial neural network according to embodiments of the present
invention;
FIG. 6 is a flowchart illustrating an example in which an operation of an energy management system determines
an energy consumption action by each energy consuming device at time h according to embodiments of the present
invention;
FIG. 7 is a flowchart illustrating an example of an operation of updating a Q value at time h by an energy consuming
device according to embodiments of the present invention;
FIG. 8 is a view illustrating an example in which a determining unit selects an energy consumption action by an
energy consuming device at time h according to embodiments of the present invention; and
FIG. 9 is a flowchart illustrating an energy management method according to embodiments of the present invention.

Mode for Carrying out the Invention

[0011] Hereinafter, embodiments of the disclosure are described in detail with reference to the accompanying drawings.
The same or substantially the same reference denotations are used to refer to the same or substantially the same
elements throughout the specification and the drawings. When determined to make the subject matter of the present
invention unclear, the detailed description of the known configurations or functions may be skipped.
[0012] Such denotations as "first," "second," "A," "B," "(a)," and "(b)," may be used in describing the components of
the present invention. These denotations are provided merely to distinguish a component from another, and the essence
of the components is not limited by the denotations in light of order or sequence. When a component is described as
"connected," "coupled," or "linked" to another component, the component may be directly connected or linked to the
other component, but it should also be appreciated that other components may be "connected," "coupled," or "linked"
between the components.
[0013] In embodiments of the present invention, the type of energy may be electrical energy, thermal energy, light
energy, or the like. Although the following embodiments of the present invention focus primarily on the type of energy
being electrical energy, the type of energy is not limited thereto.
[0014] Hereinafter, an energy management device, an energy management method, and an energy management
system according to embodiments of the present invention are described with reference to related drawings.
[0015] FIG. 1 is a block diagram illustrating an energy management system according to an embodiment of the present
invention.
[0016] Referring to FIG. 1, the energy management system 100 for controlling a plurality of energy consuming devices
may include a receiving unit 110, an output unit 120, and a determining unit 130.
[0017] The energy consuming device refers to any device capable of consuming energy to perform a specific operation.
For example, the energy consuming device may be an electric device (e.g., a refrigerator/washing machine/air condi-
tioner/light/heater, etc.) used in a home or commercial facility. The energy consuming device may interact with the energy
management system 100 while transmitting and receiving information.
[0018] The receiving unit 110 may receive energy price information from an energy provider 10. The energy provider
10 refers to an entity (e.g., a power company) that supplies energy to the energy consuming device to consume energy.
The energy management system 100 may receive the energy price information from the energy provider 10 and may
transmit energy consumption information about a plurality of energy consuming devices controlled by the energy man-
agement system to the energy provider 10.
[0019] Energy price information is information indicating the cost (e.g., 40$/MWh) incurred when unit energy is con-
sumed at a specific time. For example, the energy price information may indicate the cost incurred when consuming
unit energy one hour after the current time.
[0020] The output unit 120 may input environment information, including the energy price information received from
the energy provider 10 by the receiving unit 110, to an artificial neural network (ANN) and output expected energy price
information. In this case, the output expected energy price information is information indicating an expected cost that is
incurred when consuming unit energy after the time indicated by the above-described energy price information.
[0021] The environment information means various pieces of information necessary for the artificial neural network
(ANN) to determine the expected energy price information.
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[0022] The determining unit 130 may determine the energy consumption action at time h by each of the plurality of
energy consuming devices based on determination information including the expected energy price information output
from the output unit 120.
[0023] The energy consumption action at time h by the energy consuming device means a specific operation executed
by the energy consuming device to consume energy at a specific time h (e.g., 15:00). For example, the energy con-
sumption action at time h by the energy consuming device may instruct the energy consuming device to perform an on
operation, an off operation, or a room heating operation using a power of 100MWh. In this case, time h is any time later
than the current time.
[0024] In this case, the determining unit 130 may repeat an update step of updating the Q value determined based
on the energy consumption action and the energy consumption state over time by each energy consuming device, until
a preset termination condition is met, to determine the energy consumption action at time h by each of the plurality of
energy consuming devices.
[0025] The Q value is a value for evaluating the result of performing a specific energy consumption action in a specific
energy consumption state and may be used to determine what energy consumption action each energy consuming
device should perform in the specific energy consumption state. The Q value has factors including the energy consumption
state s and energy consumption action a of the energy consuming device and be represented as Q(s, a). The Q value
may be a value determined by any equation using the energy consumption state s and the energy consumption action
a as its factors.
[0026] FIG. 2 is a view illustrating reinforcement learning through an interaction between an energy management
system 100 and an energy consuming device according to embodiments of the present invention.
[0027] The interaction between the energy management system 100 and the plurality of energy consuming devices
is based on a Markov decision process (MDP) indicating a relationship between the state, the action, and the reward.
[0028] The energy management system 100 may perform reinforcement learning (RL) to optimize a policy π for con-
trolling each energy consuming device while interacting with each energy consuming device.
[0029] Specifically, the energy management system 100 may determine an action a according to the policy π after
receiving the state s of each energy consuming device. After executing the action a, each energy consuming device
may determine a reward according to the result and feed it back to the energy management system 100. The energy
management system 100 may change the policy π according to the fed back reward. Further, each energy consuming
device may input the changed state back to the energy management system 100 after performing the action a.
[0030] As such, the energy management system 100 and each energy consuming device may repeat the interactions
while exchanging information about states, actions, and rewards with each other, so that the energy management system
100 may learn an optimized policy for controlling each energy consuming device.
[0031] In this case, an action that each energy consuming device may perform, in other words, an energy consumption
action for each time by each energy consuming device, may be determined to differ depending on the type of each
energy consuming device.
[0032] FIG. 3 is a view illustrating an example of a type of an energy consuming device according to embodiments of
the present invention.
[0033] Referring to FIG. 3, the type of energy consuming device may be any one of 1) a non-shiftable load type, 2) a
shiftable load type, and 3) a controllable load type.
[0034] An energy consuming device of the non-shiftable load type may execute only one energy consumption action
(e.g., an on operation) to meet a specific requirement. For example, since a refrigerator has to operate for 24 hours to
keep the food fresh, the refrigerator may execute only the on operation which always consumes energy.
[0035] An energy consuming device of the shiftable load type may execute only two energy consumption actions (e.g.,
on/off). For example, a washing machine may only perform an on operation that consumes energy or an off operation
that does not consume energy. The energy consuming device of the shiftable load type may incur a different energy
consumption cost depending on what time it performs the on operation at.
[0036] An energy consuming device of the controllable load type may execute a plurality of energy consumption actions
corresponding to different energy consumption. For example, an air conditioner may have different energy consumption
depending on set temperatures. The energy consuming device of the controllable load type may incur a different energy
consumption cost depending on what energy consumption action it executes at what time.
[0037] FIG. 4 is a view illustrating an energy management system 100 and an energy consuming device according to
embodiments of the present invention.
[0038] As described above, the energy management system 100 may determine an action according to the policy
after receiving the state of each energy consuming device. After executing the action, each energy consuming device
may determine a reward according to the result, based on a reward function and feed it back to the energy management
system 100.
[0039] The non-shiftable load type energy consuming device may output energy consumption state information to the
energy management system 100. The energy management system 100 may indicate one energy consumption action
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(e.g., on) executable by the non-shiftable load type energy consuming device. The non-shiftable load type energy
consuming device may perform the energy consumption action indicated by the energy management system 100 and
output a reward according to the result to the energy management system 100. In this case, the reward may be a cost
due to energy consumption. The cost due to energy consumption may be determined based on the above-described
expected energy price information and energy consumption.
[0040] The shiftable load type energy consuming device may output energy consumption state information to the
energy management system 100. The energy management system 100 may indicate any one (e.g., on or off) of the two
energy consumption actions executable by the shiftable load type energy consuming device. The shiftable load type
energy consuming device may perform the energy consumption action indicated by the energy management system
100 and output a reward according to the result to the energy management system 100. In this case, the reward may
be a cost due to energy consumption and a dissatisfaction cost. The cost due to energy consumption may be determined
based on the above-described expected energy price information and energy consumption.
[0041] The controllable load type energy consuming device may output energy consumption state information to the
energy management system 100. The energy management system 100 may indicate any one of the plurality of energy
consumption actions executable by the controllable load type energy consuming device. The controllable load type
energy consuming device may perform the energy consumption action indicated by the energy management system
100 and output a reward according to the result to the energy management system 100. In this case, the reward may
be a cost due to energy consumption and a dissatisfaction cost. The cost due to energy consumption may be determined
based on the above-described expected energy price information and energy consumption.
[0042] The dissatisfaction cost is a cost indicating the degree of dissatisfaction experienced by the user who uses the
energy consuming device when the energy consuming device executes an energy consumption action other than an
energy consumption action that consumes energy to the maximum. For example, the dissatisfaction cost for a washing
machine may be a cost experienced by the user when the washing machine is turned off so that washing is not performed.
As such, the dissatisfaction cost may increase in proportion to the reduction in energy consumption to save energy
consumption costs.
[0043] FIG. 5 is a view illustrating an example of an artificial neural network (ANN) according to embodiments of the
present invention.
[0044] An artificial neural network (ANN) may include one input layer, a plurality of hidden layers, and one output layer.
[0045] In this case, the environment information input to the artificial neural network (ANN) may include day information,
time information, holiday information, energy demand information, and energy price information.
[0046] The day information may indicate the day of the week to which the current time corresponds among Sun-
day/Monday/Tuesday/Wednesday/Thursday/Friday/Saturday. As an example, the day information may be one of 1 to 7.
[0047] The time information may indicate which time it is among the 24 hours of the day. For example, the time
information may be one of 1 to 24.
[0048] The holiday information may indicate whether the current time is a holiday or not. As an example, the holiday
information may be 0 or 1.
[0049] The energy demand information may indicate the energy demand for all the entire energy consuming devices
at one or more specific times.
[0050] When the above-described environment information is input to the input layer of the artificial neural network
(ANN), the artificial neural network (ANN) may output expected energy price information according to the configuration
of the hidden layer.
[0051] Meanwhile, the artificial neural network (ANN) may be a type of model that may automatically learn features
for input values based on a large amount of data and train the network to minimize errors in the objective function, i.e.,
prediction accuracy.
[0052] The artificial neural network (ANN) may be a convolutional neural network (CNN), deep hierarchical network
(DHN), convolutional deep belief network (CDBN), deconvolutional deep network (DDN), recurrent neural network (RNN),
or generative adversarial network (GAN), but without limitations thereto, may be various deep learning models that may
be used currently or in the future. The deep learning model may be implemented through a deep learning framework.
The deep learning framework plays a role to provide a library of functions commonly used when developing the deep
learning model and to support the system software or hardware platform to be properly used. In this embodiment, the
deep learning model may be implemented using any deep learning framework that has been currently disclosed or will
be disclosed in the future.
[0053] FIG. 6 is a flowchart illustrating an example in which an operation of an energy management system 100
determines an energy consumption action by each energy consuming device at time h according to embodiments of the
present invention.
[0054] Referring to FIG. 6, the determining unit 130 of the energy management system 100 may initialize the above-
described Q value for the energy consuming device.
[0055] First, the determining unit 130 may initialize the value of i indicating the number of iterations to 1 and initialize
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Q’, which is the Q value at the ith iteration (S610). In this case, the Q’ value may be initialized to 0 or a random value.
[0056] The determining unit 130 may update the Qi value based on the energy consumption state and energy con-
sumption action of the energy consuming device (S620). An example of the operation of updating the Q value of the
energy consuming device is described below with reference to FIG. 7.
[0057] The determining unit 130 may determine whether a set termination condition is met after performing step S620
(S630).
[0058] The termination condition may be a condition where |Qi - Qi-1|, which is an error between Q’, which is the Q
value determined at the current update step, i.e., the ith update step, and Qi-1, which is the Q value determined at the
step immediately before the current update step, i.e., the (i-1)th update step, is a threshold error δ or less. However,
when i=1, the update step immediately before the current update step is absent and, thus, as the Q°, which is the Q
value at this time, any value other than Q1 may be selected.
[0059] In general, when the Q value at time h of each energy consuming device is repeatedly updated, the Q value
has a pattern of gradually increasing from the initial value and then converging to a specific value. Therefore, when |Qi

- Qi-1| is less than or equal to the threshold error δ, the determining unit 130 may determine that the Q value converges
to a specific value and stop updating the Qi value.
[0060] If the termination condition is not met (S630-N), the determining unit 130 may increase the i value by 1 (S640)
and execute step S620 again.
[0061] If the termination condition is met (S630-Y), the determining unit 130 may stop updating the Qi value and
determine the energy consumption action at time h of the energy consuming device (S650). In this case, the determining
unit 130 may determine the energy consumption action at time h of the energy consuming device based on the argmax
value for the above-described Q value.
[0062] FIG. 7 is a flowchart illustrating an example of a specific operation of updating a Q value at time h by an energy
consuming device according to embodiments of the present invention.
[0063] Referring to FIG. 7, the determining unit 130 of the energy management system 100 may initialize the variable
t value to 1 for the energy consuming device n (S710). The variable t value is a variable value used to indicate an update
completion condition.
[0064] The determining unit 130 may identify the energy consumption state at time h of the energy consuming device
n (S720). The energy consumption state at time h of the energy consuming device n may be represented as sn, h.
[0065] The determining unit 130 may select one energy consumption action from a list of selectable energy consumption
actions according to the energy consumption state of the energy consuming device n (S730). For example, if the energy
consuming device n is of the non-shiftable load type, the determining unit 130 may select only one energy consumption
action (e.g., on), if it is of the shiftable load type, select one of two energy consumption actions (e.g., on/off), and if it is
of the controllable load type, select one of a plurality of energy consumption actions. The energy consumption action
selected at time h of the energy consuming device n may be represented as an, h. An example in which the determining
unit 130 selects one energy consumption action from a list of selectable energy consumption actions is described below
with reference to FIG. 8.
[0066] Thereafter, the determining unit 130 may calculate 1) a reward function value at time h of the energy consuming
device n and 2) a maximum value of the Q value at time h+1 of the energy consuming device n (S740).
[0067] The reward function at time h of the energy consuming device n is a function for determining a reward according
to the energy consumption state and energy consumption action and may be represented as r(sn,h, an,h).
[0068] The Q value at time h+1 of the energy consuming device n may be represented as Q(sn,h+1, an,h+1). If the
energy consumption state sn,h and energy consumption action an,h at time h are determined, the energy consumption
state sn,h+1 at time h+1 is determined according to the model described in connection with FIG. 2. In the energy con-
sumption state sn,h+1 at time h+1, the energy consuming device n may execute one energy consumption action an,h+1
among energy consumption actions executable according to the type. The Q value at time h+1 of the energy consuming
device n may be varied depending on which energy consumption action is selected, and among them, the maximum
value is represented as max Q(Sn,h+1, an,h+1).
[0069] Thereafter, the determining unit 130 may update the Q value Q(Sn,h, an,h) at time h of the energy consuming
device n based on the values calculated at step S740 (S750). For example, the determining unit 130 may update the Q
value according to Equation 1 below.

[0070] In Equation 1, θ∈[0,1] is the learning rate for determining the rate at which the previous Q value is updated. θ
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may be determined as a value between 0 and 1, and if θ is 0, it may mean that the previous Q value is maintained while
if θ is 1, the previous Q value is disregarded, and a new Q value is determined all the time. The determining unit 130
may set the θ value arbitrarily.
[0071] In Equation 1, γ∈[0,1] is the discount factor for determining the rate at which the current reward information
r(sn,h, an,h) and the future prediction value max Q(sn,h+1, an,h+1) are to be reflected. γ may be determined as a value
between 0 and 1. If γ is 0, it means that only the current reward information is reflected, and if γ is 1, it means that the
future prediction value is reflected to the maximum. The determining unit 130 may set the γ value arbitrarily.
[0072] Thereafter, the determining unit 130 determines whether the set update completion condition is met (S760).
[0073] As an example, the update completion condition may be h = 24-t. In other words, the number of times at the
Q value is updated varies depending on the value of the current time h. For example, if the value of time h is 15, since
15 = 24-9, the determining unit 130 may update the Q value 9 times until t = 9.
[0074] If the update completion condition is not met (S760-N), the determining unit 130 may increase the t value by
1 (S770) and repeat the process from step S730 again.
[0075] On the other hand, if the update completion condition is met (S760-Y), the determining unit 130 may complete
the Q value update (S780).
[0076] FIG. 8 is a view illustrating an example in which a determining unit 130 selects an energy consumption action
by an energy consuming device at time h according to embodiments of the present invention.
[0077] The determining unit 130 may select an energy consumption action at time h of the energy consuming device
based on, e.g., an epsilon-greedy (ε-greedy) policy.
[0078] The epsilon-greedy policy is a variant of the greedy policy that performs the best choice at each step. The
epsilon-greedy policy means a policy that randomly selects an energy consumption action with a probability of ε, a value
between 0 and 1 and selects an action with the best outcome with a probability of 1-ε, that is, an energy consumption
action to maximize the Q value.
[0079] The operation of selecting the energy consumption action at time h of the energy consuming device according
to the epsilon-greedy policy may vary depending on the type of the energy consuming device.
[0080] For example, if the type of the energy consuming device is the non-shiftable load type, the energy consuming
device may execute only one energy consumption action action#0. Accordingly, the determining unit 130 always selects
the energy consumption action action#0 even when the epsilon-greedy policy is used.
[0081] As another example, it is assumed that the type of the energy consuming device is the shiftable load type, and
the energy consuming device may execute one of two energy consumption actions action#0 and action#1. In this case,
if the energy consumption action action#1 is an energy consumption action that maximizes the Q value, the determining
unit 130 may randomly select one of the energy consumption actions action#0 and action#1 with a probability of ε and
may select the energy consumption action action #1 with a probability of 1-ε.
[0082] As another example, it is assumed that the type of energy consuming device is the controllable load type and
the energy consuming device may execute one of m energy consumption actions action#0, action#1,..., action#m-1. In
this case, if the energy consumption action action#1 is an energy consumption action that maximizes the Q value, the
determining unit 130 may randomly select one of the energy consumption actions action#0, action#1, action#2,
action#3, ..., action#m-1 with a probability of ε and may select the energy consumption action action #1 with a probability
of 1-ε.
[0083] FIG. 9 is a flowchart illustrating an energy management method 900 according to embodiments of the present
invention.
[0084] Referring to FIG. 9, the energy management method 900 may include a receiving step (S910), an outputting
step (S920), and a determining step (S930).
[0085] The receiving step S910 may receive energy price information from an energy provider 10.
[0086] The outputting step S920 may input environment information, including the energy price information received
in the receiving step S910, to an artificial neural network (ANN) and output expected energy price information. In this
case, the environment information may include, e.g., 1) day information, 2) time information, 3) holiday information, 4)
energy demand information, and 5) energy price information.
[0087] The determining step S930 may determine the energy consumption action at time h by each of the plurality of
energy consuming devices based on determination information including the expected energy price information output
in the outputting step S920. In this case, the determining unit S930 may repeat an update step of updating the Q value
determined based on the energy consumption action and the energy consumption state over time by each energy
consuming device, until a preset termination condition is met, to determine the energy consumption action at time h by
each of the plurality of energy consuming devices.
[0088] The energy consumption action at time h of each energy consuming device may be determined to differ de-
pending on the type of each energy consuming device. For example, the type of each energy consuming device may
be any one of 1) a non-shiftable load type in which only one energy consumption action may be executed, 2) a shiftable
load type in which only two energy consumption actions may be executed, and 3) a controllable load type in which a
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plurality of energy consumption actions corresponding to different energy consumption may be executed.
[0089] For example, the above-described termination condition may be a condition where an error between the Q
value determined in the update step and the Q value determined in the update step immediately before the update step
is less than or equal to a threshold error.
[0090] For example, in the determining step S930, when performing the update step for each energy consuming
device, the energy consumption action at time h of each energy consuming device may be selected based on the epsilon-
greedy policy.
[0091] As an example, the determining step S930 may update the Q value at time h of each energy consuming device
based on: 1) the reward function value according to the energy consumption state and energy consumption action at
time h of each energy consuming device and 2) the maximum value of the Q value at time h+1 of each energy consuming
device, when performing the update step for each energy consuming device.
[0092] Meanwhile, the energy management method 900 described in FIG. 9 may be executed by the above-described
energy management device 100.
[0093] The above-described energy management system 100 and energy management method 900 may derive ex-
pected energy price information using an artificial neural network and determine the optimal energy consumption action
at time h for each of the plurality of energy consuming devices through reinforcement learning. Accordingly, the energy
management system 100 and the energy management method 900 may derive an energy consumption policy optimized
for various environments using a specific model through repeated reinforcement learning even without previously de-
signing it. Accordingly, an energy management system and an energy management method adaptable to various envi-
ronments may be provided without requiring a specific model.
[0094] It is also possible to minimize the sum of the cost due to energy consumption and dissatisfaction cost by applying
the value of the dissatisfaction cost and the cost due to energy consumption received from each of the plurality of energy
consuming devices.
[0095] The above-described energy management system 100 may be implemented by a computing device including
at least some of a processor, a memory, a user input device, and a presentation device. The memory is a medium that
stores computer-readable software, applications, program modules, routines, instructions, and/or data, coded to perform
specific tasks when executed by a processor. The processor may read and execute the computer-readable software,
applications, program modules, routines, instructions, and/or data stored in the memory. The user input device may be
a means for allowing the user to input a command to the processor to execute a specific task or to input data required
for the execution of the specific task. The user input device may include a physical or virtual keyboard or keypad, key
button, mouse, joystick, trackball, touch-sensitive input means, or a microphone. The presentation device may include,
e.g., a display, a printer, a speaker, or a vibrator.
[0096] The computing device may include various devices, such as smartphones, tablets, laptops, desktops, servers,
clients, and the like. The computing device may be a single stand-alone device and may include a plurality of computing
devices operating in a distributed environment composed of a plurality of computing devices cooperating with each other
through a communication network.
[0097] Further, the above-described energy management method 900 may be executed by a computing device that
includes a processor and a memory storing computer readable software, applications, program modules, routines,
instructions, and/or data structures, coded to perform an image diagnosis method utilizing a deep learning model when
executed by the processor.
[0098] The present embodiments described above may be implemented through various means. For example, the
present embodiments may be implemented by various means, e.g., hardware, firmware, software, or a combination
thereof.
[0099] When implemented in hardware, the image diagnosis method using a deep learning model according to the
present embodiments may be implemented by, e.g., one or more application specific integrated circuits (ASICs), digital
signal processors (DSPs), digital signal processing devices (DSPDs), programmable logic devices (PLDs), field pro-
grammable gate arrays (FPGAs), processors, controllers, micro-controllers, or microprocessors.
[0100] For example, the energy management method 900 according to embodiments may be implemented by an
artificial intelligence semiconductor device in which neurons and synapses of the deep neural network are implemented
with semiconductor devices. In this case, the semiconductor devices may be currently available semiconductor devices,
e.g., SRAM, DRAM, or NAND or may be next-generation semiconductor devices, such as RRAM, STT MRAM, or PRAM,
or may be combinations thereof.
[0101] When the energy management method 900 according to embodiments is implemented using an artificial intel-
ligence semiconductor device, the results (weights) of training the deep learning model with software may be transferred
to synaptic mimic devices disposed in an array, or learning may be performed in the artificial intelligence semiconductor
device.
[0102] When implemented in firmware or hardware, the energy management method according to the present em-
bodiments may be implemented in the form of a device, procedure, or function performing the above-described functions
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or operations. The software code may be stored in a memory unit and driven by a processor. The memory unit may be
positioned inside or outside the processor to exchange data with the processor by various known means.
[0103] The above-described terms, such as "system," "processor," "controller," "component," "module," "interface,"
"model," or "unit," described above may generally refer to computer-related entity hardware, a combination of hardware
and software, software, or software being executed. For example, the above-described components may be, but are
not limited to, processes driven by a processor, processors, controllers, control processors, entities, execution threads,
programs, and/or computers. For example, both an application being executed by a controller or a processor and the
controller or the processor may be the components. One or more components may reside within a process and/or thread
of execution, and the components may be positioned in one device (e.g., a system, a computing device, etc.) or distributed
in two or more devices.
[0104] Meanwhile, another embodiment provides a computer program stored in a computer recording medium for
performing the above-described energy management method 900. Further, another embodiment provides a computer-
readable recording medium storing a program for realizing the above-described energy management method.
[0105] The program recorded on the recording medium may be read, installed, and executed by a computer to execute
the above-described steps.
[0106] As such, for the computer to read the program recorded on the recording medium and execute the implemented
functions with the program, the above-described program may include code coded in a computer language, such as C,
C++, JAVA, or machine language, which the processor (CPU) of the computer may read through a computer device
interface.
[0107] Such code may include a function code related to a function defining the above-described functions or may
include an execution procedure-related control code necessary for the processor of the computer to execute the above-
described functions according to a predetermined procedure.
[0108] Further, the code may further include additional information necessary for the processor of the computer to
execute the above-described functions or memory reference-related code as to the position (or address) in the internal
or external memory of the computer the media should reference.
[0109] Further, when the processor of the computer needs to communicate with, e.g., another computer or a server
at a remote site to execute the above-described functions, the code may further include communication-related code
as to how the processor of the computer should communicate with the remote computer or server using the communication
module of the computer and what information or media should be transmitted/received upon communication.
[0110] The above-described computer-readable recording medium may include, e.g., ROMs, RAMs, CD-ROMs, mag-
netic tapes, floppy disks, or optical data storage devices, or may also include carrier wave-type implementations (e.g.,
transmissions through the Internet).
[0111] Further, the computer-readable recording medium may be distributed to computer systems connected via a
network, and computer-readable codes may be stored and executed in a distributed manner.
[0112] The functional programs for implementing the present invention and code and code segments related thereto
may easily be inferred or changed by programmers of the technical field to which the present invention pertains, con-
sidering, e.g., the system environments of the computer reading and executing the program.
[0113] The energy management method 900 may be implemented in the form of recording media including computer-
executable instructions, such as application or program modules. The computer-readable medium may be an available
medium that is accessible by a computer. The computer-readable storage medium may include a volatile medium, a
non-volatile medium, a separable medium, and/or an inseparable medium. The computer-readable medium may include
a computer storage medium. The computer storage medium may include a volatile medium, a non-volatile medium, a
separable medium, and/or an inseparable medium that is implemented in any method or scheme to store computer-
readable commands, data architecture, program modules, or other data or information.
[0114] The above-described energy management method 900 may be executed by an application installed on a
terminal, including a platform equipped in the terminal or a program included in the operating system of the terminal),
or may be executed by an application (or program) installed by the user on a master terminal via an application providing
server, such as a web server, associated with the service or method, an application, or an application store server. In
such a sense, the above-described energy management method may be implemented in an application or program
installed as default on the terminal or installed directly by the user and may be recorded in a recording medium or storage
medium readable by a terminal or computer.
[0115] Although it is described above that all of the components are combined into one or are operated in combination,
embodiments of the disclosure are not limited thereto. One or more of the components may be selectively combined
and operated as long as it falls within the scope of the objects of the disclosure. Further, although all of the components
may be implemented in their respective independent hardware components, all or some of the components may be
selectively combined to be implemented in a computer program with program modules performing all or some of the
functions combined in one or more hardware components. The codes and code segments constituting the computer
program may be easily inferred by one of ordinary skill in the art to which the disclosure pertains. The computer program
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may be stored in computer readable media and be read and executed by a computer to implement embodiments of the
disclosure. The storage medium of the computer program may include a magnetic recording medium, an optical recording
medium, and the like.
[0116] When an element "comprises," "includes," or "has" another element, the element may further include, but rather
than excluding, the other element, and the terms "comprise," "include," and "have" should be appreciated as not excluding
the possibility of presence or adding one or more features, numbers, steps, operations, elements, parts, or combinations
thereof. All the scientific and technical terms as used herein may be the same in meaning as those commonly appreciated
by a skilled artisan in the art unless defined otherwise. It will be further understood that terms, such as those defined
dictionaries, should be interpreted as having a meaning that is consistent with their meaning in the context of the relevant
art and will not be interpreted in an idealized or overly formal sense unless expressly so defined herein.
[0117] The above-described embodiments are merely examples, and it will be appreciated by one of ordinary skill in
the art various changes may be made thereto without departing from the scope of the present invention. Accordingly,
the embodiments set forth herein are provided for illustrative purposes, but not to limit the scope of the present invention,
and should be appreciated that the scope of the present invention is not limited by the embodiments. The scope of the
present invention should be construed by the following claims, and all technical spirits within equivalents thereof should
be interpreted to belong to the scope of the present invention.

CROSS-REFERENCE TO RELATED APPLICATION

[0118] The instant patent application claims priority under 35 U.S.C. 119(a) to Korean Patent Application No.
10-2020-0034613, filed on March 20, 2020, in the Korean Intellectual Property Office, the disclosure of which is herein
incorporated by reference in its entirety. The present patent application claims priority to other applications to be filed
in other countries, the disclosures of which are also incorporated by reference herein in their entireties.

Claims

1. An energy management system controlling a plurality of energy consuming devices, comprising:

a receiving unit receiving energy price information from an energy provider;
an output unit outputting expected energy price information by inputting environment information including the
energy price information to an artificial neural network (ANN); and
a determining unit determining an energy consumption action at time h of each of the plurality of energy con-
suming devices based on determination information including the expected energy price information,
wherein the determining unit repeats an update step of updating a Q value determined based on an energy
consumption state and energy consumption action over time, of each energy consuming device, until a preset
termination condition is met, to determine the energy consumption action at time h.

2. The energy management system of claim 1, wherein the energy consumption action per time of each energy con-
suming device is determined to differ depending on a type of each energy consuming device.

3. The energy management system of claim 2, wherein the type is any one of a non-shiftable load type in which only
one energy consumption action is executable, a shiftable load type in which only two energy consumption actions
are executable, and a controllable load type in which a plurality of energy consumption actions corresponding to
different energy consumption are executable.

4. The energy management system of claim 1, wherein the environment information includes day information, time
information, holiday information, energy demand information, and the energy price information.

5. The energy management system of claim 1, wherein when performing the update step for each energy consuming
device, the determining unit updates the Q value at time h of each energy consuming device based on a reward
function value according to the energy consumption state and energy consumption action at time h of each energy
consuming device and a maximum value of the Q value at time h+1 of each energy consuming device

6. The energy management system of claim 5, wherein when performing the update step for each energy consuming
device, the determining unit selects the energy consumption action at time h of each energy consuming device
based on an epsilon-greedy policy.
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7. The energy management system of claim 5, wherein the termination condition is a condition where an error between
the Q value determined in the update step and the Q value determined in an update step immediately before the
update step is less than or equal to a threshold error.

8. An energy management method controlling a plurality of energy consuming devices, comprising:

a receiving step receiving energy price information from an energy provider;
an outputting step outputting expected energy price information by inputting environment information including
the energy price information to an artificial neural network (ANN); and
a determining step determining an energy consumption action at time h of each of the plurality of energy
consuming devices based on determination information including the expected energy price information,
wherein the determining step repeats an update step of updating a Q value determined based on an energy
consumption state and energy consumption action over time, of each energy consuming device, until a preset
termination condition is met, to determine the energy consumption action at time h.

9. The energy management method of claim 8, wherein the energy consumption action at time h of each energy
consuming device is determined to differ depending on a type of each energy consuming device.

10. The energy management method of claim 9, wherein the type is any one of a non-shiftable load type in which only
one energy consumption action is executable, a shiftable load type in which only two energy consumption actions
are executable, and a controllable load type in which a plurality of energy consumption actions corresponding to
different energy consumption are executable.

11. The energy management method of claim 8, wherein the environment information includes day information, time
information, holiday information, energy demand information, and the energy price information.

12. The energy management method of claim 8, wherein when performing the update step for each energy consuming
device, the determining step updates the Q value at time h of each energy consuming device based on a reward
function value according to the energy consumption state and energy consumption action at time h of each energy
consuming device and a maximum value of the Q value at time h+1 of each energy consuming device

13. The energy management method of claim 12, wherein when performing the update step for each energy consuming
device, the determining step selects the energy consumption action at time h of each energy consuming device
based on an epsilon-greedy policy.

14. The energy management method of claim 12, wherein the termination condition is a condition where an error between
the Q value determined in the update step and the Q value determined in an update step immediately before the
update step is less than or equal to a threshold error.

15. A computer-readable recording medium storing a program for implementing the method of any one of claims 8 to 14.
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