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Systems and techniques are described for image processing.
An imaging system receives an identity image and an
attribute image. The identity image depicts a first person
having an identity. The attribute image depicts a second
person having an attribute, such as a facial feature, an
accessory worn by the second person, and/or an expression.
The imaging system uses trained machine learning model(s)
to generate a combined image based on the identity image
and the attribute image. The combined image depicts a
virtual person having both the identity of the first person and
the attribute of the second person. The imaging system
outputs the combined image, for instance by displaying the
combined image or sending the combined image to a receiv-
ing device. In some examples, the imaging system updates
the trained machine learning model(s) based on the com-
bined image.
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SYSTEMS AND METHODS FOR FACIAL
ATTRIBUTE MANIPULATION

FIELD

[0001] This application is related to image processing.
More specifically, this application relates to systems and
methods of using input images depicting different people to
generate a combined image of a virtual person with the
identity of a first person depicted in a first input image, one
or more attributes of a second person depicted in a second
input image, and so forth.

BACKGROUND

[0002] A camera is a device that receives light and cap-
tures image frames, such as still images or video frames,
using an image sensor. Image sensors of cameras can be
used to capture images of a person in a scene, for instance
where the person is in the field of view of the camera. A
camera is generally configured to depict the photographed
scene, including the person, accurately in the resulting
captured image. Capture of images of people can be useful
for a variety of applications, such as portraits, videoconfer-
encing, extended reality (XR), video gaming, and the like.

BRIEF SUMMARY

[0003] In some examples, systems and techniques are
described for image processing. An imaging system receives
an identity image and an attribute image. The identity image
depicts a first person having an identity. The attribute image
depicts a second person having an attribute, such as a facial
feature, an accessory worn by the second person, and/or an
expression. The imaging system uses trained machine learn-
ing model(s) to generate a combined image based on the
identity image and the attribute image. The combined image
depicts a virtual person having both the identity of the first
person and the attribute of the second person. The imaging
system outputs the combined image, for instance by dis-
playing the combined image or sending the combined image
to a receiving device. In some examples, the imaging system
updates the trained machine learning model(s) based on the
combined image.

[0004] In one example, an apparatus for image processing
is provided. The apparatus includes a memory and one or
more processors (e.g., implemented in circuitry) coupled to
the memory. The one or more processors are configured to
and can: receive an identity image depicting a first person
having an identity; receive an attribute image depicting a
second person having an attribute; use one or more trained
machine learning (ML) models to generate a combined
image based on the identity image and the attribute image,
wherein the combined image depicts a virtual person having
the identity and the attribute; and output the combined
image.

[0005] In another example, a method of image processing
is provided. The method includes: receiving an identity
image depicting a first person having an identity; receiving
an attribute image depicting a second person having an
attribute; using one or more trained machine learning (ML)
models to generate a combined image based on the identity
image and the attribute image, wherein the combined image
depicts a virtual person having the identity and the attribute;
and outputting the combined image.
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[0006] In another example, a non-transitory computer-
readable medium is provided that has stored thereon instruc-
tions that, when executed by one or more processors, cause
the one or more processors to: receive an identity image
depicting a first person having an identity; receive an
attribute image depicting a second person having an attri-
bute; use one or more trained machine learning (ML) models
to generate a combined image based on the identity image
and the attribute image, wherein the combined image depicts
a virtual person having the identity and the attribute; and
output the combined image.

[0007] In another example, an apparatus for image pro-
cessing is provided. The apparatus includes: means for
receiving an identity image depicting a first person having
an identity; means for receiving an attribute image depicting
a second person having an attribute; means for using one or
more trained machine learning (ML) models to generate a
combined image based on the identity image and the attri-
bute image, wherein the combined image depicts a virtual
person having the identity and the attribute; and means for
outputting the combined image.

[0008] In some aspects, the first person is distinct from the
second person.
[0009] In some aspects, one or more of the methods,

apparatuses, and computer-readable medium described
above further comprise: receiving an expression image
depicting a third person having an expression, wherein the
combined image depicts the virtual person having the iden-
tity and the attribute and the expression. In some aspects, the
third person is distinct from the first person and the second
person.

[0010] In some aspects, one or more of the methods,
apparatuses, and computer-readable medium described
above further comprise: receiving a second attribute image
depicting a third person having a second attribute, wherein
the combined image depicts the virtual person having the
identity and the attribute and the second attribute. In some
aspects, the third person is distinct from the first person and
the second person. In some aspects, the second attribute is
distinct from the attribute.

[0011] In some aspects, the attribute is of an attribute
category, wherein the virtual person in the combined image
also includes the attribute of the attribute category, wherein
the attribute category includes at least one of a facial feature,
a characteristic of a facial feature, a worn accessory, a
hairstyle, an age, a head pose, a body pose, a facial expres-
sion, a gender, or a sex. In some aspects, the attribute
includes a facial feature of a face of the second person as
depicted in the attribute image, wherein a face of the virtual
person in the combined image also includes the facial
feature. In some aspects, the attribute includes a character-
istic of a facial feature of a face of the second person as
depicted in the attribute image, wherein a face of the virtual
person in the combined image also includes the facial
feature with the characteristic. In some aspects, the attribute
includes an accessory worn by the second person as depicted
in the attribute image, wherein the virtual person in the
combined image also wears the accessory. In some aspects,
the attribute includes a style of hair of the second person as
depicted in the attribute image, wherein hair of the virtual
person in the combined image also has the style. In some
aspects, the attribute includes an age of the second person as
depicted in the attribute image, wherein the virtual person in
the combined image also has the age. In some aspects, the
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attribute includes a pose of a head of the second person as
depicted in the attribute image, wherein a head of the virtual
person in the combined image also has the pose. In some
aspects, the attribute includes an expression of a face the
second person as depicted in the attribute image, wherein the
face of the virtual person in the combined image also has the
expression.

[0012] In some aspects, one or more of the methods,
apparatuses, and computer-readable medium described
above further comprise: extracting one or more identity
features from the identity image using one or more identity
encoders; and extracting one or more attribute features from
the identity image using one or more attribute encoders,
wherein generating the combined image includes using the
one or more identity features and the one or more attribute
features as inputs to the one or more trained machine
learning (ML) models.

[0013] In some aspects, generating the combined image
includes using one or more multi-channel adaptive atten-
tional denormalization (MC-AAD) layers to adjust one or
more regions of a face based on at least one of based on one
or more features from at least one of the identity image or
the attribute image, wherein the one or more MC-AAD
layers include the one or more trained machine learning
(ML) models.

[0014] In some aspects, generating the combined image
includes modifying the identity image to incorporate the
attribute from the attribute image. In some aspects, gener-
ating the combined image includes modifying the attribute
image to incorporate the identity from the identity image.
[0015] In some aspects, generating the combined image
includes denormalizing the identity and the attribute using
the one or more trained ML models. In some aspects,
generating the combined image includes denormalizing and
renormalizing the identity and the attribute using the one or
more trained ML models.

[0016] In some aspects, generating the combined image
includes minimizing classification of the combined image as
synthesized by a discriminator that is configured to deter-
mine whether an input to the discriminator is synthesized or
depicts a real person.

[0017] In some aspects, the one or more trained machine
learning (ML) models are trained using a cycle-consistency
process in which the one or more trained machine learning
(ML) models reconstruct one or more source images from
one or more previously-combined images previously gen-
erated using the one or more trained machine learning (ML)
models.

[0018] In some aspects, one or more of the methods,
apparatuses, and computer-readable medium described
above further comprise: training a second set of one or more
ML models based on the combined image, wherein the
second set of one or more ML models is associated with a
discriminator, wherein training the second set of one or more
ML models trains the discriminator to classify the combined
image as synthesized. In some aspects, one or more of the
methods, apparatuses, and computer-readable medium
described above further comprise: training the one or more
ML models to generate the combined image so that the
discriminator classifies the combined image as depicting a
real person.

[0019] In some aspects, one or more of the methods,
apparatuses, and computer-readable medium described
above further comprise: using the one or more trained ML

Aug. 10,2023

models to generate at least one of a reconstructed identity
image or a reconstructed attribute image based on the
combined image, wherein the reconstructed identity image
is a reconstruction of the identity image based on the
combined image, wherein the reconstructed attribute image
is a reconstruction of the attribute image based on the
combined image. In some aspects, one or more of the
methods, apparatuses, and computer-readable medium
described above further comprise: updating the one or more
trained ML, models based on a first comparison between the
identity image and the reconstructed identity image and
based on a second comparison between the attribute image
and the reconstructed attribute image.

[0020] In some aspects, generating the combined image
includes generating a combined video, wherein the com-
bined image is a video frame of the combined video.
[0021] In some aspects, outputting the combined image
sending the combined image to a recipient device. In some
aspects, outputting the combined image causing the com-
bined image to be displayed using a display.

[0022] In some aspects, the apparatus is, is part of, and/or
includes a wearable device, an extended reality device (e.g.,
a virtual reality (VR) device, an augmented reality (AR)
device, or a mixed reality (MR) device), a head-mounted
display (HMD) device, a wireless communication device, a
mobile device (e.g., a mobile telephone and/or mobile
handset and/or so-called “smart phone” or other mobile
device), a camera, a personal computer, a laptop computer,
a server computer, a vehicle or a computing device or
component of a vehicle, another device, or a combination
thereof. In some aspects, the apparatus includes a camera or
multiple cameras for capturing one or more images. In some
aspects, the apparatus further includes a display for display-
ing one or more images, notifications, and/or other display-
able data. In some aspects, the apparatuses described above
can include one or more sensors (e.g., one or more inertial
measurement units (IMUs), such as one or more gyroscopes,
one or more gyrometers, one or more accelerometers, any
combination thereof, and/or other sensor).

[0023] This summary is not intended to identify key or
essential features of the claimed subject matter, nor is it
intended to be used in isolation to determine the scope of the
claimed subject matter. The subject matter should be under-
stood by reference to appropriate portions of the entire
specification of this patent, any or all drawings, and each
claim.

[0024] The foregoing, together with other features and
embodiments, will become more apparent upon referring to
the following specification, claims, and accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] Illustrative embodiments of the present application
are described in detail below with reference to the following
drawing figures:

[0026] FIG. 1 is a block diagram illustrating an example
architecture of an image capture and processing system, in
accordance with some examples;

[0027] FIG. 2Ais a block diagram illustrating an example
architecture of an imaging system 200 that generates one or
more combined images based on source images, in accor-
dance with some examples;

[0028] FIG. 2B is a block diagram illustrating an example
architecture of an imaging system that generates one or more
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combined images based on source images, that generates
reconstructed images based on the one or more combined
images, and that learns based on comparisons between the
source images and the reconstructed images, in accordance
with some examples;

[0029] FIG. 3 is a block diagram illustrating an example
architecture of an image synthesis engine that generates a
combined image Y based on an attribute image I, an
identity image I, an expression image 1, and/or one or
more other images 1, in accordance with some examples;
[0030] FIG. 4 is a block diagram illustrating an example
architecture of a multi-channel adaptive attentional denor-
malization (MC-AAD) layer system, in accordance with
some examples;

[0031] FIG. 5A is a block diagram illustrating an example
of'use of an image synthesis engine to generate a combined
image Y. based on different input images, such as [ ,, and
I, through I, , in accordance with some examples;

[0032] FIG. 5B is a block diagram illustrating an example
of use of an image synthesis engine to generate a recon-
structed image Y, based on multiple inputs of the same
image, [, in accordance with some examples;

[0033] FIG. 6A is a block diagram illustrating an example
of use of an image synthesis engine to generate combined
images Y, and Y _, based on input images I, and I, ;, and to
generate reconstructed images Y .., and Y _,,. based on the
combined images, in accordance with some examples;
[0034] FIG. 6B is a block diagram illustrating an example
of use of an image synthesis engine to generate a recon-
structed image Y, based on multiple inputs of the same
image, [, in accordance with some examples;

[0035] FIG. 7 is a table illustrating examples of use of an
identity image I,, and an attribute image I, to generate a
combined image Y and a combined image based on cycle
reconstruction training Y,, in accordance with some
examples;

[0036] FIG. 8 is a table illustrating additional examples of
use of an identity image I,, and an attribute image I, to
generate a combined image Y and a combined image based
on cycle reconstruction training Y,, in accordance with some
examples;

[0037] FIG. 9 is a table illustrating examples of use of an
identity image I,,, an expression image I, and an attribute
image I, to generate a combined image Y, in accordance
with some examples;

[0038] FIG. 10 is a block diagram illustrating an example
of a neural network that can be used by the trained machine
learning system for image processing, in accordance with
some examples;

[0039] FIG. 11 is a flow diagram illustrating a process for
image processing, in accordance with some examples; and
[0040] FIG. 12 is a diagram illustrating an example of a
computing system for implementing certain aspects
described herein.

att

DETAILED DESCRIPTION

[0041] Certain aspects and embodiments of this disclosure
are provided below. Some of these aspects and embodiments
may be applied independently and some of them may be
applied in combination as would be apparent to those of skill
in the art. In the following description, for the purposes of
explanation, specific details are set forth in order to provide
a thorough understanding of embodiments of the applica-
tion. However, it will be apparent that various embodiments
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may be practiced without these specific details. The figures
and description are not intended to be restrictive.

[0042] The ensuing description provides exemplary
embodiments only, and is not intended to limit the scope,
applicability, or configuration of the disclosure. Rather, the
ensuing description of the exemplary embodiments will
provide those skilled in the art with an enabling description
for implementing an exemplary embodiment. It should be
understood that various changes may be made in the func-
tion and arrangement of elements without departing from the
spirit and scope of the application as set forth in the
appended claims.

[0043] A camera is a device that receives light and cap-
tures image frames, such as still images or video frames,
using an image sensor. The terms “image,” “image frame,”
and “frame” are used interchangeably herein. Cameras can
be configured with a variety of image capture and image
processing settings. The different settings result in images
with different appearances. Some camera settings are deter-
mined and applied before or during capture of one or more
image frames, such as ISO, exposure time, aperture size,
f/stop, shutter speed, focus, and gain. For example, settings
or parameters can be applied to an image sensor for captur-
ing the one or more image frames. Other camera settings can
configure post-processing of one or more image frames,
such as alterations to contrast, brightness, saturation, sharp-
ness, levels, curves, or colors. For example, settings or
parameters can be applied to a processor (e.g., an image
signal processor or ISP) for processing the one or more
image frames captured by the image sensor.

[0044] A camera is a device that receives light and cap-
tures image frames, such as still images or video frames,
using an image sensor. Image sensors of cameras can be
used to capture images of a person in a scene, for instance
where the person is in the field of view of the camera. A
camera is generally configured to depict the photographed
scene, including the person, accurately in the resulting
captured image. Capture of images of people can be useful
for a variety of applications, such as portraits, videoconfer-
encing, extended reality (XR), video gaming, or combina-
tions thereof.

[0045] Extended reality (XR) systems or devices can
provide virtual content to a user and/or can combine real-
world views of physical environments (scenes) and virtual
environments (including virtual content). XR systems facili-
tate user interactions with such combined XR environments.
[0046] The real-world view can include real-world objects
(also referred to as physical objects), such as people,
vehicles, buildings, tables, chairs, and/or other real-world or
physical objects. XR systems or devices can facilitate inter-
action with different types of XR environments (e.g., a user
can use an XR system or device to interact with an XR
environment). XR systems can include virtual reality (VR)
systems facilitating interactions with VR environments, aug-
mented reality (AR) systems facilitating interactions with
AR environments, mixed reality (MR) systems facilitating
interactions with MR environments, and/or other XR sys-
tems. Examples of XR systems or devices include head-
mounted displays (HMDs), smart glasses, among others. In
some cases, an XR system can track parts of the user (e.g.,
a hand and/or fingertips of a user) to allow the user to
interact with items of virtual content.

[0047] Systems and techniques are described herein for
image processing. An imaging system receives an identity
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image and one or more attribute images. The identity image
depicts a first person having an identity. Each attribute image
each depicts a person other than the first person (e.g., second
person, third person, etc.) having an attribute, such as a
facial feature, an accessory worn by the second person,
and/or an expression. The imaging system uses trained
machine learning model(s) to generate a combined image
based on the identity image and the attribute image(s). The
combined image depicts a virtual person having both the
identity of the first person and the attribute of the second
person. The imaging system outputs the combined image,
for instance by displaying the combined image or sending
the combined image to a receiving device. In some
examples, the imaging system updates the trained machine
learning model(s) based on the combined image.

[0048] The image processing systems and methods
described herein provide various technical improvements
over more ftraditional image processing systems. For
instance, the image processing systems and methods
described herein allow for numerous combined images of
numerous virtual people to be generated from any number of
source images of any number of different people, even with
small numbers of source images and/or people. The image
processing systems and methods described herein can
employ an identity encoder to extract identity features to be
modified, an expression encoder to extract expression fea-
tures to be modified, and/or attribute encoders to extract
other attributes (e.g., hair style, age, gender, gaze direction,
and/or lighting direction). The image processing systems
and methods described herein can employ one or more
multi-channel adaptive attentional denormalization (MC-
AAD) layers to adaptively adjust the effective regions of
attributes from source to target images so that these attri-
butes can participate in synthesizing different parts of the
face. The image processing systems and methods described
herein can apply cycle-consistency in model training to
enhance the adjustment of attributes and make synthesized
images more realistic.

[0049] Thus, the image processing systems and methods
described herein can generate a high diversity of virtual
faces, for instance having differences in identity as well as
various attributes, such as eye color, eye shape, eyebrow
shape, eyebrow thickness, eyebrow size, nose shape, nose
thickness, nostril size, ear size, ear shape, head pose, hair
style, skin tone, identity, expression, accessories (e.g.,
glasses, jewelry), hats, mouth shape, mouth size, teeth, lip
shape, lip size, forehead size, forehead shape, baldness, head
shape, head size, face shape, face size, age, gender, sex, gaze
direction, lighting direction, illumination level, illumination
type, other attributes described herein, or combinations
thereof. The image processing systems and methods
described herein generate realistic and high fidelity com-
bined images depicting the virtual people, since identities,
attributes, and/or expressions are based on source images,
which can depict real people. The image processing systems
and methods described herein can improve realism and/or
fidelity of the combined images depicting the virtual people
compared to systems and/or methods that generate virtual
people with attributes that lack any basis on any source
images. The image processing systems and methods
described herein can improve efficiency and speed of gen-
erating the combined images depicting the virtual people
compared to systems or methods that generate virtual people
with attributes that lack any basis on any source images.
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[0050] The image processing systems and methods
described herein can be used for a variety of applications. In
some examples, the high diversity of virtual people that can
be generated using the image processing systems and meth-
ods described herein can be leveraged to provide a high-
diversity set of face images, without privacy concerns, for
training a machine learning (ML) system that processes,
classifies, searches through, tracks objects within, extracts
features from, or otherwise interacts with one or more
images. Such ML systems can include one or more neural
network (NNs), one or more convolutional neural networks
(CNNs), one or more trained time delay neural networks
(TDNNSs), one or more deep networks, one or more auto-
encoders, one or more deep belief nets (DBNs), one or more
recurrent neural networks (RNNs), one or more generative
adversarial networks (GANs), one or more other types of
neural networks, one or more trained support vector
machines (SVMs), one or more trained random forests
(RFs), one or more computer vision systems, one or more
deep learning systems, or combinations thereof. The image
processing systems and methods described herein can be
customized to retain one or more attributes desired for faces
in the set, such as any of the types of attributes described
herein. The image processing systems and methods
described herein can be used to improve privacy for people
depicted in an image, for instance to mask the identity of a
person who does not wish to appear in the image by
removing the identity of the person and/or replacing the
identity of the person with the identity of another person, for
instance by removing facial features corresponding to the
identity of the person from the depiction of the person in the
image and/or replacing the facial features with different
facial features corresponding to a different identity of a
different person in the depiction of the person in the image.

[0051] The image processing systems and methods
described herein can be used to perform image processing to
correct issues related to facial expressions or attributes. For
example, in group photos of large groups of people, the
probability is high that at least one or two people in the
group might have their eyes closed, or might not be smiling,
at the moment the image was captured. The image process-
ing systems and methods described herein can be used to
correct such issues by applying attribute data and/or expres-
sion data from one or more images of person(s) who have
their eyes open and/or who are smiling, ultimately produc-
ing an output image in which everyone in the group shot has
their eyes open and is smiling. Similarly, a person depicted
in an image might forget to take off his/her glasses. The
image processing systems and methods described herein can
virtually remove the person’s glasses by applying attribute
data from one or more images of person(s) who are not
wearing glasses, ultimately producing an output image in
which the person is not wearing his/her glasses. The image
processing systems and methods described herein can also
be used to generate training data to train machine learning
model(s) using, for instance by enhancing the size of a small
training dataset of a small number of images to a large and
diverse training dataset of a large number of images, for
instance by replacing identities, attributes, expressions, or
combinations thereof in the small training dataset to produce
the large training dataset. The image processing systems and
methods described herein can also be used for face hallu-
cination in which facial identities, attributes, and/or expres-
sions can be changed on-the-fly. In some cases, image
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processing systems and methods described herein can also
be used for face hallucination as used for generating a
super-resolution image of the person.

[0052] The image processing systems and methods
described herein can also be used for video call synthesis to
reduce network load and latency (and/or increase privacy),
for example by having the user’s expression and/or attribute
features transferred via network and applied to a still image
of the user at the server or at the client device. Network load
and latency, and/or privacy, can further be improved by
synthesizing expression and/or attribute features based on
the user’s audio and applying the synthesized features to a
still image of the user at the server or at the client device. For
instance, if the user is making an “000” sound as they speak,
the synthesized expression and/or attribute features can
correspond to an expression where the user’s mouth is open
with lips pursed in a circular fashion. On the other hand, if
the user is making a “fff” sound as they speak, the synthe-
sized expression and/or attribute features can correspond to
an expression where the user’s upper teeth are connecting
with the user’s lower lip.

[0053] Various aspects of the application will be described
with respect to the figures. FIG. 1 is a block diagram
illustrating an architecture of an image capture and process-
ing system 100. The image capture and processing system
100 includes various components that are used to capture
and process images of one or more scenes (e.g., an image of
a scene 110). The image capture and processing system 100
can capture standalone images (or photographs) and/or can
capture videos that include multiple images (or video
frames) in a particular sequence. A lens 115 of the system
100 faces a scene 110 and receives light from the scene 110.
The lens 115 bends the light toward the image sensor 130.
The light received by the lens 115 passes through an aperture
controlled by one or more control mechanisms 120 and is
received by an image sensor 130. In some examples, the
scene 110 is a scene in an environment. In some examples,
the scene 110 is a scene of at least a portion of a user. For
instance, the scene 110 can be a scene of at least a portion
of the user’s face.

[0054] The one or more control mechanisms 120 may
control exposure, focus, and/or zoom based on information
from the image sensor 130 and/or based on information from
the image processor 150. The one or more control mecha-
nisms 120 may include multiple mechanisms and compo-
nents; for instance, the control mechanisms 120 may include
one or more exposure control mechanisms 125A, one or
more focus control mechanisms 125B, and/or one or more
zoom control mechanisms 125C. The one or more control
mechanisms 120 may also include additional control mecha-
nisms besides those that are illustrated, such as control
mechanisms controlling analog gain, flash, HDR, depth of
field, and/or other image capture properties.

[0055] The focus control mechanism 125B of the control
mechanisms 120 can obtain a focus setting. In some
examples, focus control mechanism 125B store the focus
setting in a memory register. Based on the focus setting, the
focus control mechanism 125B can adjust the position of the
lens 115 relative to the position of the image sensor 130. For
example, based on the focus setting, the focus control
mechanism 125B can move the lens 115 closer to the image
sensor 130 or farther from the image sensor 130 by actuating
a motor or servo, thereby adjusting focus. In some cases,
additional lenses may be included in the system 100, such as
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one or more microlenses over each photodiode of the image
sensor 130, which each bend the light received from the lens
115 toward the corresponding photodiode before the light
reaches the photodiode. The focus setting may be deter-
mined via contrast detection autofocus (CDAF), phase
detection autofocus (PDAF), or some combination thereof.
The focus setting may be determined using the control
mechanism 120, the image sensor 130, and/or the image
processor 150. The focus setting may be referred to as an
image capture setting and/or an image processing setting.
[0056] The exposure control mechanism 125A of the
control mechanisms 120 can obtain an exposure setting. In
some cases, the exposure control mechanism 125A stores
the exposure setting in a memory register. Based on this
exposure setting, the exposure control mechanism 125A can
control a size of the aperture (e.g., aperture size or f/stop),
a duration of time for which the aperture is open (e.g.,
exposure time or shutter speed), a sensitivity of the image
sensor 130 (e.g., ISO speed or film speed), analog gain
applied by the image sensor 130, or any combination
thereof. The exposure setting may be referred to as an image
capture setting and/or an image processing setting.

[0057] The zoom control mechanism 125C of the control
mechanisms 120 can obtain a zoom setting. In some
examples, the zoom control mechanism 125C stores the
zoom setting in a memory register. Based on the zoom
setting, the zoom control mechanism 125C can control a
focal length of an assembly of lens elements (lens assembly)
that includes the lens 115 and one or more additional lenses.
For example, the zoom control mechanism 125C can control
the focal length of the lens assembly by actuating one or
more motors or servos to move one or more of the lenses
relative to one another. The zoom setting may be referred to
as an image capture setting and/or an image processing
setting. In some examples, the lens assembly may include a
parfocal zoom lens or a varifocal zoom lens. In some
examples, the lens assembly may include a focusing lens
(which can be lens 115 in some cases) that receives the light
from the scene 110 first, with the light then passing through
an afocal zoom system between the focusing lens (e.g., lens
115) and the image sensor 130 before the light reaches the
image sensor 130. The afocal zoom system may, in some
cases, include two positive (e.g., converging, convex) lenses
of equal or similar focal length (e.g., within a threshold
difference) with a negative (e.g., diverging, concave) lens
between them. In some cases, the zoom control mechanism
125C moves one or more of the lenses in the afocal zoom
system, such as the negative lens and one or both of the
positive lenses.

[0058] The image sensor 130 includes one or more arrays
of photodiodes or other photosensitive elements. Each pho-
todiode measures an amount of light that eventually corre-
sponds to a particular pixel in the image produced by the
image sensor 130. In some cases, different photodiodes may
be covered by different color filters, and may thus measure
light matching the color of the filter covering the photo-
diode. For instance, Bayer color filters include red color
filters, blue color filters, and green color filters, with each
pixel of the image generated based on red light data from at
least one photodiode covered in a red color filter, blue light
data from at least one photodiode covered in a blue color
filter, and green light data from at least one photodiode
covered in a green color filter. Other types of color filters
may use yellow, magenta, and/or cyan (also referred to as
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“emerald”) color filters instead of or in addition to red, blue,
and/or green color filters. Some image sensors may lack
color filters altogether, and may instead use different pho-
todiodes throughout the pixel array (in some cases vertically
stacked). The different photodiodes throughout the pixel
array can have different spectral sensitivity curves, therefore
responding to different wavelengths of light. Monochrome
image sensors may also lack color filters and therefore lack
color depth.

[0059] In some cases, the image sensor 130 may alter-
nately or additionally include opaque and/or reflective
masks that block light from reaching certain photodiodes, or
portions of certain photodiodes, at certain times and/or from
certain angles, which may be used for phase detection
autofocus (PDAF). The image sensor 130 may also include
an analog gain amplifier to amplify the analog signals output
by the photodiodes and/or an analog to digital converter
(ADC) to convert the analog signals output of the photo-
diodes (and/or amplified by the analog gain amplifier) into
digital signals. In some cases, certain components or func-
tions discussed with respect to one or more of the control
mechanisms 120 may be included instead or additionally in
the image sensor 130. The image sensor 130 may be a
charge-coupled device (CCD) sensor, an electron-multiply-
ing CCD (EMCCD) sensor, an active-pixel sensor (APS), a
complimentary metal-oxide semiconductor (CMOS), an
N-type metal-oxide semiconductor (NMOS), a hybrid CCD/
CMOS sensor (e.g., sCMOS), or some other combination
thereof.

[0060] The image processor 150 may include one or more
processors, such as one or more image signal processors
(ISPs) (including ISP 154), one or more host processors
(including host processor 152), and/or one or more of any
other type of processor 1210 discussed with respect to the
computing system 1200. The host processor 152 can be a
digital signal processor (DSP) and/or other type of proces-
sor. In some implementations, the image processor 150 is a
single integrated circuit or chip (e.g., referred to as a
system-on-chip or SoC) that includes the host processor 152
and the ISP 154. In some cases, the chip can also include one
or more input/output ports (e.g., input/output (I/O) ports
156), central processing units (CPUs), graphics processing
units (GPUs), broadband modems (e.g., 3G, 4G or LTE, 5G,
etc.), memory, connectivity components (e.g., Bluetooth™,
Global Positioning System (GPS), etc.), any combination
thereof, and/or other components. The I/O ports 156 can
include any suitable input/output ports or interface accord-
ing to one or more protocol or specification, such as an
Inter-Integrated Circuit 2 (12C) interface, an Inter-Integrated
Circuit 3 (I3C) interface, a Serial Peripheral Interface (SPI)
interface, a serial General Purpose Input/Output (GPIO)
interface, a Mobile Industry Processor Interface (MIPI)
(such as a MIPI CSI-2 physical (PHY) layer port or inter-
face, an Advanced High-performance Bus (AHB) bus, any
combination thereof, and/or other input/output port. In one
illustrative example, the host processor 152 can communi-
cate with the image sensor 130 using an 12C port, and the
ISP 154 can communicate with the image sensor 130 using
an MIPI port.

[0061] The image processor 150 may perform a number of
tasks, such as de-mosaicing, color space conversion, image
frame downsampling, pixel interpolation, automatic expo-
sure (AE) control, automatic gain control (AGC), CDAF,
PDAF, automatic white balance, merging of image frames to
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form an HDR image, image recognition, object recognition,
feature recognition, receipt of inputs, managing outputs,
managing memory, or some combination thereof. The image
processor 150 may store image frames and/or processed
images in random access memory (RAM) 140 and/or 1220,
read-only memory (ROM) 145 and/or 1225, a cache, a
memory unit, another storage device, or some combination
thereof.

[0062] Various input/output (I/O) devices 160 may be
connected to the image processor 150. The I/O devices 160
can include a display screen, a keyboard, a keypad, a
touchscreen, a trackpad, a touch-sensitive surface, a printer,
any other output devices 1235, any other input devices 1245,
or some combination thereof. In some cases, a caption may
be input into the image processing device 105B through a
physical keyboard or keypad of the I/O devices 160, or
through a virtual keyboard or keypad of a touchscreen of the
1/0 devices 160. The /0 160 may include one or more ports,
jacks, or other connectors that enable a wired connection
between the system 100 and one or more peripheral devices,
over which the system 100 may receive data from the one or
more peripheral device and/or transmit data to the one or
more peripheral devices. The I/O 160 may include one or
more wireless transceivers that enable a wireless connection
between the system 100 and one or more peripheral devices,
over which the system 100 may receive data from the one or
more peripheral device and/or transmit data to the one or
more peripheral devices. The peripheral devices may
include any of the previously-discussed types of /O devices
160 and may themselves be considered I/O devices 160 once
they are coupled to the ports, jacks, wireless transceivers, or
other wired and/or wireless connectors.

[0063] In some cases, the image capture and processing
system 100 may be a single device. In some cases, the image
capture and processing system 100 may be two or more
separate devices, including an image capture device 105A
(e.g., a camera) and an image processing device 105B (e.g.,
a computing device coupled to the camera). In some imple-
mentations, the image capture device 105A and the image
processing device 105B may be coupled together, for
example via one or more wires, cables, or other electrical
connectors, and/or wirelessly via one or more wireless
transceivers. In some implementations, the image capture
device 105A and the image processing device 105B may be
disconnected from one another.

[0064] As shown in FIG. 1, a vertical dashed line divides
the image capture and processing system 100 of FIG. 1 into
two portions that represent the image capture device 105A
and the image processing device 105B, respectively. The
image capture device 105A includes the lens 115, control
mechanisms 120, and the image sensor 130. The image
processing device 105B includes the image processor 150
(including the ISP 154 and the host processor 152), the RAM
140, the ROM 145, and the I/O 160. In some cases, certain
components illustrated in the image capture device 105A,
such as the ISP 154 and/or the host processor 152, may be
included in the image capture device 105A.

[0065] The image capture and processing system 100 can
include an electronic device, such as a mobile or stationary
telephone handset (e.g., smartphone, cellular telephone, or
the like), a desktop computer, a laptop or notebook com-
puter, a tablet computer, a set-top box, a television, a camera,
a display device, a digital media player, a video gaming
console, a video streaming device, an Internet Protocol (IP)
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camera, or any other suitable electronic device. In some
examples, the image capture and processing system 100 can
include one or more wireless transceivers for wireless com-
munications, such as cellular network communications, 802.
11 wi-fi communications, wireless local area network
(WLAN) communications, or some combination thereof. In
some implementations, the image capture device 105A and
the image processing device 105B can be different devices.
For instance, the image capture device 105A can include a
camera device and the image processing device 105B can
include a computing device, such as a mobile handset, a
desktop computer, or other computing device.

[0066] While the image capture and processing system
100 is shown to include certain components, one of ordinary
skill will appreciate that the image capture and processing
system 100 can include more components than those shown
in FIG. 1. The components of the image capture and
processing system 100 can include software, hardware, or
one or more combinations of software and hardware. For
example, in some implementations, the components of the
image capture and processing system 100 can include and/or
can be implemented using electronic circuits or other elec-
tronic hardware, which can include one or more program-
mable electronic circuits (e.g., microprocessors, GPUs,
DSPs, CPUs, and/or other suitable electronic circuits), and/
or can include and/or be implemented using computer
software, firmware, or any combination thereof, to perform
the various operations described herein. The software and/or
firmware can include one or more instructions stored on a
computer-readable storage medium and executable by one
or more processors of the electronic device implementing
the image capture and processing system 100.

[0067] FIG. 2A is a block diagram illustrating an example
architecture of an imaging system 200 that generates one or
more combined images 230 based on source images 280. In
some examples, the imaging system 200 includes one or
more sensors 205. In some examples, the sensor(s) 205 are
not part of the imaging system 200, but the imaging system
200 is coupled to the sensor(s) 205, for instance using one
or more connectors (e.g., wired connectors and/or wireless
transceiver(s)) that coupled the sensor(s) 205 to the rest of
the imaging system 200. Each of the sensor(s) 205 may be
an example of the image capture and processing system 100,
the image capture device 105A, the image processing device
105B, the image sensor 130, or a combination thereof.

[0068] The sensor(s) 205 capture at least one of the source
images 280. In some examples, the imaging system 200
receives at least one of the source images 280 from the
sensor(s) 205. In some examples, the imaging system cap-
tures at least one of the source images 280 using the
sensor(s) 205. The source images 280 include at least one or
more identity images 210 and one or more attribute images
215. In some examples, the source images 280 also include
one or more expression images 220. The identity image(s)
210 depict a first person with an identity. The attribute
image(s) 215 depict a second person with one or more
attributes. In some examples, the attribute image(s) 215
depict multiple people with the attribute(s). In some
examples, the attribute image(s) 215 depict multiple people
with multiple different attributes. The expression image(s)
220 depict a third person with an expression. In some
examples, the expression image(s) 220 depict multiple
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people with the expression. In some examples, the expres-
sion image(s) 220 depict multiple people with multiple
different expressions.

[0069] The imaging system 200 includes an image com-
bination engine 225. The imaging system 200 uses at least
a subset of the source images 280 as inputs to the image
combination engine 225. For instance, the imaging system
200 uses the identity image(s) 210, the attribute image(s)
215, and/or the expression image(s) 220 as inputs for the
image combination engine 225. The image combination
engine 225 can include an identity encoder (e.g., identity
encoder 320). to detect and/or extract identity features from
the identity image(s) 210. The image combination engine
225 can include an expression encoder (e.g., expression
encoder 325) to detect and/or extract expression features
from the expression image(s) 220. The image combination
engine 225 can include an attribute encoder to detect and/or
extract attribute features from the attribute image(s) 215.
Attribute features can include, for example, hair style, age,
gender, gaze direction, and/or lighting direction. One of
more of these encoders may be referred to as a multi-level
attribute encoder (e.g., multi-level attribute encoder 390).

[0070] The image combination engine 225 receives these
source image(s) 280 as input image data, and, in response,
automatically generates one or more combined images 230.
The combined image(s) 230 combine various characteristics
of at least a subset of the source images 280. In an illustra-
tive example, the combined image(s) 230 depict a virtual
person with the identity of the first person who is depicted
in the identity image(s) 210, with the attribute(s) of the
second person who is depicted in the attribute image(s) 215,
and the expression of the third person who is depicted in the
expression image(s) 220. Examples of generation of such
virtual persons are illustrated in FIG. 9. In a second illus-
trative example, the combined image(s) 230 depict a virtual
person with the identity of the first person who is depicted
in the identity image(s) 210 and with the attribute(s) of the
second person who is depicted in the attribute image(s) 215.
Examples of generation of such virtual persons are illus-
trated in FIGS. 7-9. In a third illustrative example, the
combined image(s) 230 depict a virtual person with the
identity of the first person who is depicted in the identity
image(s) 210 and with the expression of the third person
who is depicted in the expression image(s) 220. Examples of
generation of such virtual persons are illustrated in FIG. 9.
In a fourth illustrative example, the combined image(s) 230
depict a virtual person with the attribute(s) of the second
person who is depicted in the attribute image(s) 215 and with
the expression of the third person who is depicted in the
expression image(s) 220. Examples of generation of such
virtual persons are illustrated in FIG. 9.

[0071] Examples of the attribute(s) of the person or people
depicted in the attribute image(s) 215, that are also the
attribute(s) of the virtual person or virtual people depicted in
the combined image(s) 230, can include eye color, eye
shape, eyebrow shape, eyebrow thickness, eyebrow size,
nose shape, nose thickness, nostril size, ear size, ear shape,
head pose, hair style, skin tone, identity, expression, acces-
sories (e.g., glasses, jewelry), hats, mouth shape, mouth size,
teeth, lip shape, lip size, forehead size, forehead shape,
baldness, head shape, head size, face shape, face size, age,
gender, sex, gaze direction, lighting direction, illumination
level, illumination type, other attributes described herein, or
combinations thereof. In some examples, the image combi-
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nation engine 225 uses the expression image(s) 220 as a
basis to provide and/or generate the expression of the virtual
person or virtual people in the combined image(s) 230. In
some examples, the image combination engine 225 uses the
attribute image(s) 215 as a basis to provide and/or generate
the expression of the virtual person or virtual people in the
combined image(s) 230. For instance, if no expression
image(s) 220 are received and/or used, then the attribute
image(s) 215 can be the main basis to provide and/or
generate the expression of the virtual person or virtual
people in the combined image(s) 230. In some examples, the
image combination engine 225 uses a combination of the
attribute image(s) 215 and the expression image(s) 220 as a
basis to provide and/or generate the expression of the virtual
person or virtual people in the combined image(s) 230. For
instance, the mouth of a virtual person in the combined
image(s) 230 can be smiling because a person in the expres-
sion image(s) 220 is smiling, and the smiling expression of
the virtual person in the combined image(s) 230 can further
be enhanced based on eye attributes softening the eyes of the
virtual person based on the softer eyes of a person in the
attribute image(s) 215.

[0072] In some examples, the image combination engine
225 includes one or more machine learning (ML) systems
and/or one or more trained ML models. Examples of the
image combination engine 225 include any type of ML
system and/or trained ML, model, such as one or more NN,
one or more CNNs, one or more TDNNSs, one or more deep
networks, one or more autoencoders, one or more DBNs,
one or more RNNs, one or more GANS, one or more trained
SVMs, one or more trained RFs, one or more computer
vision systems, one or more deep learning systems, or
combinations thereof. In some examples, the image combi-
nation engine 225 includes one or more multi-channel
adaptive attentional denormalization (MC-AAD) layers to
adaptively adjust the effective regions of attributes from the
source image(s) 280 to the combined image(s) 230 so that
these attributes can participate in synthesizing different parts
of the face for the combined image(s) 230. In some
examples, the image combination engine 225 apply cycle-
consistency in model training (e.g., see FIGS. 6A-6B) to
enhance the adjustment of attributes and make synthesized
images more realistic.

[0073] Examples of the image combination engine 225, or
components thereof, include the reconstruction engine 255,
the comparison engine 290, the image synthesis engine 300,
the multi-level attribute encoder z,,(-) 390, the generator
395, the identity encoder 320, the expression encoder 325,
the encoder 350, the multi-channel adaptive attentional
denormalization (MC-AAD) residual block 360, the MC-
AAD residual block 365, the MC-AAD residual block 370,
the MC-AAD residual block 375, the MC-AAD layer sys-
tem 400, the MC-AAD layer 490, the image synthesis
engine 520, the image synthesis engine 615, the neural
network 1000, the one or more trained ML models of
operation 1115, a ML model running on the computing
system 1200, a portion (e.g., component, element, and/or
subroutine) of any of the listed systems, or a combination
thereof. An illustrative example of the image combination
engine 225 is the image synthesis engine 300. A second
illustrative example of the image combination engine 225 is
the image synthesis engine 520. A third illustrative example
of the image combination engine 225 is the image synthesis
engine 615.

Aug. 10,2023

[0074] In some examples, the imaging system 200
includes a feedback engine 235 that receives and/or gener-
ates feedback 240. The feedback 240 can be based on the
combined image(s) 230, the generation of the combined
image(s) 230 by the image combination engine 225, a
comparison between the combined image(s) 230 and at least
a subset of the source images 280, or a combination thereof.
In some examples, the feedback engine 235 receives the
feedback 240 through a user interface from a user. In some
examples, the feedback engine 235 automatically analyzes
the combined image(s) 230 to provide the feedback 240. In
some examples, the feedback engine 235 automatically
analyzes the generation of the combined image(s) 230 by the
image combination engine 225 to provide the feedback 240.
In some examples, the feedback engine 235 automatically
compares the combined image(s) 230 and at least a subset of
the source images 280 to provide the feedback 240.

[0075] The feedback 240 received and/or generated by the
feedback engine 235 can be input into the image combina-
tion engine 225 to further train the trained ML model(s) of
the image combination engine 225. In some examples, the
feedback engine 235 can include a discriminator, which may
be a ML-based classifier that is trained to determine whether
a person depicted in an image is a real person or a synthe-
sized person (e.g., “fake”), such as the virtual person in the
combined image(s) 230. The feedback 240 can include a
classification, by the discriminator, of whether the discrimi-
nator has determined the virtual person in the combined
image(s) 230 to be real or synthesized. The discriminator’s
classification can be used to further train the trained ML
model(s) of the image combination engine 225 to maximize
classification of the virtual person as real by the discrimi-
nator, and/or to minimize classification of the virtual person
as synthesized by the discriminator.

[0076] In some examples, the feedback engine 235 can
include a facial recognition classifier, which may be a
ML-based classifier that is trained to determine an identity
of a person depicted in an image based on comparisons to
reference images of persons with known identities, or fea-
tures extracted therefrom. The feedback 240 can include a
classification, by the facial recognition classifier, of the
identity of the virtual person in the combined image(s) 230.
The facial recognition classifier’s classification can be used
to further train the trained ML model(s) of the image
combination engine 225 to maximize classification of the
virtual person as sharing the same identity as the first person
depicted in the identity image(s) 210, and/or to minimize
classification of the virtual person as having any other
identity, and/or to minimize classification of the virtual
person as having an unknown identity.

[0077] In some examples, the feedback engine 235 can
include an attribute recognition classifier, which may be a
ML -based classifier that is trained to determine an attribute
of a person depicted in an image based on comparisons to
reference images of persons with known attributes, or fea-
tures extracted therefrom. The feedback 240 can include a
classification, by the attribute recognition classifier, of one
or more of the attributes of the virtual person in the com-
bined image(s) 230. The expression recognition classifier’s
classification can be used to further train the trained ML
model(s) of the image combination engine 225 to maximize
classification of the virtual person as sharing at least a subset
of the attribute(s) of the second person depicted in the
attribute image(s) 215, and/or to minimize classification of
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the virtual person as having any other attribute, and/or to
minimize classification of the virtual person as having an
unknown attribute.

[0078] In some examples, the feedback engine 235 can
include an expression recognition classifier, which may be a
ML-based classifier that is trained to determine an expres-
sion of a person depicted in an image based on comparisons
to reference images of persons with known expressions, or
features extracted therefrom. The feedback 240 can include
a classification, by the expression recognition classifier, of
the expression of the virtual person in the combined image
(s) 230. The expression recognition classifier’s classification
can be used to further train the trained ML model(s) of the
image combination engine 225 to maximize classification of
the virtual person as sharing the same expression as the third
person depicted in the expression image(s) 220, and/or to
minimize classification of the virtual person as having any
other expression, and/or to minimize classification of the
virtual person as having an unknown expression.

[0079] In some examples, the feedback engine 235
includes one or more ML systems and/or one or more trained
ML models. Examples of the feedback engine 235 include
any type of ML system and/or trained ML model, such as
one or more NNs, one or more CNNs, one or more TDNNs,
one or more deep networks, one or more autoencoders, one
or more DBNs, one or more RNNs, one or more GANSs, one
or more trained SVMs, one or more trained RFs, one or more
computer vision systems, one or more deep learning sys-
tems, or combinations thereof. In some examples, the feed-
back engine 235 includes the comparison engine 290, and/or
the comparison engine 290 includes the feedback engine
235.

[0080] FIG. 2B is a block diagram illustrating an example
architecture of an imaging system 250 that generates one or
more combined images 230 based on source images 280,
that generates reconstructed images 285 based on the one or
more combined images 230, and that learns based on com-
parisons between the source images 280 and the recon-
structed images 285. The imaging system 250 of FIG. 2B
includes at least a subset of the components, elements,
and/or subroutines of the imaging system 200 of FIG. 2A.
For instance, like the imaging system 200 of FIG. 2A, the
imaging system 250 of FIG. 2B includes an image combi-
nation engine 225 that generates the one or more combined
images 230 based on at least a subset of the source images
280 from the sensor(s) 205, including the identity image(s)
210, the attribute image(s) 215, and/or the expression image
(s) 220.

[0081] The imaging system 250 also includes a recon-
struction engine 255. The reconstruction engine 255
receives the combined image(s) 230 as inputs to the recon-
struction engine 255. The reconstruction engine 255, in
response to receiving the combined image(s) 230 as inputs,
generates reconstructed images 285, including the recon-
structed identity image(s) 260, the reconstructed attribute
image(s) 265, and/or the reconstructed expression image(s)
270. The reconstructed images 285 are attempts by the
reconstruction engine 255 to reconstruct the source images
280 using the combined image(s) 230. For instance, the
reconstructed identity image(s) 260 are attempts by the
reconstruction engine 255 to reconstruct the identity image
(s) 210 using the combined image(s) 230, the reconstructed
attribute image(s) 265 are attempts by the reconstruction
engine 255 to reconstruct the attribute image(s) 215 using
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the combined image(s) 230, and the reconstructed expres-
sion image(s) 270 are attempts by the reconstruction engine
255 to reconstruct the expression image(s) 220 using the
combined image(s) 230.

[0082] In some examples, the reconstruction engine 255
and the image combination engine 225 include a shared
component, element, or subroutine. For instance, the recon-
struction engine 255 and the image combination engine 225
can both share one or more trained ML models. In some
examples, the reconstruction engine 255 and the image
combination engine 225 share an image synthesis engine
615. For instance, the two instances of the image synthesis
engine 615 on the left-hand side of FIG. 6A (that generate
combined image Y,. 620 and combined image Y _, 625,
respectively) may represent examples of the image combi-
nation engine 225, while the two instances of the image
synthesis engine 615 on the right-hand side of FIG. 6A (that
generate reconstructed image Y .., 630 and reconstructed
image Y_,,. 635, respectively) may represent examples of
the reconstruction engine 255. An illustrative example of the
reconstruction engine 255 is the image synthesis engine 300.
A second illustrative example of the reconstruction engine
255 is the image synthesis engine 520. A third illustrative
example of the reconstruction engine 255 is the image
synthesis engine 615.

[0083] In some examples, the reconstruction engine 255
includes one or more machine learning (ML) systems and/or
one or more trained ML, models. Examples of the image
combination engine 225 include any type of ML system
and/or trained ML model, such as one or more NNs, one or
more CNNs, one or more TDNNs, one or more deep
networks, one or more autoencoders, one or more DBNs,
one or more RNNSs, one or more GANS, one or more trained
SVMs, one or more trained RFs, one or more computer
vision systems, one or more deep learning systems, or
combinations thereof. Examples of the reconstruction
engine 255 include the image combination engine 225, the
comparison engine 290, the image synthesis engine 300, the
multi-level attribute encoder z,,,(-) 390, the generator 395,
the identity encoder 320, the expression encoder 325, the
encoder 350, the multi-channel adaptive attentional denor-
malization (MC-AAD) residual block 360, the MC-AAD
residual block 365, the MC-AAD residual block 370, the
MC-AAD residual block 375, the MC-AAD layer system
400, the MC-AAD layer 490, the image synthesis engine
520, the image synthesis engine 615, the neural network
1000, the one or more trained ML models of operation 1115,
a ML model running on the computing system 1200, a
portion (e.g., component, element, and/or subroutine) of any
of the listed systems, or a combination thereof.

[0084] The imaging system 250 includes a comparison
engine 290. The comparison engine 290 receives at least a
subset of the source images 280 and at least a subset of the
reconstructed images 285. In some examples, the compari-
son engine 290 also receives the combined image(s) 230.
For instance, comparison engine 290 can receive the identity
image(s) 210, the attribute image(s) 215, the expression
image(s) 220, the reconstructed identity image(s) 260, the
reconstructed attribute image(s) 265, the reconstructed
expression image(s) 270, the combined image(s) 230, or a
combination thereof. In response to receiving these images,
the comparison engine 290 automatically compares at least
a subset of the reconstructed images 285 to at least a subset
of the source images 280 and/or to the combined image(s)
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230. In an illustrative example, the comparison engine 290
compares the reconstructed identity image(s) 260 to the
identity image(s) 210, and compares the reconstructed attri-
bute image(s) 265 to the attribute image(s) 215. In a second
illustrative example, the comparison engine 290 compares
the reconstructed identity image(s) 260 to the identity image
(s) 210, compares the reconstructed attribute image(s) 265 to
the attribute image(s) 215, and compares the reconstructed
expression image(s) 270 to the expression image(s) 220.

[0085] The comparison engine 290 can output, based on
its comparison, a value identifying how close one image is
to another. In an illustrative example, the comparison engine
290 can output, based on its comparison between the recon-
structed identity image(s) 260 and the identity image(s) 210,
a value identifying how close the reconstructed identity
image(s) 260 and the identity image(s) 210 are to one
another. In a second illustrative example, the comparison
engine 290 can output, based on its comparison between the
reconstructed attribute image(s) 265 and the attribute image
(s) 215, a value identifying how close the reconstructed
attribute image(s) 265 and the attribute image(s) 215 are to
one another. In a third illustrative example, the comparison
engine 290 can output, based on its comparison between the
reconstructed expression image(s) 270 and the expression
image(s) 220, a value identifying how close the recon-
structed expression image(s) 270 and the expression image
(s) 220 are to one another.

[0086] The comparison engine 290 can output, based on
its comparison, specific differences found between one
image and another. In an illustrative example, the compari-
son engine 290 can output, based on its comparison between
the reconstructed identity image(s) 260 and the identity
image(s) 210, a difference between the reconstructed iden-
tity image(s) 260 and the identity image(s) 210. In a second
illustrative example, the comparison engine 290 can output,
based on its comparison between the reconstructed attribute
image(s) 265 and the attribute image(s) 215, a difference
between the reconstructed attribute image(s) 265 and the
attribute image(s) 215. In a third illustrative example, the
comparison engine 290 can output, based on its comparison
between the reconstructed expression image(s) 270 and the
expression image(s) 220, a difference between the recon-
structed expression image(s) 270 and the expression image
(s) 220.

[0087] Insome examples, the comparison engine 290 uses
image differencing, keypoint matching (e.g., involving
extracting and comparing keypoints from both compared
images), histogram comparison (e.g., involving generating
and comparing histograms from both compared images),
means squared error, cosine similarity, or combinations
thereof. In some examples, the comparison engine 290
includes one or more ML systems and/or one or more trained
ML models. Examples of the comparison engine 290 include
any type of ML system and/or trained ML model, such as
one or more NNs, one or more CNNs, one or more TDNNs,
one or more deep networks, one or more autoencoders, one
or more DBNs, one or more RNNs, one or more GANSs, one
or more trained SVMs, one or more trained RFs, one or more
computer vision systems, one or more deep learning sys-
tems, or combinations thereof. In some examples, the com-
parison engine 290 includes the feedback engine 235, and/or
the feedback engine 235 includes the comparison engine
290.
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[0088] The comparison information output by the com-
parison engine 290—for instance, the values identifying
similarity and/or the identified differences—can be input
into the image combination engine 225 to further train the
trained ML model(s) of the image combination engine 225.
Similarly, the comparison information output by the com-
parison engine 290 can be input into the reconstruction
engine 255 to further train the trained ML model(s) of the
reconstruction engine 255.

[0089] Insome examples, the comparison information can
be used to further train the trained ML model(s) of the image
combination engine 225 and/or the reconstruction engine
255 to maximize similarity between, and/or to minimize
differences between, the reconstructed identity image(s) 260
and the identity image(s) 210. In some examples, the com-
parison information can be used to further train the trained
ML model(s) of the image combination engine 225 and/or
the reconstruction engine 255 to maximize similarity
between, and/or to minimize differences between, the recon-
structed attribute image(s) 265 and the attribute image(s)
215. In some examples, the comparison information can be
used to further train the trained ML model(s) of the image
combination engine 225 and/or the reconstruction engine
255 to maximize similarity between, and/or to minimize
differences between, the reconstructed expression image(s)
270 and the expression image(s) 220.

[0090] FIG. 3 is a block diagram illustrating an example
architecture of an image synthesis engine 300 that generates
a combined image Y 380 based on an attribute image I,
305, an identity image 1,, 310, an expression image L, 315,
and/or one or more images 1. 335. In the image synthesis
engine 300 illustrated in FIG. 3, the attribute image I, 305
is used as a base image to be modified based on identity
features z, (1. ;) 340 from the identity image 1,, 310, expres-
sion features 7, (I,.,) 345 from the expression image I__,
315, and/or features z (I,) 355 from the images I, 335.
[0091] The attribute image 1,,, 305 is input into a multi-
scale attribute encoder z,,, () 390. The multi-scale attribute
encoder 7,,() 390 extracts multi-scale features from the
attribute image 1, 305 as z_,(I_)={z*( k=1 .. . n},
where n presents different feature levels. In some examples,
the attributes encoded by the multi-scale attribute encoder
Z,.() 390 are maintained in the combined image Y 380.
Examples of the multi-scale features z,_,%(1,) include fea-
ture(s) Zattl(latt) 362’ Zattz(latt) 367’ Zattn_l(latt) 372’ and
Zattn(latt) 377

[0092] The image synthesis engine 300 includes an iden-
tity encoder z,(-) 320, which is used to extract identity
features z,,(1,,) 340 from the identity image I,;, 310. The
image synthesis engine 300 includes an expression encoder
Z,,(*) 325, which is used to extract expression features
Z...,(.,) 345 from the expression image 1, 315. For each
image 1, 335, the image synthesis engine 300 includes an
encoder Zx() 350, which is used to extract features z,(1,)
355 from the image L, 335. o
[0093] A set of pre-trained feature encoders {z,(-)} cor-
responds to a set of facial attributes x to be adjusted to
generate the combined image Y 380. Each attribute x,&x is
assigned with an input image I, and an encoder z_(+). The
image synthesis engine 300 sends the extracted features
7. (1) are sent to a generator G(-) 395 to guide generation of
the combined image Y 380 using the generator G(-) 395.
[0094] In the context illustrated in FIG. 3, the image
synthesis engine 300 is configured to, and can, change the
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identity id and expression exp of the attribute image [ ,, 305
to generate the combined image Y 380. Thus, in FIG. 3,
x={id, exp}. For instance, x,=x,=X,, where i=1, and
X7X,7X,,,, where =2, and so forth. Identity and expression
are the two examples of attributes to be adjusted. The image
synthesis engine 300 can include additional pretrained fea-
ture encoders, illustrated in FIG. 3 as the encoder z,(-) 350,
which extract features z (1) 355 from the image I 335.
These features z, (1, ) 355 can represent other attributes than
the attributes in the attribute image I ,,, 305.

[0095] The generator G(-) 395 receives, as inputs, the
multi-scale features z,,*(1,,) extracted from the attribute
image I, 305 using the multi-scale attribute encoder z,,(*)
390, the identity features z,/(I,,) 340 extracted from the
identity image I, ; 310 using the identity encoder z, () 320,
the expression features z,,,(I.,,) 345 extracted from the
expression image I, , 315 using the expression encoder z,,,
() 325, and/or the features z (I,) 355 extracted from the
images I, 335 using the encoder z..(*) 350. The multi-scale
features Zatt (1,,,) represent attributes that are to be main-
tained in the combined image Y 380.

[0096] The generator GO 395 includes n multi-channel
adaptive attentional denormalization (MC-AAD) residual
blocks, including MC-AAD residual block 360, MC-AAD
residual block 365, MC-AAD residual block 370, and MC-
AAD residual block 375. In FIG. 3, n is also the number of
levels or scales in the multi-scale attribute encoder z,,(*)
390. Each MC-AAD residual block includes one or more
MC-AAD layers (e.g., one MC-AAD layer, two MC-AAD
layers, or more than two MC-AAD layers). In some
examples, each MC-AAD residual block includes a bypass
branch. The MC-AAD layer 490 of FIG. 4 is an example of
each of the MC-AAD layers of the MC-AAD residual
blocks of FIG. 3. Each MC-AAD layer combines and/or
embeds the maintained attributes z,,,(1,,,,) and adjusted attri-
butes z, (1, ), at a specific scale. The attributes z,,(I ,,) and
adjusted attributes 7. (L) can be implemented at multiple
scales by different resi)ective MC-AAD residual blocks. For
instance, a k” MC-AAD residual block receives as inputs,
and fuses together, the features z,,(1,,,), upsampled activa-
tions from a k-1 MC-AAD residual block, the identity
features z,,(1,,) 340, the expression features z ) 345,
and/or the features z,(1, ) 355.

[0097] In an illustrative example, the first MC-AAD
residual block 360 receives as inputs, and fuses together, the
features z,,,,'(1,,,) 362, the identity features z, (I, ,) 340, the
expression features z,,,(1,.,,) 345, and/or the features z, (I, )
355. The second MC-AAD residual block 365 receives as
inputs, and fuses together, the features z,>(1,,) 367,
upsampled activations from the first MC-AAD residual
block 360, the identity features z,(1,,) 340, the expression
features Zexp(lexp) 345, and/or the features z (1, ) 355. The
n-1% MC-AAD residual block 370 receives as 1nputs and
fuses together, the features z,,/""'(1,,) 372, upsampled acti-
vations from the n-2? MC-AAD residual block the identity
features z,,(1,,) 340, the expression features z,,,(I.,,) 345,
and/or the features z,(I,) 355. The n” MC-AAD re51dua1
block 375 receives as 1nputs and fuses together, the features
2,..'(1,,) 377, upsampled activations from the n-1? MC-
AAD residual block 370, the identity features z,(1,,) 340,
the expression features z,,,(1,,,) 345, and/or the features
z.(1,) 355. This fusion by the n” MC-AAD residual block
375 produces the combined image Y 380.

exp (Iexp
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[0098] In an illustrative example, the attribute image I,
305 includes one or more maintained attributes, such as
backgrounds, head pose, and illumination. The generator
GO 395 fuses the identity features z,,1,,) 340 from the
identity image I,; 310 with the attribute image 1, 305 at
multiple scales to change the identity of the virtual person
depicted in the combined image Y 380 to match the identity
of the person depicted in the identity image I, 310. The
generator GO 395 fuses the expression features z,
345 from the expression image I,

image I, 305 at multiple scales to change the expression of
the virtual person depicted in the combined image Y 380 to
match the expression of the person depicted in the expres-
sion image 1., 315. The generator G(:) 395 fuses the
features 7, (L,) 355 from the image I, 335 with the attribute
image I, 305 at multiple scales to change certain attributes
of the virtual person and/or the scene depicted in the
combined image Y 380 to match the attributes of the person
and/or scene depicted in the image 1, 335, such as hairstyle,
eye color, accessories (e.g., glasses, jewelry).

[0099] The image synthesis engine 300 can be an example
of the image combination engine 225, the reconstruction
engine 255, the image synthesis engine 520, the image
synthesis engine 615, or a combination thereof. In an
illustrative example based on the imaging system 200 of
FIG. 2A and/or the imaging system 250 of FIG. 2B, the
attribute image 1, 305 is an example of the attribute
image(s) 215, the identity image I, ;310 is an example of the
identity image(s) 210, the expression image I, 315 is an
example of the expression image(s) 220, and the combined
image Y 380 is an example of the combined image(s) 230.
In an illustrative example based on the imaging system 250
of FIG. 2B, the attribute image I ,, 305, the identity image I, ,
310, the expression image 1., 315, and the one or more
other images I 335 are examples of different combined
images 230, and the combined image Y 380 is an example
of one of the reconstructed images 285 (e.g., the recon-
structed identity image(s) 260, the reconstructed attribute
image(s) 265, the reconstructed expression image(s) 270).

[0100] In an illustrative example based on the imaging
system of FIG. 5A, the attribute image I, 505 is an example
of the attribute image L., 305, one of the images I, 510
through I, 515 is an example of the identity image I, 310

another one of the 1mages L, 510 through I, 515 is an
example of'the expresswn 1mage I, 315, and the combined
image Y. 525 is an example of the combined image Y 380.

In an illustrative example based on the imaging system of
FIG. 5B, the attribute image I, 505 is an example of the
attribute image I ,,, 305, the identity image 1,, 310, and the
expression image I, 315; and the reconstructed image Y,,
530 is an example of the combined image Y 380.

[0101] In a first illustrative example based on the imaging
system of FIG. 6A, the attribute image I, 605 is an example
of the attribute image 1,,, 305, the identity image 1,, 610 is
an example of the identity image I, ; 310, and the combined
image Y. 620 is an example of the combined image Y 380.
In a second illustrative example based on the imaging
system of FIG. 6A, the identity image I, , 610 is used in place
of the attribute image 1, 305, the attribute image I, 605 is
used in place of the identity image I, , 310, and the combined
image Y_, 625 is an example of the resulting combined
image Y 380. In a third illustrative example based on the
imaging system of FIG. 6 A, the combined image Y, 620 is
used in place of the attribute image [, 305, the combined

e Lexp)
315 with the attribute
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image Y, 625 is used in place of the identity image 1., 310,
and the reconstructed image Y ..., 630 is an example of the
resulting combined image Y 380. In a fourth illustrative
example based on the imaging system of FIG. 6A, the
combined image Y_, 625 is used in place of the attribute
image I, 305, the combined image Y .. 620 is used in place
of the identity image I,; 310, and the reconstructed image
Y .o 635 is an example of the resulting combined image Y
380. In an illustrative example based on the imaging system
of FIG. 6B, the attribute image [ ,,, 605 is an example of the
attribute image 1,,, 305, the identity image I,; 310, and the
expressmn image 1,,,, 315; and the reconstructed image Y,
640 is an example of the combined image Y 380.

[0102] FIG. 4 is a block diagram illustrating an example
architecture of a multi-channel adaptive attentional denor-
malization (MC-AAD) layer system 400. The MC-AAD
layer system 400 of FIG. 4 includes a MC-AAD layer 490,
various inputs to the MC-AAD layer 490, and an output of
the MC-AAD layer 490. The inputs to the MC-AAD layer
490 include the input tensor h,,* 420, the attribute feature
tensor z,,(1,,) 405, the 1dent1ty feature tensor z, (1, ;) 435,
and/or the expression feature tensor z,,,(l..,) 450. The
identity feature tensor z, (1, ;) 435 of FIG. 4 is an example of
the identity features z,, (I,,) 340 of FIG. 3. The expression
feature tensor z,,,(I..,) 450 of FIG. 4 is an example of the
expression features z, (I.,) 345 of FIG. 3. In some
examples, the inputs to the MC-AAD layer 490 can also
include a feature tensor corresponding to the features z, (1, )
355, fused with the attribute feature tensor z,,, (Iatt) 405
similarly to the identity feature tensor z, (1, ) 435 and/or the
expression feature tensor z,,,(I...,,) 450 as described herein.
The output of the MC-AAD layer 490 is the output tensor
b, 470. Feature tensors can include feature vectors and/or

out

feature matrices.

[0103] The MC-AAD layer 490 receives the input tensor
h,,* 420 from the generator G(-) 395. In some examples, the
input tensor h, * 420 can include an output of a previous
MC-AAD layer and/or a previous MC-AAD residual block.
In some examples, the input tensor h,* 420 can include
identity feature tensor z,/(I,,) 435, the expression feature
tensor z,,,,,(I,,,) 450, the feature tensor corresponding to the
features z,(1,) 355, or a combination thereof.

[0104] The MC-AAD layer 490 is configured to, and can,
integrate the attribute feature tensor Z,,*(1,,,,) 405 with other
feature tensors z, (1) from the pre-trained encoders, such as
the identity feature tensor 7,/L,,) 435, the expression feature
tensor z,.,.,(L.;,) 450, the feature tensor z, (I, ) corresponding
to the features z,(1,) 355, or a combination thereof. The
attribute feature tensor 7.1, 405 is a 3-D attribute
feature tensor extracted from the attribute image I, 305
using the multi-level attribute encoder z,,,() 390, and pro-
vides feature information for attributes that are to be main-
tained at k? scale. For each value of i, where x £x, z (I ),
is a 1-dimensional (1- D) feature tensor (e.g., feature Veetoi)
extracted from a source image I and provides information
about the attributes that are to be changed in the attribute
image 1, 305 and/or in the attribute feature tensor z,,,*(1,,,,)
405. Examples of z, (L) include the identity feature tensor
7,/1;,) 435 and the ei(pfession feature tensor 7, (I,,,) 450.
[0105] The MC-AAD layer 490 is at the k” scale or level
along a range from 1 to n. The MC-AAD layer 490 receives
the input tensor h,,* 420 from the generator GO 395. The
dimensions of the input tensor h,* 420 are denoted as
C*H*% W,
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[0106] The MC-AAD layer 490 performs denormalization
is performed on the input tensor h,,* 420 to obtain the
denormalized input tensor h* 425, by calculating:

TS

[0107] Here, p*e RE* s the mean, and "€ RE< g
the standard deviation of the input tensor h,,* 420 computed
along image width and height dimensions.

[0108] The MC-AAD layer 490 is configured to, and can,
generate feature maps based on the attribute feature tensor
7.1, 405, the identity feature tensor z, (1, ) 435, and the
expression feature tensor z,,,, (I.,,) 450. The MC-AAD layer
490 performs two convolutions using the attribute feature
tensor z,,(1,,,) 405 to generate feature map B, 410 and
feature map vy, 415. The MC-AAD layer 490 performs
convolutions using fully connected (FC) convolutional lay-
ers using the identity feature tensor z,,(1, d) 435 to generate
feature map B, 445 and feature map de 440. The MC-
AAD layer 490 performs convolutions using fully connected
(FC) convolutional layers using the identity feature tensor
e (Iexp) 450 to generate feature map {3, 460 and feature
map yexp 455.

[0109] The MC-AAD layer 490 uses the feature maps to
feed the denormalized input tensor B 425 into multiple
branches for identity feature tensor z,/(I,,) 435 and the
expression feature tensor z,(I,,,) 450, respectively, for
feature embedding. The MC-AAD layer 490 integrates the
embedded features through attention-based fusion.

[0110] The MC-AAD layer 490 multiplies the denormal-
ized input tensor b 425 by the feature map y,,* 415 and adds
the feature map P, 405 to the product to renormalize the
denormalized input tensor h* 425 and integrate the attribute
feature tensor z,,,, (Iatt) 405 (with dimensions C_,,*xH*xW%)

att
as attribute feature A using the following equation:

k_, k Tk, k
4 Yae xH +I?)Att

where the feature map v ,,*€ R>#»% and the feature map
1 E IRCk"Hk"Wk are convolved from the attribute feature
tensor z,,* 405 by convolutional layers. In this equation to
generate the attribute feature A%, the feature map v~ 415
estimates a mean value, while the feature map f,,* 410
estimates a standard deviation value.
[0111] The MC-AAD layer 490 multiplies the denormal-
ized input tensor h* 425 by the feature map v, /* 440 and adds
the feature map B, 445 to the product to renormalize the
denormalized input tensor h* 425 and integrate the identity
feature tensor z,(1,,) 435 (with dimensions C,/x1x1) as
identity feature 1* using the following equation:

Py, 5T +B

[0112] Here, the feature map y,/ € RS> and B, f
R are computed from the identity feature tensor z,,
435 using fully connected (FC) layers. In this equation to
generate the identity feature I, the feature map vy, 440
estimates a mean value, while the feature map f,/ 415
estimates a standard deviation value.

[0113] The MC-AAD layer 490 multiplies the denormal-
ized input tensor h* 425 by the feature map yexp 455 and
adds the feature map 8, % 460 to the product to renormalize
the denormalized 1nput tensor I 425 and integrate the
expressmn feature tensor 7, (I_,,) 450 (with dimensions
C,.x1x1) as expression feature E* using the following

exp

equation:

J_, k Tk k
B =Y oy xH 4By
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[0114] Here, the feature map v,,,,‘c € RE> and Bope
RS> are computed from the expression feature tensor
Z,,, 450 using fully connected (FC) layers. In this equation
to generate the expression feature EX, the feature map Ygxpk
455 estimates a mean value, while the feature map f,,,* 460

estimates a standard deviation value. :
[0115] The MC-AAD layer 490 can perform feature
embedding for any number of adjusted attributes, with
feature tensors z,.€

R

being integrated into the generator as feature Exik using the
following equation:

E =y o4, fxex=lidexp, . . . }

[0116] Here, v, *e RS> and B_*e R are com-
puted from z, through fully connected (FC) layers.

[0117] In some cases, the number of attributes to be
adjusted, x, is greater than or equal to two, or Ix|>2. In such
cases, the MC-AAD layer 490 generates Ix|+1 attention
masks Mik, where i=0, 1, . . ., Ixl, for each of the embedded
features. As illustrated in FIG. 4, the MC-AAD layer 490
generates a mask tensor M* 430, where M* e ROxHD>H 7‘Wk,
based on the denormalized input tensor h* 425 using con-
volutional layer(s). Each slice of the mask tensor M* 430
along the channel dimension is M. The MC-AAD layer 490
can apply a softmax function is applied on all masks of the
mask tensor M* 430, so that the sum of mask values at a
position (h, w) across all channels is equal to one, as
indicated in the equation below:

K
Mihw)

ke
ZX‘ M
o

3
M iL(hw) =

[0118] In some cases, the number of attributes to be
adjusted, x, is equal to one, or Ix|=1. In such cases, the
MC-AAD layer 490 generates the mask tensor M* 430 to
have only one attention mask My‘e ROHD<2% baced on
the denormalized input tensor h* 425 using convolution. The
MC-AAD layer 490 applies a sigmoid function is applied to
the result, to constrain pixel values to be within the range
(0,1).

[0119] The MC-AAD layer 490 can fuse all of the features
using the fusion equation 465 to generate the output tensor
h,,“ 470. In cases where the identity feature I* and the
expression feature EX are generated based on the identity
feature tensor z,,(I,,) 435 and/or the expression feature
tensor z,,(I,.,,) 450, respectively, the fusion equation 465

can be expressed as follows:
B =M XA M X M X E*

out

[0120] In cases where features Exik are generated based on
feature tensors z, €

RS,
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equation 465 can be expressed as follows:

ko k k k k
Ry =My x A" + Z M }E,
XjEX
=12,... x|
MixAR e T MEXEEf |x 22
ko xjex
hGHf - =1,2,... x|

MEx A"+ (1 - ME)x EE if |x =1

x1°

[0121] The output tensor h, * 470 can serve as the input
tensor h,,“* for the next MC-AAD layer after the MC-AAD
layer 490. If k=n, the output tensor h_, * 470 can serve as the
combined image Y 380.
[0122] Ultimately, the MC-AAD layer 490 adaptively
adjusts the effective regions of attributes from the source
image(s) to the combined image Y 380 so that these attri-
butes can participate in synthesizing different parts of the
face for the combined image Y 380.
[0123] FIG. 5A is a block diagram 500A illustrating an
example of use of an image synthesis engine 520 to generate
a combined image Y ,. 525 based on different input images,
such as L, 505 and I, 510 through I, 515. Input image L,
505 is the base image that the image synthesis engine 520
modifies based on features extracted from input images I,
510 through I, 515 to generate the combined image Y . 525.
The input images L, 510 through I, 515 are used as attribute
sources for attributes to be changed relative to the input
image I _,, 505, which are distinct from the attributes to be
maintained from input image [, 505.
[0124] The image synthesis process illustrated in the block
diagram 500A of FIG. 5A can be written as:

Yoe= Glzanla iz (Le)s - - - 2 (L )
[0125] In some examples, imaging system (e.g., imaging
system 200 or imaging system 250) can train the image
synthesis engine 520 using the image synthesis process
illustrated in the block diagram 500A of FIG. SA. To train
the image synthesis engine 520 using the image synthesis
process illustrated in the block diagram 500A of FIG. 5A,
various loss functions may be used.
[0126] A first example of a loss function for training the
image synthesis engine 520 using the image synthesis pro-
cess illustrated in the block diagram 500A of FIG. 5A is

attribute loss L _,,. Training of the image synthesis engine

520 based on the loss function for the attribute loss £,
trains the image synthesis engine 520 to preserve the attri-
bute information from the input image I ,,, in the synthesized
image according to the following equation:

L
Lo-ae = 5 D Fatlan) = Fu o)y
k=1

[0127] Because z_,“(I_,) 1 represent features from the
input image I, 505 that are to be maintained in the com-
bined image Y, 525, z,,,“(Y ) is similar to z_,“(_,), and
thus the attribute loss £, is minimized.

[0128] A second example of a loss function for training the
image synthesis engine 520 using the image synthesis pro-

cess illustrated in the block diagram 500A of FIG. 5A

includes feature losses Lx,- for each attribute x,€ x that is to
be adjusted from the input image I, 505 to generate the
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combined image Y. 525. Training of the image synthesis
engine 520 based on the loss functions for the feature losses

L trains the image synthes1s engine 520 to adjust these
attrlbutes from the input image I, 505 to generate the
combined image Y. 525 according to the following equa-
tion:

L =Fe d)oTudes

[0129] Here, F(:) is a similarity measurement function,
such as a cosine similarity function or a means squared error
function. Because z,(I,) represent features from the input
image I, that are to be 1nc0rp0rated into the combined image
Y, 525 z,.(Y,,) are similar to z,(L ), and thus the feature

losses L are either minimized to indicate a low amount of
dlfferences between z, (I,)and z,(Y,.), or are maximized to
indicate a high amount of s1mllanty between z_(I,) and
2.(Y,0)- o

[0130] A third example of a loss function for training the
image synthesis engine 520 using the image synthesis pro-
cess illustrated in the block diagram 500A of FIG. 5A
includes adversarial loss £, . A multi-scale discriminator
550 is included to distinguish images of synthesized (e.g.,
“fake”) people and/or faces from images of real people
and/or faces in the training dataset. The discriminator 550
may include one or more ML systems and/or ML models,
such as one or more NNs, one or more CNNSs, one or more
TDNNSs, one or more deep networks, one or more autoen-
coders, one or more DBNs, one or more RNNs, one or more
GAN:Ss, one or more trained SVMs, one or more trained RFs,
one or more computer vision systems, one or more deep
learning systems, or combinations thereof. In an illustrative
example, the discriminator 550 may include a GAN. Adver-

sarial loss L, is defined as a classification loss (e.g.,
binary cross entropy loss) in classification corresponding
label € {Real, Fake} between an input image I (e.g., image
L. 505 and/or images I, 510 through I, 515) and the

combined image Y. 525 as indicated in the following
equation:

L (I label)=Classification(Z,label)
[0131] Training of the one or more ML models used by the
discriminator 550 based on the loss function for the adver-
sarial loss £, trains the discriminator 550 to minimize

classification error £, For instance, with classification
error minimized, an image with a real person such as image
I,, 505 is to be classified as real, while an image with a
synthesized or virtual person such as the combined image
Y,.. 525 is to be classified as synthesized or fake. Training
of the one or more ML models used by the discriminator 550

based on the loss function for the adversarial loss £,
trains the discriminator 550 to minimize classification error

L . according to the following equation:
L DiIs= L (¥,.Fake)

[0132] On the other hand, training of the image synthesis
engine 520 based on the loss function for the adversarial loss

adLaReal+ Ladv

L, trains the image synthesis engine 520 to maximize

classification error L, at least with respect to classifying
the combined image Y. 525 as real instead of classifying
the combined image Y. 525 as synthesized or fake. In some
examples, one or more ML models used by the discriminator
550 are at least partially distinct from the one or more ML
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models used by other elements such as the image synthesis
engine 520. The discriminator 550 and the image synthesis
engine 520 may be trained side by side, so that as the
discriminator 550 becomes more sophisticated, the image
synthesis engine 520 also improves in order to continue
fooling the discriminator 550 into classifying the combined
image Y. 525 as real instead of classifying the combined
image Y. 525 as synthesized or fake. In some examples, the
one or more ML models used by the discriminator 550 are
at least partially shared with the one or more ML models
used by other elements such as the image synthesis engine
520.

[0133] The attribute image I,,, 505 is an example of the
attribute image I,,, 305, one of the images I, 510 through I, _
515 is an example of the identity image I, 310, another one
of the i images L, 510 through I, 515 is an example of the
expression 1mage L, 315, and the combined image Y. 525
is an example of the combined image Y 380.

[0134] FIG. 5B is a block diagram 500B illustrating an
example of use of an image synthesis engine 520 to generate
areconstructed image Y, 530 based on multiple inputs of the
same image, [ ,,, 505. In the image reconstruction process of
FIG. 5B, the input image I, 505 acts as both the base image
that the image synthesis engine 520 modifies, as well as each
of the input images from which the synthesis engine 520
uses extracted features from to generate the reconstructed
image Y, 530. Thus, to generate the reconstructed image Y,
530, the synthesis engine 520 modifies the input image I,
505 to incorporate features from the input image I, 505.
Accordingly, the reconstructed image Y, 530 is generated to
be similar to, or to match, the input image I, 505.

[0135] In some examples, imaging system (e.g., imaging
system 200 or imaging system 250) can train the image
synthesis engine 520 using the image reconstruction process
illustrated in the block diagram 500B of FIG. 5B. To train
the image synthesis engine 520 using the image reconstruc-
tion process illustrated in the block diagram 500B of FIG.
5B, various loss functions may be used.

[0136] One example of a loss function for training the
image synthesis engine 520 using the image reconstruction
process illustrated in the block diagram 500B of FIG. 5B is

reconstruction loss L, . Training of the image synthesis
engine 520 based on the loss function for the reconstruction

loss L, trains the image synthesis engine 520 to recon-
struct the reconstructed image Y, 530 to be similar to, or to
match, the input images I, 505, according to the following

equations:

1 2
L,ec,a = EHYa - arr”z

1
Lo = EHY" —1x1||§’ Xi € X

[0137] Because the reconstructed image Y, 530 is similar
to, or matches, the input images I ,,, 505, the reconstruction

loss L, is minimized.

[0138] Other examples of loss functions for training the
image synthesis engine 520 using the image reconstruction
process illustrated in the block diagram 500B of FIG. 5B
include the loss functions described above with respect to

using the image synthesis process illustrated in the block
diagram 500A of FIG. 5A, including attribute loss £,
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feature losses Lx,-’ adversarial loss £, classification error
L s, or a combination thereof.

[0139] In some examples, imaging system (e.g., imaging
system 200 or imaging system 250) can train the image
synthesis engine 520 using a combination of the image
synthesis process illustrated in the block diagram 500A of
FIG. 5A and the image reconstruction process illustrated in
the block diagram 500B of FIG. 5B. A total loss function

L v may incorporate reconstruction loss £
by an associated reconstruction coefficient A

L

feature losses Lx,- weighted by an associated feature coef-

e Weighted
attribute loss

rec?

weighted by an associated attribute coefficient A

arr arr®

ficient Ag,,,, and/or adversarial loss L, weighted by an
associated adversarial coefficient A, for instance accord-
ing to the following equation:

Leen = lyec[ﬁ,eca + Z L,ecxi] +

XpEX

Natr Lo + Mot Yy Lo + Ao Ly (YVar Rea)

xXpEx

[0140] Minimizing loss according to the total loss function

L . provides the improvements of training the image
synthesis engine 520 using each of the loss functions of
FIGS. 5A-5B, combined.

[0141] The attribute image [, 505 is an example of the
attribute image I,,, 305, the identity image I,, 310, and the
expression image I, 315; and the reconstructed image Y,,
530 is an example of the combined image Y 380.

[0142] FIG. 6A is a block diagram 600A illustrating an
example of use of an image synthesis engine 615 to generate
combined images Y,_,. 620 and Y_, 625 based on input
images I, 605 and I., 610, and to generate reconstructed
images Y., 630 and Y_,,. 635 based on the combined
images. The process illustrated in FIG. 6A may be referred
to as a cycle reconstruction process or a cycle consistency
process, and is an example of generation of combined
images 230 based on source images 280, and generation of
reconstructed images 285 based on the combined images
230, as in FIG. 2B. The cycle reconstruction process or cycle
consistency process can be applied in model training to
enhance the adjustment of attributes, make combined
images more realistic, and make application of identities,
attributes, and/or expressions work more consistently and
reliably.

[0143] The attribute image I, 605 is the base image that
the image synthesis engine 615 maintains attributes from
and modifies based on features (e.g., identity features or
other attributes) extracted from the identity image I,, 610 to
generate the combined image Y, 620. The identity image [,
610 is the base image that the image synthesis engine 615
maintains attributes from and modifies based on features
(e.g., identity features or other attributes) extracted from the
attribute image I, 605 to generate the combined image Y.,
625.

[0144] The combined image Y . 620 is the base image that
the image synthesis engine 615 maintains attributes from
and modifies based on features (e.g., identity features or
other attributes) extracted from the combined image Y., 625
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to generate the reconstructed image Y, ., 630. The com-
bined image Y_, 625 is the base image that the image
synthesis engine 615 maintains attributes from and modifies
based on features (e.g., identity features or other attributes)
extracted from the combined image Y. 620 to generate the
reconstructed image Y. 635.

[0145] The reconstructed image Y., 630 is a recon-
structed version of the attribute image I, 605 generated
using the image synthesis engine 615 based on the combined
image Y,. 620 and the combined image Y., 625. The
reconstructed image Y, .. 635 is a reconstructed version of
the identity image I,, 610 generated using the image syn-
thesis engine 615 based on the combined image Y., 625 and
the combined image Y. 620. This reconstruction process
may be referred to as cycle reconstruction, and may be
defined using the following equations:

Y= Gz anlae) Zil i)
Yo o= G20l ) 2o i)
Yocea=Canl Yac) i Yea))

Yeaac=C(Zanl Yoa) Tl Yao))

[0146] In some examples, imaging system (e.g., imaging
system 200 or imaging system 250) can train the image
synthesis engine 615 using the cycle reconstruction process
illustrated in the block diagram 600A of FIG. 6A. To train
the image synthesis engine 615 using the image synthesis
process illustrated in the block diagram 600A of FIG. 6A,
various loss functions may be used.

[0147] One example of a loss function for training the
image synthesis engine 615 using the image reconstruction
process illustrated in the block diagram 600B of FIG. 6A is

cycle reconstruction loss [Cyc. Training of the image syn-
thesis engine 615 based on the loss function for the cycle

reconstruction loss [Cyc trains the image synthesis engine
615 to reconstruct the reconstructed image Y, ., 630 to be
similar to, or to match, the attribute image I, 605, and to
reconstruct the reconstructed image Y. 635 to be similar
to, or to match, the identity image I, 610, according to the
following equations:

1

2
Lcycfacca = EHYacca - Iarr”z

—

2
Leye-caze = 5 ¥ eaue = Lallz

[0148] Because the reconstructed image Y., 630 is simi-
lar to, or matches, the attribute image [_,, 605, the cycle
reconstruction loss £, .., is minimized. Because the
reconstructed image Y .. 635 is similar to, or matches, the
identity image I, 610, the cycle reconstruction loss £
caac 18 minimized.

[0149] In some examples, the training the image synthesis
engine 615 using the image reconstruction process illus-
trated in the block diagram 600B of FIG. 6A may use any of
the types of loss functions described with respect to FIGS.
5A-5B, such as attribute loss £, feature losses L,
adversarial loss Lady, classification error £ g, reconstruc-
tion loss £, total loss £ 5z, or a combination thereof.
[0150] In a first illustrative example, the attribute image
I,,, 605 is an example of the attribute image I,,, 305, the

cyc-
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identity image I, 610 is an example of the identity image I,
310, and the combined image Y. 620 is an example of the
combined image Y 380. In a second illustrative example, the
identity image I,, 610 is used in place of the attribute image
1,,, 305, the attribute image [, 605 is used in place of the
identity image I, 310, and the combined image Y _, 625 is
an example of the resulting combined image Y 380. In a
third illustrative example, the combined image Y,. 620 is
used in place of the attribute image 1 _,, 305, the combined
image Y, 625 is used in place of the identity image 1., 310,
and the reconstructed image Y., 630 is an example of the
resulting combined image Y 380. In a fourth illustrative
example, the combined image Y, 625 is used in place of the
attribute image [ ,,, 305, the combined image Y, 620 is used
in place of the identity image I,, 310, and the reconstructed
image Y_,,. 635 is an example of the resulting combined
image Y 380.

[0151] FIG. 6B is a block diagram 600B illustrating an
example of use of an image synthesis engine 615 to generate
areconstructed image Y, 640 based on multiple inputs of the
same image, 1,,, 605. In the image reconstruction process of
FIG. 6B, the input image 1,,, 605 acts as both the attribute
image that the image synthesis engine 615 modifies, as well
as the identity image from which the synthesis engine 615
uses extracted features (e.g., identity features) from to
generate the reconstructed image Y, 640. Thus, to generate
the reconstructed image Y, 640, the synthesis engine 615
modifies the input image 1, 605 to incorporate features
from the input image I,,, 605. Accordingly, the reconstructed
image Y, 640 is generated to be similar to, or to match, the
input image I, 605. This reconstruction process may be
defined using the following equations:

Y =G oo Ziald i)
Yi=GCanlia) L)

[0152] In some examples, imaging system (e.g., imaging
system 200 or imaging system 250) can train the image
synthesis engine 615 using the image reconstruction process
illustrated in the block diagram 600B of FIG. 6B. To train
the image synthesis engine 615 using the image reconstruc-
tion process illustrated in the block diagram 600B of FIG.
6B, any of the loss functions described with respect to FIG.

5B may be used, such as reconstruction loss £ ,__, attribute

loss L, feature losses L, adversarial loss L, classi-
fication error L., total loss L sz, Or a combination
thereof.

[0153] In some examples, imaging system (e.g., imaging
system 200 or imaging system 250) can train the image
synthesis engine 615 using a combination of the image
synthesis process illustrated in the block diagram 600A of
FIG. 6A and the image reconstruction process illustrated in
the block diagram 600B of FIG. 6B. A total loss function

L cEy May incorporgte cycle reconstructign loss fTCyC
weighted by an associated cycle reconstruction coefficient

A

reconstruction coefficient A

recs

reconstruction loss £, . weighted by an associated

cyes

attribute loss L ,, weighted

by an associated attribute coefficient A, feature losses £ _
weighted by an associated feature coeflicient As,,,, and/or

adversarial loss L, weighted by an associated adversarial
coefficient 4, for instance according to the following
equation:
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Lo Lyt Lot Lo L,

cdhgund Lot Lig oot
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Ml L et L e cnne bl L (Voo Real)+
L, (7. Real)

[0154]

L oz provides the improvements of training the image
synthesis engine 615 using each of the loss functions of
FIGS. 6A-6B, combined.

[0155] In an illustrative example based on the imaging
system of FIG. 6B, the attribute image [ ,,, 605 is an example
of'the attribute image I,,, 305, the identity image I,,310, and
the expression image 1., 315; and the reconstructed image
Y, 640 is an example of the combined image Y 380.
[0156] FIG. 7 is a table 700 illustrating examples of use of
an identity image ., 705 and an attribute image 1,,, 710 to
generate a combined image Y 715 and a combined image
based on cycle reconstruction training Y, 720. The combined
image based on cycle reconstruction training Y, 720 is
generated using an imaging system 250 and/or image syn-
thesis engine 615 that is trained using a cycle reconstruction
process as described in FIG. 2B and/or FIGS. 6A-6B. The
combined image Y 715 is generated using an imaging
system 200 and/or image synthesis engine 520 that is trained
without using a cycle reconstruction process. In most of the
examples, the combined image based on cycle reconstruc-
tion training Y, 720 incorporates the attribute(s) of the
attribute image I, 710 with the identity of the identity image
1,7 705 more clearly than the combined image Y 715.
[0157] The examples include an eye attribute example 725
in which the look of the eyes and eyelids in the attribute
image [ ,, 710, and the identity of the identity image I, ; 705,
are incorporated into the combined image Y 715, and even
more clearly in the combined image based on cycle recon-
struction training Y, 720. In the glasses attribute example
730, the glasses in the attribute image I, 710, and the
identity of the identity image L, 705, are incorporated into
the combined image based on cycle reconstruction training
Y, 720. In the hair attribute example 735, the hairstyle in the
attribute image 1., 710, and the identity of the identity image
1,705, are incorporated into the combined image Y 715, and
even more clearly in the combined image based on cycle
reconstruction training Y, 720. In the mouth attribute
example 745, the style and/or expression of the mouth in the
attribute image I, 710, and the identity of the identity image
1,705, are incorporated into the combined image Y 715, and
even more clearly in the combined image based on cycle
reconstruction training Y, 720. In the hair/expression attri-
bute example 750, the hairstyle and/or facial expression of
the person in the attribute image I, 710, and the identity of
the identity image I, 705, are incorporated into the com-
bined image Y 715, and even more clearly in the combined
image based on cycle reconstruction training Y, 720. In the
glasses attribute example 755, the glasses in the attribute
image [ ,, 710, and the identity of the identity image I, ; 705,
are incorporated into the combined image based on cycle
reconstruction training Y, 720. In the hair/expression attri-
bute example 760, the hairstyle and/or facial expression of
the person in the attribute image I, 710, and the identity of
the identity image I, 705, are incorporated into the com-
bined image Y 715, and even more clearly in the combined
image based on cycle reconstruction training Y, 720. In the
eye attribute example 765, the style and/or expression of the

Minimizing loss according to the total loss function
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eyes in the attribute image I, 710, and the identity of the
identity image I,; 705, are incorporated into the combined
image Y 715, and even more clearly in the combined image
based on cycle reconstruction training Y, 720.

[0158] FIG. 8 is a table 800 illustrating additional
examples of use of an identity image I, ; 805 and an attribute
image 1,,, 810 to generate a combined image Y 815 and a
combined image based on cycle reconstruction training Y,
820. The combined image based on cycle reconstruction
training Y, 820 is generated using an imaging system 250
and/or image synthesis engine 615 that is trained using a
cycle reconstruction process as described in FIG. 2B and/or
FIGS. 6 A-6B. The combined image Y 815 is generated using
an imaging system 200 and/or image synthesis engine 520
that is trained without using a cycle reconstruction process.
In most of the examples, the combined image based on cycle
reconstruction training Y, 820 incorporates the attribute(s)
of'the attribute image I ,,, 810 with the identity of the identity
image I, ; 805 more clearly than the combined image Y 815.

[0159] The examples include an eye/expression attribute
example 825 in which the facial expression and/or the look
of'the eyes and eyelids in the attribute image I, 810, and the
identity of the identity image L, ; 805, are incorporated into
the combined image Y 815, and even more clearly in the
combined image based on cycle reconstruction training Y,
820. In the eye/expression attribute example 830, the facial
expression and/or the look of the eyes and eyelids in the
attribute image I,,, 810, and the identity of the identity image
1,,805, are incorporated into the combined image Y 815, and
even more clearly in the combined image based on cycle
reconstruction training Y, 820. In the eye/expression attri-
bute example 835, the facial expression and/or the look of
the eyes and eyelids in the attribute image [, 810, and the
identity of the identity image L, ; 805, are incorporated into
the combined image Y 815, and even more clearly in the
combined image based on cycle reconstruction training Y,
820. In the eye attribute example 840, the facial expression
and/or the look of the eyes and eyelids in the attribute image
1,,, 810, and the identity of the identity image I,, 805, are
incorporated into the combined image Y 815, and even more
clearly in the combined image based on cycle reconstruction
training Y, 820. In the mouth attribute example 845, the
facial expression and/or the look of the mouth in the attribute
image I ,, 810, and the identity of the identity image I, , 805,
are incorporated into the combined image Y 815, and even
more clearly in the combined image based on cycle recon-
struction training Y, 820. In the mouth attribute example
850, the facial expression and/or the look of the mouth in the
attribute image I,,, 810, and the identity of the identity image
1,,805, are incorporated into the combined image Y 815, and
even more clearly in the combined image based on cycle
reconstruction training Y, 820. In the eye attribute example
855, the facial expression and/or the look of the mouth in the
attribute image I,,, 810, and the identity of the identity image
1,,805, are incorporated into the combined image Y 815, and
even more clearly in the combined image based on cycle
reconstruction training Y, 820. In the hair attribute example
860, the hairstyle in the attribute image I, 810, and the
identity of the identity image L, ; 805, are incorporated into
the combined image Y 815, and even more clearly in the
combined image based on cycle reconstruction training Y,
820. In the forehead attribute example 865, the look of the
forehead in the attribute image 1,,, 810, and the identity of
the identity image I,, 805, are incorporated into the com-
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bined image Y 815, and even more clearly in the combined
image based on cycle reconstruction training Y, 820.

[0160] FIG. 9 is a table 900 illustrating examples of use of
an identity image [, 905, an expression image 1,,,, 910, and
an attribute image I, 915 to generate a combined image Y
920. The combined image Y 920 incorporates the attribute(s)
of the attribute image 1, 915 and the expression of the
expression image I, 910 with the identity of the identity
image [, ; 905. In some examples, the combined image Y 920
may be a combined image based on cycle reconstruction
training, like the combined image based on cycle recon-
struction training Y, 720 or the combined image based on
cycle reconstruction training Y, 820.

[0161] For example, in the example 925, the combined
image Y 920 incorporates certain attribute(s) (e.g., facial
pose, skin tone, environmental lighting, nose shape) of the
attribute image I, 91, the expression (e.g., smiling and/or
laughing, eyebrow shape and/or position) of the expression
imageI,,, 910, and the identity (e.g., a middle-aged woman)
of the identity image I, 905. In the example 930, the
combined image Y 920 incorporates certain attribute(s)
(e.g., facial pose, skin tone, environmental lighting, nasola-
bial folds) of the attribute image I, 910, the expression
(e.g., smiling and/or grinning, eyebrow shape and/or posi-
tion) of the expression image I, 910, and the identity (e.g.,
a young man with beard) of the identity image I,, 905. In the
example 935, the combined image Y 920 incorporates
certain attribute(s) (e.g., facial pose, skin tone) of the
attribute image 1, 910, the expression (e.g., mouth open
and/or agape, eyebrow shape and/or position) of the expres-
sion image I, 910, and the identity (e.g., middle-aged man)
of the identity image I, 905. In the example 940, the
combined image Y 920 incorporates certain attribute(s)
(e.g., facial pose, skin tone, environmental lighting, eyebrow
thickness) of the attribute image 1, 910, the expression
(e.g., mouth open in awe, eyebrow shape and/or position) of
the expression image 1., 910, and the identity (e.g., young
man without beard) of the identity image I,, 905. In the
example 945, the combined image Y 920 incorporates
certain attribute(s) (e.g., facial pose, skin tone, environmen-
tal lighting, eyebrow color and thickness) of the attribute
image I,, 910, the expression (e.g., bewildered) of the
expression image 1., 910, and the identity (e.g., older man)
of the identity image I, 905. In the example 950, the
combined image Y 920 incorporates certain attribute(s)
(e.g., facial pose, skin tone, environmental lighting, eyebrow
color and thickness) of the attribute image I, 910, the
expression (e.g., mouth open with upper teeth showing) of
the expression image I, 910, and the identity (e.g., middle-
aged man with glasses and beard) of the identity image I, ,
905. In the example 955, the combined image Y 920
incorporates certain attribute(s) (e.g., facial pose, skin tone,
environmental lighting, eyebrow color and thickness) of the
attribute image I,,, 910, the expression (e.g., smiling with
open mouth, eyebrow shape and/or position) of the expres-
sion image I, 910, and the identity (e.g., young man with
beard) of the 1dentity image I, 905.

[0162] FIG. 10 is a block diagram illustrating an example
of a neural network (NN) 1000 that can be used by the
trained machine learning system for image processing. The
neural network 1000 can include any type of deep network,
such as a convolutional neural network (CNN), an autoen-
coder, a deep belief net (DBN), a Recurrent Neural Network
(RNN), a Generative Adversarial Networks (GAN), and/or
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other type of neural network. The neural network 1000 may
be an example of the image combination engine 225, the
reconstruction engine 255, the comparison engine 290, the
image synthesis engine 300, the multi-level attribute
encoder z,,(-) 390, the generator 395, the identity encoder
320, the expression encoder 325, the encoder 350, the
multi-channel adaptive attentional denormalization (MC-
AAD) residual block 360, the MC-AAD residual block 365,
the MC-AAD residual block 370, the MC-AAD residual
block 375, the MC-AAD layer system 400, the MC-AAD
layer 490, the image synthesis engine 520, the discriminator
550, the image synthesis engine 615, the one or more trained
machine learning (ML) models of operation 1115, a NN
running on the computing system 1200, a portion (e.g.,
component, element, and/or subroutine) of any of the listed
systems, or a combination thereof.

[0163] An input layer 1010 of the neural network 1000
includes input data. The input data of the input layer 1010
can include data representing the pixels of one or more input
image frames. In some examples, the input data of the input
layer 1010 includes data representing the pixels of image
data and/or metadata corresponding to the image data. In
some examples, the input data of the input layer 1010
includes one or more images captured by the image capture
and processing system 100, the image capture device 105A,
the image processing device 105B, the image sensor 130, the
sensor(s) 205, one or more other sensors described herein, or
a combination thereof. Examples of the input data of the
input layer 1010 include one or more images captured using
at least a portion of the image capture and processing system
100, at least one of the source images 280, the identity
image(s) 210, the attribute image(s) 215, the expression
image(s) 220, the combined image(s) 230, at least one of the
reconstructed images 285, the reconstructed identity image
(s) 260, the reconstructed attribute image(s) 265, the recon-
structed expression image(s) 270, the attribute image I,
305, the identity image I, 310, the expression image I,
315, one or more other images I 335, the combined image
Y 380, the attribute image [ ,, 505, at least one of the images
1. 510 through 1. 515, the combined image Y, 525, the
reconstructed imaée Y, 530, the attribute image [ ,,, 605, the
identity image I, 610, the combined image Y,. 620, the
combined image Y_, 625, the reconstructed image Y.,
630, the reconstructed image Y_,,. 635, the reconstructed
image Y, 640, the identity image I, , 705, the attribute image
1,,, 710, the combined image Y 715, the combined image
based on cycle reconstruction training Y, 720, the identity
image I,, 805, the attribute image 1,,, 810, the combined
image Y 815, the combined image based on cycle recon-
struction training Y, 820, the identity image I,;, 905, the
expression image 1., 910, the attribute image 1, 915, the
combined image Y 920, the identity image received in
operation 1105, the attribute image received in operation
1110, the combined image generated in operation 1115 and
output in operation 1120, another image described herein, or
a combination thereof. In some examples, the input data of
the input layer 1010 can include intermediate values or
elements, such as tensors and/or features (e.g., input tensor
h,* 420, attribute feature tensor z,%(1,,) 405, identity
feature tensor z,,(1,,) 435, expression feature tensor z,,
(I..,) 450, output tensor h,,~ 470, other tensors described or
illustrated herein, other features described or illustrated
herein, or a combination thereof.
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[0164] The images can include image data from an image
sensor including raw pixel data (including a single color per
pixel based, for example, on a Bayer filter) or processed
pixel values (e.g., RGB pixels of an RGB image). The neural
network 1000 includes multiple hidden layers 1012A,
1012B, through 1012N. The hidden layers 1012A, 1012B,
through 1012N include “N” number of hidden layers, where
“N” is an integer greater than or equal to one. The number
of hidden layers can be made to include as many layers as
needed for the given application. The neural network 1000
further includes an output layer 1014 that provides an output
resulting from the processing performed by the hidden
layers 1012A, 1012B, through 1012N.

[0165] In some examples, the output layer 1014 can pro-
vide an output image. Examples of the output image include
the combined image(s) 230, at least one of the reconstructed
images 285, the reconstructed identity image(s) 260, the
reconstructed attribute image(s) 265, the reconstructed
expression image(s) 270, the combined image Y 380, the
combined image Y . 525, the reconstructed image Y, 530,
the combined image Y, 620, the combined image Y, 625,
the reconstructed image Y ..., 630, the reconstructed image
Y oo 035, the reconstructed image Y, 640, the combined
image Y 715, the combined image based on cycle recon-
struction training Y, 720, the combined image Y 815, the
combined image based on cycle reconstruction training Y,
820, the combined image Y 920, the combined image
generated in operation 1115 and output in operation 1120,
another combined image described herein, another recon-
structed image described herein, another generated image
described herein, another image described herein, or a
combination thereof. In some examples, the output layer
1014 can provide an intermediate values or elements, such
as tensors and/or features (e.g., input tensor Y, * 420, attri-
bute feature tensor z,,*(I,,) 405, identity feature tensor
z,,(1,;) 435, expression feature tensor z,,, (I.,,,) 450, output
tensor h,,* 470, other tensors described or illustrated herein,
other features described or illustrated herein, or a combina-
tion thereof. In some examples, the output layer 1014 can
provide a determination (e.g., for the discriminator 550) as
to whether an input image (e.g., combined image Y. 525)
depicts a real person, or whether the input image is synthe-
sized or fake.

[0166] The neural network 1000 is a multi-layer neural
network of interconnected filters. Each filter can be trained
to learn a feature representative of the input data. Informa-
tion associated with the filters is shared among the different
layers and each layer retains information as information is
processed. In some cases, the neural network 1000 can
include a feed-forward network, in which case there are no
feedback connections where outputs of the network are fed
back into itself. In some cases, the network 1000 can include
a recurrent neural network, which can have loops that allow
information to be carried across nodes while reading in
input.

[0167] In some cases, information can be exchanged
between the layers through node-to-node interconnections
between the various layers. In some cases, the network can
include a convolutional neural network, which may not link
every node in one layer to every other node in the next layer.
In networks where information is exchanged between layers,
nodes of the input layer 1010 can activate a set of nodes in
the first hidden layer 1012A. For example, as shown, each
of the input nodes of the input layer 1010 can be connected
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to each of the nodes of the first hidden layer 1012A. The
nodes of a hidden layer can transform the information of
each input node by applying activation functions (e.g.,
filters) to this information. The information derived from the
transformation can then be passed to and can activate the
nodes of the next hidden layer 1012B, which can perform
their own designated functions. Example functions include
convolutional functions, downscaling, upscaling, data trans-
formation, and/or any other suitable functions. The output of
the hidden layer 1012B can then activate nodes of the next
hidden layer, and so on. The output of the last hidden layer
1012N can activate one or more nodes of the output layer
1014, which provides a processed output image. In some
cases, while nodes (e.g., node 1016) in the neural network
1000 are shown as having multiple output lines, a node has
a single output and all lines shown as being output from a
node represent the same output value.

[0168] In some cases, each node or interconnection
between nodes can have a weight that is a set of parameters
derived from the training of the neural network 1000. For
example, an interconnection between nodes can represent a
piece of information learned about the interconnected nodes.
The interconnection can have a tunable numeric weight that
can be tuned (e.g., based on a training dataset), allowing the
neural network 1000 to be adaptive to inputs and able to
learn as more and more data is processed.

[0169] The neural network 1000 is pre-trained to process
the features from the data in the input layer 1010 using the
different hidden layers 1012A, 1012B, through 1012N in
order to provide the output through the output layer 1014.
[0170] FIG. 11 is a flow diagram illustrating a process
1100 for image processing. The process 1100 may be
performed by an imaging system. In some examples, the
imaging system can include, for example, the image capture
and processing system 100, the image capture device 105A,
the image processing device 105B, the image processor 150,
the ISP 154, the host processor 152, the imaging system 200,
the imaging system 250, the image combination engine 225,
the reconstruction engine 255, the comparison engine 290,
the image synthesis engine 300, the multi-level attribute
encoder z,,(-) 390, the generator 395, the identity encoder
320, the expression encoder 325, the encoder 350, the
multi-channel adaptive attentional denormalization (MC-
AAD) residual block 360, the MC-AAD residual block 365,
the MC-AAD residual block 370, the MC-AAD residual
block 375, the MC-AAD layer system 400, the MC-AAD
layer 490, the image synthesis engine 520, the discriminator
550, the image synthesis engine 615, the neural network
1000, the computing system 1200, the processor 1210, a
portion (e.g., component, element, and/or subroutine) of any
of the listed systems, another system described herein, or a
combination thereof.

[0171] At operation 1105, the imaging system is config-
ured to, and can, receive an identity image depicting a first
person having an identity. At operation 1110, the imaging
system is configured to, and can, receive an attribute image
depicting a second person having an attribute. Examples of
the identity image of operation 1105, and/or of the attribute
image of operation 1110, include one or more images
captured by the image capture and processing system 100,
the image capture device 105A, the image processing device
105B, the image sensor 130, the sensor(s) 205, the input
device 1245, one or more other sensors described herein, or
a combination thereof. Examples of the identity image of
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operation 1105, and/or of the attribute image of operation
1110, include at least one of the source images 280, the
identity image(s) 210, the attribute image(s) 215, the expres-
sion image(s) 220, the attribute image I, 305, the identity
image 1., 310, the expression image 1., 315, one or more
other images I, 335, the attribute image [, 505, at least one
of'the images I;l 510 through I, 515, the attribute image 1,,,,
605, the identity image I,, 610, the combined image Y . 620,
the identity image I, 705, the attribute image 1, 710, the
identity image 1,;, 805, the attribute image I, 810, the
identity image I,; 905, the expression image 1., 910, the
attribute image [, 915, image data received via the input
layer 1010 of the neural network 1000, another image
described herein, or a combination thereof. In some
examples, the first person is distinct from the second person.
In some examples, the first person and the second person are
the same person (e.g., share the same identity), but the
person’s appearance may nonetheless differ in one or more
attributes between the identity image and the attribute image
(e.g., the person’s hairstyle may differ between the images,
whether the person has facial hair may differ between image,
whether the person is wearing glasses and/or other acces-
sories may differ between the images, the person’s facial
expression may differ between the images, and the like).

[0172] In some examples, the attribute is of an attribute
category, and the virtual person in the combined image also
includes the attribute of the attribute category. The attribute
category includes at least one of a facial feature, a charac-
teristic of a facial feature, a worn accessory, a hairstyle, an
age, a head pose, a body pose, a facial expression, a gender,
a sex, or a combination thereof. For instance, in some
examples, the attribute includes a facial feature of a face of
the second person (and/or a characteristic thereof) as
depicted in the attribute image, and a face of the virtual
person in the combined image also includes the facial
feature (and/or the characteristic thereof). Examples of such
attributes that include one or more facial features and/or
characteristics thereof include the eye attribute example 725,
the mouth attribute example 745, the hair/expression attri-
bute example 750, the hair/expression attribute example
760, the eye attribute example 765, the eye/expression
attribute example 825, the eye/expression attribute example
830, the eye/expression attribute example 835, the eye
attribute example 840, the mouth attribute example 845, the
mouth attribute example 850, the eye attribute example 855,
and the forehead attribute example 865, and the examples
925-955 of FIG. 9. In some examples, the attribute includes
an accessory worn by the second person as depicted in the
attribute image, and the virtual person in the combined
image also wears the accessory. Examples of such attributes
that include one or more accessories include the glasses
attribute example 730 (where glasses are worn in the com-
bined image based on cycle reconstruction training Y, 720
because they are worn in the attribute image I, 710) the hair
attribute example 740 (e.g., where glasses are worn in the
identity image I, , 705 but are not worn in the attribute image
1,,, 710 and therefore not worn in the combined image Y 715
and in the combined image based on cycle reconstruction
training Y, 720), and the glasses attribute example 755
(where glasses are worn in the combined image based on
cycle reconstruction training Y, 720 because they are worn
in the attribute image 1,, 710).

[0173] In some examples, the attribute includes a style of
hair of the second person as depicted in the attribute image,
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and hair of the virtual person in the combined image also has
the style. Examples of such attributes that include one or
more hairstyles include the hair attribute example 735, the
hair/expression attribute example 750, the hair/expression
attribute example 760, and the hair attribute example 860. In
some examples, the attribute includes an age of the second
person as depicted in the attribute image, and the virtual
person in the combined image also has the age. In some
examples, the attribute includes a gender and/or sex of the
second person as depicted in the attribute image, and the
virtual person in the combined image also has the gender
and/or sex. In some examples, the attribute includes a skin
tone of the second person as depicted in the attribute image,
and the virtual person in the combined image also has the
skin tone. In some examples, the attribute includes an eye
color of the second person as depicted in the attribute image,
and the virtual person in the combined image also has the
eye color. In some examples, the attribute includes a back-
ground behind the second person as depicted in the attribute
image, and the virtual person in the combined image also has
the same background behind them. In some examples, the
attribute includes an environmental illumination of the sec-
ond person as depicted in the attribute image, and the virtual
person in the combined image also has the environmental
illumination. In some examples, the attribute includes a pose
of a head of the second person as depicted in the attribute
image, and a head of the virtual person in the combined
image also has the pose. Examples of such attributes that
include one or more head poses include all of the examples
of FIG. 7, all of the examples of FIG. 8, and all of the
examples of FIG. 9. For instance, the head poses of the
virtual people in all of the combined images Y and/or Y, of
FIGS. 7-9 match the head poses of the respective of attribute
images [ ,, of those figures.

[0174] In some examples, the attribute includes a pose of
a body of the second person as depicted in the attribute
image, and a body of the virtual person in the combined
image also has the pose. Examples of such attributes that
include one or more body poses include the eye attribute
example 725, the glasses attribute example 730, the hair
attribute example 740, the mouth attribute example 745, the
glasses attribute example 755, the eye/expression attribute
example 825, the eye attribute example 840, the hair attri-
bute example 860, and some of the combinations of FIG. 9.
In each of these examples, some portion of the body other
than the head (e.g., the shoulders and/or torso) is at least
partially visible in the combined images Y and/or Y,, and is
posed in way that matches a body pose in the respective
attribute image 1,,,. In some examples, the attribute includes
an expression of a face the second person as depicted in the
attribute image, and the face of the virtual person in the
combined image also has the expression. Examples of such
attributes that include one or more head poses include the
eye attribute example 725, the mouth attribute example 745,
the hair/expression attribute example 750, the hair/expres-
sion attribute example 760, the eye attribute example 765,
the eye/expression attribute example 825, the eye/expression
attribute example 830, the eye/expression attribute example
835, the eye attribute example 840, the mouth attribute
example 845, the mouth attribute example 850, the eye
attribute example 855, and the forehead attribute example
865.

[0175] At operation 1115, the imaging system is config-
ured to, and can, use one or more trained machine learning
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(ML) models to generate a combined image based on the
identity image and the attribute image, wherein the com-
bined image depicts a virtual person having the identity and
the attribute.

[0176] Examples of the one or more trained ML models of
operation 1115 include any type of ML system and/or ML
model, such as a deep network, a convolutional neural
network (CNN), an autoencoder, a deep belief net (DBN), a
Recurrent Neural Network (RNN), a Generative Adversarial
Networks (GAN), and/or other type of neural network.
Examples of the one or more trained ML models of opera-
tion 1115 include the image combination engine 225, the
reconstruction engine 255, the comparison engine 290, the
image synthesis engine 300, the multi-level attribute
encoder z,,(-) 390, the generator 395, the identity encoder
320, the expression encoder 325, the encoder 350, the
multi-channel adaptive attentional denormalization (MC-
AAD) residual block 360, the MC-AAD residual block 365,
the MC-AAD residual block 370, the MC-AAD residual
block 375, the MC-AAD layer system 400, the MC-AAD
layer 490, the image synthesis engine 520, the image syn-
thesis engine 615, the neural network 1000, a ML model
running on the computing system 1200, a portion (e.g.,
component, element, and/or subroutine) of any of the listed
systems, or a combination thereof.

[0177] Examples of the combined image of operation 1115
include the combined image(s) 230, the combined image Y
380, the combined image Y. 525, the combined image Y.
620, the combined image Y_, 625, the combined image Y
715, the combined image based on cycle reconstruction
training Y, 720, the combined image Y 815, the combined
image based on cycle reconstruction training Y, 820, the
combined image Y 920, the combined image generated in
operation 1115 and output in operation 1120, another com-
bined image described herein, another generated image
described herein, another image described herein, or a
combination thereof.

[0178] In some examples, the imaging system is config-
ured to, and can, receive an expression image depicting a
third person having an expression. In such examples, the
combined image can depict the virtual person having the
identity and the attribute and the expression. In some
examples, the third person is distinct from the first person
and the second person. In some examples, the third person
may be the same person (e.g., share the same identity) as the
first person and/or the second person, but the person’s
appearance may nonetheless differ in one or more attributes
between expression image and one or both of the other two
images (the identity image and the attribute image). For
instance, the person’s expression may be different in the
expression image than in at least one of the other two
images.

[0179] In some examples, the imaging system is config-
ured to, and can, receive a second attribute image depicting
a third person having a second attribute. In such examples,
the combined image depicts the virtual person having the
identity and the attribute and the second attribute. In some
aspects, the second attribute is distinct from the attribute. In
some examples, the third person is distinct from the first
person and the second person. In some examples, the third
person may be the same person (e.g., share the same
identity) as the first person and/or the second person, but the
person’s appearance may nonetheless differ in one or more
attributes between second attribute image and one or both of
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the other two images (the identity image and the attribute
image). For instance, in the second attribute image, one or
more of the person’s attributes (e.g., the person’s hairstyle,
whether the person has facial hair, whether the person is
wearing glasses and/or other accessories, the person’s facial
expression, and the like) may be different than in at least one
of the other two images.

[0180] In some aspects, the imaging system is configured
to, and can, extract one or more identity features (e.g., z,,
340, z,, 435, identity feature tensor z,/1,,) 435, identity
feature I%) from the identity image using one or more identity
encoders (e.g., identity encoder z, (-) 320) and/or extract one
or more attribute features (e.g., z,, (), Z.,'(,.) 362,
Zattz(latt) 367, Zattn_l(latt) 372, Zattn(latt) 371, Zyi 355, attri-
bute feature tensor z,,(I,,,) 405, attribute feature A*) from
the identity image using one or more attribute encoders (e.g.,
e.g., multi-level attribute encoder z,(-) 390, expression
encoder z,,,() 325, encoder z,(-) 350). Generating the
combined image (e.g., combined image Y 380) can include
using the one or more identity features and/or the one or
more attribute features as inputs to the one or more trained
machine learning (ML) models.

[0181] In some aspects, the imaging system is configured
to, and can, extract one or more identity features (e.g., z,,
340, z,, 435, identity feature tensor z,/1,,) 435, identity
feature I¥) from the identity image using one or more identity
encoders (e.g., identity encoder z,,(-) 320), extract one or
more attribute features (e.g., z,, (1., Zu./' () 362, z,,°
(L) 367, 7,/ *(1,,) 372, z,,/'(1,,) 377, z,; 355, attribute
feature tensor z,,/(I,,) 405, attribute feature A*) from the
identity image using one or more attribute encoders (e.g.,
e.g., multi-level attribute encoder z,,,(-) 390 and/or encoder
z,(-) 350), and/or extract one or more expression features
(e.g., 7., 345, 7, 450, expression feature tensor z,,,, (I,,,)
450, expression feature EX) using one or more expression
encoders (e.g., expression encoder z,,,(-) 325). Generating
the combined image (e.g., combined image Y 380) can
include using the one or more identity features, the one or
more attribute features, and/or the one or more expression
features as inputs to the one or more trained machine
learning (ML) models.

[0182] In some aspects, generating the combined image
includes using one or more multi-channel adaptive atten-
tional denormalization (MC-AAD) layers to adjust one or
more regions of a face based on at least one of based on one
or more features from at least one of the identity image
and/or the attribute image and/or the expression image. In
some aspects, the one or more MC-AAD layers include the
one or more trained machine learning (ML) models. In some
aspects, the one or more trained machine learning (ML)
models include the one or more MC-AAD layers. Examples
of the one or more MC-AAD layers include the MC-AAD
layer 490 of FIG. 4, the MC-AAD layer(s) of the MC-AAD
residual block 360, the MC-AAD layer(s) of the MC-AAD
residual block 365, the MC-AAD layer(s) of the MC-AAD
residual block 370, and/or the MC-AAD layer(s) of the
MC-AAD residual block 375.

[0183] In some examples, generating the combined image
includes modifying the attribute image to incorporate the
identity from the identity image and/or the expression from
the expression image. For instance, in FIG. 3, identity
features z,, 340 and/or expression features z,,, 345 and/or
features z,; 355 are used by the multi-level attribute encoder
Z..{) 390 and/or the generator G(-) 395 to modify aspects of
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the attribute image 1, 305 (e.g., attribute features z,,,*(1,,,,),
Zattl(Iatt) 362, Zatt2 (Iatt) 367, Zattn_l(latt) 372, and/or Zattn
(I, 377) to generate the combined image Y 380. In some
examples, generating the combined image includes modify-
ing the identity image to incorporate the attribute from the
attribute image and/or the expression from the expression
image. In some examples, generating the combined image
includes modifying the expression image to incorporate the
attribute from the attribute image and/or the identity from
the identity image.

[0184] In some examples, generating the combined image
includes denormalizing the identity and/or the attribute
and/or the expression using the one or more trained ML
models. In some examples, generating the combined image
includes denormalizing and renormalizing the identity and/
or the attribute and/or the expression using the one or more
trained ML models. Examples of such denomalization
includes the denormalization of the input tensor h,,* 420 to
produce the denormalized input tensor I 425 by the MC-
AAD layer 490, for instance based on the calculation
B=(h,, F-p*)/c*, as illustrated in FIG. 4. Examples of such
renomalization includes the renormalization of the denor-
malized input tensor h* 425 by the MC-AAD layer 490 by
multiplying the denormalized input tensor I* 425 by the
feature map y,,,* 415, adding the feature map p_,* 410 to the
product, and integrating the result with at least one of the
attribute feature tensor z,,(I,,) 405, the identity feature
tensor z,/(1,,) 435, and/or the expression feature tensor
Zop(lerp) 450, to produce to produce attribute feature AF,
identity feature 1%, and/or expression feature E¥, as illustrated
in FIG. 4.

[0185] In some examples, generating the combined image
includes minimizing classification of the combined image as
synthesized by a discriminator that is configured to deter-
mine whether an input to the discriminator is synthesized or
depicts a real person. An example of the discriminator
includes the discriminator 550 of FIG. 5A. In an illustrative
example, the imaging system may train the image synthesis

engine 520 to maximize classification error L, to fool the
discriminator 550 into classifying the combined image Y .
525 as real instead of classifying the combined image Y.
525 as synthesized or fake, as discussed with respect to FIG.
5A.

[0186] In some examples, the imaging system is config-
ured to, and can, train a second set of one or more ML
models based on the combined image. The second set of one
or more ML models is associated with a discriminator. An
example of the discriminator includes the discriminator 550
of FIG. 5A. Training the second set of one or more ML
models trains the discriminator to classify the combined
image as synthesized (e.g., train the image synthesis engine

520 to minimize the classification error L,,,¢ so that the
discriminator 550 correctly classifies the combined image
Y . 525 as synthesized or fake, as discussed with respect to
FIG. 5A). In some aspects, the imaging system is configured
to, and can, train the one or more ML, models to generate the
combined image so that the discriminator classifies the
combined image as depicting a real person (e.g., to maxi-

mize classification error £ ;¢ to fool the discriminator 550
into classifying the combined image Y . 525 as real instead
of classifying the combined image Y. 525 as synthesized or
fake, as discussed with respect to FIG. 5A).
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[0187] Insome examples, the one or more trained machine
learning (ML) models are trained using a cycle-consistency
process in which the one or more trained machine learning
(ML) models reconstruct one or more source images from
one or more previously-combined images previously gen-
erated using the one or more trained machine learning (ML)
models. The cycle-consistency process may be referred to
herein as a cycle reconstruction process, a cycle consistency
process, or a combination thereof. The previously-combined
images in these examples may refer, for instance, to the
combined image Y,. 620 and/or the combined image Y _,
625 of FIG. 6A. The one or more source images in these
examples may refer, for instance, to the attribute image I ,,
605 and/or the identity image I,;, 610 of FIG. 6A. The
combined image the reconstructs the one or more source
images, in these examples, may refer to the reconstructed

image Y., 630 and/or the reconstructed image Y .. 635 of
FIG. 6A.
[0188] In some examples, the imaging system is config-

ured to, and can, use the one or more trained ML models to
generate at least one of a reconstructed identity image and/or
a reconstructed attribute image and/or a reconstructed
expression image based on the combined image. In these
examples, the combined image may include, for example,
the combined image Y. 620 and/or the combined image Y,
625 of FIG. 6A. The reconstructed identity image is a
reconstruction of the identity image based on the combined
image. An example of the reconstructed identity image is the
reconstructed image Y_,,. 635 of FIG. 6A, which is a
reconstruction of the identity image I, 610 of FIG. 6A. The
reconstructed attribute image is a reconstruction of the
attribute image based on the combined image. An example
of the reconstructed attribute image is the reconstructed
image Y, ., 630 of FIG. 6 A, which is a reconstruction of the
attribute image [, 605 of FIG. 6A. The reconstructed
expression image is a reconstruction of the expression image
based on the combined image. In some aspects, the imaging
system is configured to, and can, update the one or more
trained ML, models based on a first comparison between the
identity image and the reconstructed identity image and
based on a second comparison between the attribute image
and the reconstructed attribute image. For example, the
image synthesis engine 615 may be trained further based on
the reconstructed image Y ..., 630 and/or the reconstructed
image Y_,,. 635 of FIG. 6A. For instance, the image
synthesis engine 615 may be trained further to minimize
difference(s) between the reconstructed image Y., 630 and
the attribute image [,,, 605, and/or to minimize difference(s)
between the reconstructed image Y ,,. 635 and the identity
image I, ; 610.

[0189] In some examples, generating the combined image
includes generating a combined video. For instance, the
combined image can be a video frame of the combined
video. To produce a combined video, the attribute image 1,,,,
the identity image 1, and/or the expression image I, can
be a frame from a respective input video. In some examples,
one or more of these source images is from a video, while
one or more of these source images is from a still image. In
an illustrative example, the identity image I, can be a still
image to ensure the identity looks as consistent as possible
in the combined video, while the attribute image(s) I,
and/or the expression image(s) L, used to create the com-
bined video can be frames from source video(s) to ensure
that expressions and/or other attributes are updated fluidly.

caac
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[0190] At operation 1120, the imaging system is config-
ured to, and can, output the combined image. In some
examples, the imaging system is configured to output the
combined image at least in part by sending the combined
image to a recipient device (e.g., using a transceiver and/or
the communication interface 1240). In some examples, the
imaging system includes the transceiver. In some examples,
the imaging system is configured to output the combined
image at least in part by causing the combined image to be
displayed using a display (e.g., and/or an output device
1235). In some examples, the imaging system includes the
display (e.g., and/or an output device 1235).

[0191] In some examples, the imaging system is config-
ured to, and can, use the one or more trained ML models to
generate a reconstructed identity image and/or a recon-
structed attribute image based on the combined image. The
reconstructed identity image is a reconstruction of the iden-
tity image based on the combined image. The reconstructed
attribute image is a reconstruction of the attribute image
based on the combined image. Examples of the recon-
structed images include at least one of the reconstructed
images 285, the reconstructed identity image(s) 260, the
reconstructed attribute image(s) 265, the reconstructed
expression image(s) 270, the reconstructed image Y, 530,
the reconstructed image Y ..., 630, the reconstructed image
Y ..uc 635, the reconstructed image Y, 640, another recon-
structed image described herein, another image described
herein, or a combination thereof.

[0192] In some examples, the imaging system is config-
ured to, and can, update the one or more trained ML, models
based on a first comparison between the identity image and
the reconstructed identity image and based on a second
comparison between the attribute image and the recon-
structed attribute image.

[0193] Insome examples, the imaging system can include:
means for receiving an identity image depicting a first
person having an identity; means for receiving an attribute
image depicting a second person having an attribute; means
for using one or more trained machine learning (ML) models
to generate a combined image based on the identity image
and the attribute image, wherein the combined image depicts
a virtual person having the identity and the attribute; and
means for outputting the combined image.

[0194] In some examples, the means for receiving the
identity image and/or receiving the attribute image includes
the image capture and processing system 100, the image
capture device 105A, the image processing device 105B, the
image sensor 130, the sensor(s) 205, the input device 1245,
one or more other sensors described herein, or a combination
thereof. In some examples, the means for using the one or
more trained ML models to generate the combined image
include the image capture and processing system 100, the
image processing device 105B, the image processor 150, the
ISP 154, the host processor 152, the imaging system 200, the
imaging system 250, the image combination engine 225, the
reconstruction engine 255, the comparison engine 290, the
image synthesis engine 300, the multi-level attribute
encoder z,,(-) 390, the generator 395, the identity encoder
320, the expression encoder 325, the encoder 350, the
multi-channel adaptive attentional denormalization (MC-
AAD) residual block 360, the MC-AAD residual block 365,
the MC-AAD residual block 370, the MC-AAD residual
block 375, the MC-AAD layer system 400, the MC-AAD
layer 490, the image synthesis engine 520, the discriminator
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550, the image synthesis engine 615, the neural network
1000, the computing system 1200, the processor 1210, a
portion (e.g., component, element, and/or subroutine) of any
of the listed systems, another system described herein, or a
combination thereof. In some examples, the means for
outputting the combined image include the output device
1235 and/or the communication interface 1240.

[0195] In some examples, the processes described herein
(e.g., processes of FIGS. 1, 2A, 2B, 3, 4, 5A, 5B, 6A, 6B,
7, 8,9, 10, 11, and/or other process described herein) may
be performed by a computing device or apparatus. In some
examples, the processes described herein can be performed
by the image capture and processing system 100, the image
capture device 105A, the image processing device 105B, the
image processor 150, the ISP 154, the host processor 152,
the imaging system 200, the imaging system 250, the image
combination engine 225, the reconstruction engine 255, the
comparison engine 290, the image synthesis engine 300, the
multi-level attribute encoder z,,(-) 390, the generator 395,
the identity encoder 320, the expression encoder 325, the
encoder 350, the multi-channel adaptive attentional denor-
malization (MC-AAD) residual block 360, the MC-AAD
residual block 365, the MC-AAD residual block 370, the
MC-AAD residual block 375, the MC-AAD layer system
400, the MC-AAD layer 490, the image synthesis engine
520, the discriminator 550, the image synthesis engine 615,
the neural network 1000, the imaging system of FIG. 11, the
computing system 1200, the processor 1210, a portion (e.g.,
component, element, and/or subroutine) of any of the listed
systems, another system described herein, or a combination
thereof.

[0196] The computing device can include any suitable
device, such as a mobile device (e.g., a mobile phone), a
desktop computing device, a tablet computing device, a
wearable device (e.g., a VR headset, an AR headset, AR
glasses, a network-connected watch or smartwatch, or other
wearable device), a server computer, an autonomous vehicle
or computing device of an autonomous vehicle, a robotic
device, a television, and/or any other computing device with
the resource capabilities to perform the processes described
herein, including the processes of FIGS. 1, 2, 8, 9, and/or 10.
In some cases, the computing device or apparatus may
include various components, such as one or more input
devices, one or more output devices, one or more processors,
one or more MiCroprocessors, one or more microcomputers,
one or more cameras, one or more sensors, and/or other
component(s) that are configured to carry out the steps of
processes described herein. In some examples, the comput-
ing device may include a display, a network interface
configured to communicate and/or receive the data, any
combination thereof, and/or other component(s). The net-
work interface may be configured to communicate and/or
receive Internet Protocol (IP) based data or other type of
data.

[0197] The components of the computing device can be
implemented in circuitry. For example, the components can
include and/or can be implemented using electronic circuits
or other electronic hardware, which can include one or more
programmable electronic circuits (e.g., microprocessors,
graphics processing units (GPUs), digital signal processors
(DSPs), central processing units (CPUs), and/or other suit-
able electronic circuits), and/or can include and/or be imple-
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mented using computer software, firmware, or any combi-
nation thereof, to perform the various operations described
herein.

[0198] The processes described herein are illustrated as
logical flow diagrams, block diagrams, or conceptual dia-
grams, the operation of which represents a sequence of
operations that can be implemented in hardware, computer
instructions, or a combination thereof. In the context of
computer instructions, the operations represent computer-
executable instructions stored on one or more computer-
readable storage media that, when executed by one or more
processors, perform the recited operations. Generally, com-
puter-executable instructions include routines, programs,
objects, components, data structures, and the like that per-
form particular functions or implement particular data types.
The order in which the operations are described is not
intended to be construed as a limitation, and any number of
the described operations can be combined in any order
and/or in parallel to implement the processes.

[0199] Additionally, the processes described herein may
be performed under the control of one or more computer
systems configured with executable instructions and may be
implemented as code (e.g., executable instructions, one or
more computer programs, or one or more applications)
executing collectively on one or more processors, by hard-
ware, or combinations thereof. As noted above, the code
may be stored on a computer-readable or machine-readable
storage medium, for example, in the form of a computer
program comprising a plurality of instructions executable by
one or more processors. The computer-readable or machine-
readable storage medium may be non-transitory.

[0200] FIG. 12 is a diagram illustrating an example of a
system for implementing certain aspects of the present
technology. In particular, FIG. 12 illustrates an example of
computing system 1200, which can be for example any
computing device making up internal computing system, a
remote computing system, a camera, or any component
thereof in which the components of the system are in
communication with each other using connection 1205.
Connection 1205 can be a physical connection using a bus,
or a direct connection into processor 1210, such as in a
chipset architecture. Connection 1205 can also be a virtual
connection, networked connection, or logical connection.
[0201] Insome embodiments, computing system 1200 is a
distributed system in which the functions described in this
disclosure can be distributed within a datacenter, multiple
data centers, a peer network, etc. In some embodiments, one
or more of the described system components represents
many such components each performing some or all of the
function for which the component is described. In some
embodiments, the components can be physical or virtual
devices.

[0202] Example system 1200 includes at least one pro-
cessing unit (CPU or processor) 1210 and connection 1205
that couples various system components including system
memory 1215, such as read-only memory (ROM) 1220 and
random access memory (RAM) 1225 to processor 1210.
Computing system 1200 can include a cache 1212 of high-
speed memory connected directly with, in close proximity
to, or integrated as part of processor 1210.

[0203] Processor 1210 can include any general purpose
processor and a hardware service or software service, such
as services 1232, 1234, and 1236 stored in storage device
1230, configured to control processor 1210 as well as a
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special-purpose processor where software instructions are
incorporated into the actual processor design. Processor
1210 may essentially be a completely self-contained com-
puting system, containing multiple cores or processors, a
bus, memory controller, cache, etc. A multi-core processor
may be symmetric or asymmetric.

[0204] To enable user interaction, computing system 1200
includes an input device 1245, which can represent any
number of input mechanisms, such as a microphone for
speech, a touch-sensitive screen for gesture or graphical
input, keyboard, mouse, motion input, speech, etc. Comput-
ing system 1200 can also include output device 1235, which
can be one or more of a number of output mechanisms. In
some instances, multimodal systems can enable a user to
provide multiple types of input/output to communicate with
computing system 1200. Computing system 1200 can
include communications interface 1240, which can gener-
ally govern and manage the user input and system output.
The communication interface may perform or facilitate
receipt and/or transmission wired or wireless communica-
tions using wired and/or wireless transceivers, including
those making use of an audio jack/plug, a microphone
jack/plug, a universal serial bus (USB) port/plug, an Apple®
Lightning® port/plug, an Ethernet port/plug, a fiber optic
port/plug, a proprietary wired port/plug, a BLUETOOTH®
wireless signal transfer, a BLUETOOTH® low energy
(BLE) wireless signal transfer, an IBEACON® wireless
signal transfer, a radio-frequency identification (RFID)
wireless signal transfer, near-field communications (NFC)
wireless signal transfer, dedicated short range communica-
tion (DSRC) wireless signal transfer, 802.11 Wi-Fi wireless
signal transfer, wireless local area network (WLAN) signal
transfer, Visible Light Communication (VLC), Worldwide
Interoperability for Microwave Access (WiMAX), Infrared
(IR) communication wireless signal transfer, Public
Switched Telephone Network (PSTN) signal transfer, Inte-
grated Services Digital Network (ISDN) signal transfer,
3G/4G/5G/LTE cellular data network wireless signal trans-
fer, ad-hoc network signal transfer, radio wave signal trans-
fer, microwave signal transfer, infrared signal transfer, vis-
ible light signal transfer, ultraviolet light signal transfer,
wireless signal transfer along the electromagnetic spectrum,
or some combination thereof. The communications interface
1240 may also include one or more Global Navigation
Satellite System (GNSS) receivers or transceivers that are
used to determine a location of the computing system 1200
based on receipt of one or more signals from one or more
satellites associated with one or more GNSS systems. GNSS
systems include, but are not limited to, the US-based Global
Positioning System (GPS), the Russia-based Global Navi-
gation Satellite System (GLONASS), the China-based Bei-
Dou Navigation Satellite System (BDS), and the Europe-
based Galileo GNSS. There is no restriction on operating on
any particular hardware arrangement, and therefore the basic
features here may easily be substituted for improved hard-
ware or firmware arrangements as they are developed.

[0205] Storage device 1230 can be a non-volatile and/or
non-transitory and/or computer-readable memory device
and can be a hard disk or other types of computer readable
media which can store data that are accessible by a com-
puter, such as magnetic cassettes, flash memory cards, solid
state memory devices, digital versatile disks, cartridges, a
floppy disk, a flexible disk, a hard disk, magnetic tape, a
magnetic strip/stripe, any other magnetic storage medium,
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flash memory, memristor memory, any other solid-state
memory, a compact disc read only memory (CD-ROM)
optical disc, a rewritable compact disc (CD) optical disc,
digital video disk (DVD) optical disc, a blu-ray disc (BDD)
optical disc, a holographic optical disk, another optical
medium, a secure digital (SD) card, a micro secure digital
(microSD) card, a Memory Stick® card, a smartcard chip, a
EMV chip, a subscriber identity module (SIM) card, a
mini/micro/nano/pico SIM card, another integrated circuit
(IC) chip/card, random access memory (RAM), static RAM
(SRAM), dynamic RAM (DRAM), read-only memory
(ROM), programmable read-only memory (PROM), eras-
able programmable read-only memory (EPROM), electri-
cally erasable programmable read-only memory (EE-
PROM), flash EPROM (FLASHEPROM), cache memory
(L1/12/13/14/15/L#), resistive random-access memory
(RRAM/ReRAM), phase change memory (PCM), spin
transfer torque RAM (STT-RAM), another memory chip or
cartridge, and/or a combination thereof.

[0206] The storage device 1230 can include software
services, servers, services, etc., that when the code that
defines such software is executed by the processor 1210, it
causes the system to perform a function. In some embodi-
ments, a hardware service that performs a particular function
can include the software component stored in a computer-
readable medium in connection with the necessary hardware
components, such as processor 1210, connection 1205,
output device 1235, etc., to carry out the function.

[0207] As used herein, the term “computer-readable
medium” includes, but is not limited to, portable or non-
portable storage devices, optical storage devices, and vari-
ous other mediums capable of storing, containing, or carry-
ing instruction(s) and/or data. A computer-readable medium
may include a non-transitory medium in which data can be
stored and that does not include carrier waves and/or tran-
sitory electronic signals propagating wirelessly or over
wired connections. Examples of a non-transitory medium
may include, but are not limited to, a magnetic disk or tape,
optical storage media such as compact disk (CD) or digital
versatile disk (DVD), flash memory, memory or memory
devices. A computer-readable medium may have stored
thereon code and/or machine-executable instructions that
may represent a procedure, a function, a subprogram, a
program, a routine, a subroutine, a module, a software
package, a class, or any combination of instructions, data
structures, or program statements. A code segment may be
coupled to another code segment or a hardware circuit by
passing and/or receiving information, data, arguments,
parameters, or memory contents. Information, arguments,
parameters, data, etc. may be passed, forwarded, or trans-
mitted using any suitable means including memory sharing,
message passing, token passing, network transmission, or
the like.

[0208] In some embodiments the computer-readable stor-
age devices, mediums, and memories can include a cable or
wireless signal containing a bit stream and the like. How-
ever, when mentioned, non-transitory computer-readable
storage media expressly exclude media such as energy,
carrier signals, electromagnetic waves, and signals per se.
[0209] Specific details are provided in the description
above to provide a thorough understanding of the embodi-
ments and examples provided herein. However, it will be
understood by one of ordinary skill in the art that the
embodiments may be practiced without these specific
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details. For clarity of explanation, in some instances the
present technology may be presented as including individual
functional blocks including functional blocks comprising
devices, device components, steps or routines in a method
embodied in software, or combinations of hardware and
software. Additional components may be used other than
those shown in the figures and/or described herein. For
example, circuits, systems, networks, processes, and other
components may be shown as components in block diagram
form in order not to obscure the embodiments in unneces-
sary detail. In other instances, well-known circuits, pro-
cesses, algorithms, structures, and techniques may be shown
without unnecessary detail in order to avoid obscuring the
embodiments.

[0210] Individual embodiments may be described above
as a process or method which is depicted as a flowchart, a
flow diagram, a data flow diagram, a structure diagram, or
a block diagram. Although a flowchart may describe the
operations as a sequential process, many of the operations
can be performed in parallel or concurrently. In addition, the
order of the operations may be re-arranged. A process is
terminated when its operations are completed, but could
have additional steps not included in a figure. A process may
correspond to a method, a function, a procedure, a subrou-
tine, a subprogram, etc. When a process corresponds to a
function, its termination can correspond to a return of the
function to the calling function or the main function.
[0211] Processes and methods according to the above-
described examples can be implemented using computer-
executable instructions that are stored or otherwise available
from computer-readable media. Such instructions can
include, for example, instructions and data which cause or
otherwise configure a general purpose computer, special
purpose computer, or a processing device to perform a
certain function or group of functions. Portions of computer
resources used can be accessible over a network. The
computer executable instructions may be, for example,
binaries, intermediate format instructions such as assembly
language, firmware, source code, etc. Examples of com-
puter-readable media that may be used to store instructions,
information used, and/or information created during meth-
ods according to described examples include magnetic or
optical disks, flash memory, USB devices provided with
non-volatile memory, networked storage devices, and so on.
[0212] Devices implementing processes and methods
according to these disclosures can include hardware, soft-
ware, firmware, middleware, microcode, hardware descrip-
tion languages, or any combination thereof, and can take any
of'a variety of form factors. When implemented in software,
firmware, middleware, or microcode, the program code or
code segments to perform the necessary tasks (e.g., a com-
puter-program product) may be stored in a computer-read-
able or machine-readable medium. A processor(s) may per-
form the necessary tasks. Typical examples of form factors
include laptops, smart phones, mobile phones, tablet devices
or other small form factor personal computers, personal
digital assistants, rackmount devices, standalone devices,
and so on. Functionality described herein also can be
embodied in peripherals or add-in cards. Such functionality
can also be implemented on a circuit board among different
chips or different processes executing in a single device, by
way of further example.

[0213] The instructions, media for conveying such instruc-
tions, computing resources for executing them, and other
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structures for supporting such computing resources are
example means for providing the functions described in the
disclosure.

[0214] In the foregoing description, aspects of the appli-
cation are described with reference to specific embodiments
thereof, but those skilled in the art will recognize that the
application is not limited thereto. Thus, while illustrative
embodiments of the application have been described in
detail herein, it is to be understood that the inventive
concepts may be otherwise variously embodied and
employed, and that the appended claims are intended to be
construed to include such variations, except as limited by the
prior art. Various features and aspects of the above-described
application may be used individually or jointly. Further,
embodiments can be utilized in any number of environments
and applications beyond those described herein without
departing from the broader spirit and scope of the specifi-
cation. The specification and drawings are, accordingly, to
be regarded as illustrative rather than restrictive. For the
purposes of illustration, methods were described in a par-
ticular order. It should be appreciated that in alternate
embodiments, the methods may be performed in a different
order than that described.

[0215] One of ordinary skill will appreciate that the less
than (“<”) and greater than (“>") symbols or terminology
used herein can be replaced with less than or equal to (“<™)
and greater than or equal to (“2”) symbols, respectively,
without departing from the scope of this description.
[0216] Where components are described as being “con-
figured to” perform certain operations, such configuration
can be accomplished, for example, by designing electronic
circuits or other hardware to perform the operation, by
programming programmable electronic circuits (e.g., micro-
processors, or other suitable electronic circuits) to perform
the operation, or any combination thereof.

[0217] The phrase “coupled to” refers to any component
that is physically connected to another component either
directly or indirectly, and/or any component that is in
communication with another component (e.g., connected to
the other component over a wired or wireless connection,
and/or other suitable communication interface) either
directly or indirectly.

[0218] Claim language or other language reciting “at least
one of” a set and/or “one or more” of a set indicates that one
member of the set or multiple members of the set (in any
combination) satisfy the claim. For example, claim language
reciting “at least one of A and B” means A, B, or A and B.
In another example, claim language reciting “at least one of
A, B,and C”means A, B, C,or Aand B, or A and C, or B
and C, or A and B and C. The language “at least one of” a
set and/or “one or more” of a set does not limit the set to the
items listed in the set. For example, claim language reciting
“at least one of A and B” can mean A, B, or A and B, and
can additionally include items not listed in the set of A and
B.

[0219] The various illustrative logical blocks, modules,
circuits, and algorithm steps described in connection with
the embodiments disclosed herein may be implemented as
electronic hardware, computer software, firmware, or com-
binations thereof. To clearly illustrate this interchangeability
of hardware and software, various illustrative components,
blocks, modules, circuits, and steps have been described
above generally in terms of their functionality. Whether such
functionality is implemented as hardware or software
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depends upon the particular application and design con-
straints imposed on the overall system. Skilled artisans may
implement the described functionality in varying ways for
each particular application, but such implementation deci-
sions should not be interpreted as causing a departure from
the scope of the present application.

[0220] The techniques described herein may also be
implemented in electronic hardware, computer software,
firmware, or any combination thereof. Such techniques may
be implemented in any of a variety of devices such as
general purposes computers, wireless communication
device handsets, or integrated circuit devices having mul-
tiple uses including application in wireless communication
device handsets and other devices. Any features described as
modules or components may be implemented together in an
integrated logic device or separately as discrete but interop-
erable logic devices. If implemented in software, the tech-
niques may be realized at least in part by a computer-
readable data storage medium comprising program code
including instructions that, when executed, performs one or
more of the methods described above. The computer-read-
able data storage medium may form part of a computer
program product, which may include packaging materials.
The computer-readable medium may comprise memory or
data storage media, such as random access memory (RAM)
such as synchronous dynamic random access memory
(SDRAM), read-only memory (ROM), non-volatile random
access memory (NVRAM), electrically erasable program-
mable read-only memory (EEPROM), FLASH memory,
magnetic or optical data storage media, and the like. The
techniques additionally, or alternatively, may be realized at
least in part by a computer-readable communication medium
that carries or communicates program code in the form of
instructions or data structures and that can be accessed, read,
and/or executed by a computer, such as propagated signals
or waves.

[0221] The program code may be executed by a processor,
which may include one or more processors, such as one or
more digital signal processors (DSPs), general purpose
microprocessors, an application specific integrated circuits
(ASICs), field programmable logic arrays (FPGAs), or other
equivalent integrated or discrete logic circuitry. Such a
processor may be configured to perform any of the tech-
niques described in this disclosure. A general purpose pro-
cessor may be a microprocessor; but in the alternative, the
processor may be any conventional processor, controller,
microcontroller, or state machine. A processor may also be
implemented as a combination of computing devices, e.g., a
combination of a DSP and a microprocessor, a plurality of
microprocessors, one or more MiCroprocessors in conjunc-
tion with a DSP core, or any other such configuration.
Accordingly, the term “processor,” as used herein may refer
to any of the foregoing structure, any combination of the
foregoing structure, or any other structure or apparatus
suitable for implementation of the techniques described
herein. In addition, in some aspects, the functionality
described herein may be provided within dedicated software
modules or hardware modules configured for encoding and
decoding, or incorporated in a combined video encoder-
decoder (CODEC).

[0222] Illustrative aspects of the disclosure include:

[0223] Aspect 1: An extended reality (XR) system, the
apparatus comprising: a memory; and one or more proces-
sors coupled to the memory, the one or more processors
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configured to: receive an identity image depicting a first
person having an identity; receive an attribute image depict-
ing a second person having an attribute; use one or more
trained machine learning (ML) models to generate a com-
bined image based on the identity image and the attribute
image, wherein the combined image depicts a virtual person
having the identity and the attribute; and output the com-
bined image.

[0224] Aspect 2. The apparatus of Aspect 1, wherein the
first person is distinct from the second person.

[0225] Aspect 3. The apparatus of any of Aspects 1 to 2,
wherein the one or more processors are configured to:
receive an expression image depicting a third person having
an expression, wherein, to generate the combined image, the
one or more processors are configured to use one or more
trained ML models to generate the combined image based on
the identity image and the attribute image and the expression
image, wherein the combined image depicts the virtual
person having the identity and the attribute and the expres-
sion.

[0226] Aspect 4. The apparatus of any of Aspects 1 to 3,
wherein the third person is distinct from the first person and
the second person.

[0227] Aspect 5. The apparatus of any of Aspects 1 to 4,
wherein the one or more processors are configured to:
receive a second attribute image depicting a third person
having a second attribute, wherein, to generate the combined
image, the one or more processors are configured to use one
or more trained ML models to generate the combined image
based on the identity image and the attribute image and the
second attribute image, wherein the combined image depicts
the virtual person having the identity and the attribute and
the second attribute.

[0228] Aspect 6. The apparatus of any of Aspects 1 to 5,
wherein the third person is distinct from the first person and
the second person.

[0229] Aspect 7. The apparatus of any of Aspects 1 to 6,
wherein the second attribute is distinct from the attribute.
[0230] Aspect 8. The apparatus of any of Aspects 1 to 7,
wherein the attribute is of an attribute category, wherein the
virtual person in the combined image also includes the
attribute of the attribute category, wherein the attribute
category includes at least one of a facial feature, a charac-
teristic of a facial feature, a worn accessory, a hairstyle, an
age, a head pose, a body pose, a facial expression, a gender,
or a sex.

[0231] Aspect 9. The apparatus of any of Aspects 1 to 8,
wherein the attribute includes a facial feature of a face of the
second person as depicted in the attribute image, wherein a
face of the virtual person in the combined image also
includes the facial feature.

[0232] Aspect 10. The apparatus of any of Aspects 110 9,
wherein the attribute includes a characteristic of a facial
feature of a face of the second person as depicted in the
attribute image, wherein a face of the virtual person in the
combined image also includes the facial feature with the
characteristic.

[0233] Aspect 11. The apparatus of any of Aspects 1 to 10,
wherein the attribute includes an accessory worn by the
second person as depicted in the attribute image, wherein the
virtual person in the combined image also wears the acces-
sory.

[0234] Aspect 12. The apparatus of any of Aspects 1 to 11,
wherein the attribute includes a style of hair of the second
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person as depicted in the attribute image, wherein hair of the
virtual person in the combined image also has the style.

[0235] Aspect 13. The apparatus of any of Aspects 1 to 12,
wherein the attribute includes an age of the second person as
depicted in the attribute image, wherein the virtual person in
the combined image also has the age.

[0236] Aspect 14. The apparatus of any of Aspects 1 to 13,
wherein the attribute includes a pose of a head of the second
person as depicted in the attribute image, wherein a head of
the virtual person in the combined image also has the pose.

[0237] Aspect 15. The apparatus of any of Aspects 1 to 14,
wherein the attribute includes an expression of a face the
second person as depicted in the attribute image, wherein the
face of the virtual person in the combined image also has the
expression.

[0238] Aspect 16. The apparatus of any of Aspects 1 to 15,
wherein the one or more processors are configured to:
extract one or more identity features from the identity image
using one or more identity encoders; and extract one or more
attribute features from the identity image using one or more
attribute encoders, wherein, to generate the combined
image, the one or more processors are configured to use the
one or more identity features and the one or more attribute
features as inputs to the one or more trained machine
learning (ML) models.

[0239] Aspect 17. The apparatus of any of Aspects 1 to 16,
wherein, to generate the combined image, the one or more
processors are configured to use one or more multi-channel
adaptive attentional denormalization (MC-AAD) layers to
adjust one or more regions of a face based on at least one of
based on one or more features from at least one of the
identity image or the attribute image, wherein the one or
more MC-AAD layers include the one or more trained
machine learning (ML) models.

[0240] Aspect 18. The apparatus of any of Aspects 1 to 17,
wherein, to generate the combined image, the one or more
processors are configured to modify the identity image to
incorporate the attribute from the attribute image.

[0241] Aspect 19. The apparatus of any of Aspects 1 to 18,
wherein, to generate the combined image, the one or more
processors are configured to modify the attribute image to
incorporate the identity from the identity image.

[0242] Aspect 20. The apparatus of any of Aspects 1 to 19,
wherein, to generate the combined image, the one or more
processors are configured to denormalize the identity and the
attribute using the one or more trained ML models.

[0243] Aspect21. The apparatus of any of Aspects 1 to 20,
wherein, to generate the combined image, the one or more
processors are configured to denormalize and renormalize
the identity and the attribute using the one or more trained
ML models.

[0244] Aspect 22. The apparatus of any of Aspects 1 to 21,
wherein, to generate the combined image, the one or more
processors are configured to minimize classification of the
combined image as synthesized by a discriminator that is
configured to determine whether an input to the discrimi-
nator is synthesized or depicts a real person.

[0245] Aspect 23. The apparatus of any of Aspects 1 to 22,
wherein the one or more trained machine learning (ML)
models are trained using a cycle-consistency process in
which the one or more trained machine learning (ML)
models reconstruct one or more source images from one or
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more previously-combined images previously generated
using the one or more trained machine learning (ML)
models.

[0246] Aspect 24. The apparatus of any of Aspects 1 to 23,
wherein the one or more processors are configured to: train
a second set of one or more ML models based on the
combined image, wherein the second set of one or more MLL
models is associated with a discriminator, wherein training
the second set of one or more ML models trains the
discriminator to classify the combined image as synthesized.
[0247] Aspect 25. The apparatus of any of Aspects 1 to 24,
wherein the one or more processors are configured to: use
the one or more trained ML, models to generate at least one
of a reconstructed identity image or a reconstructed attribute
image based on the combined image, wherein the recon-
structed identity image is a reconstruction of the identity
image based on the combined image, wherein the recon-
structed attribute image is a reconstruction of the attribute
image based on the combined image.

[0248] Aspect 26. The apparatus of any of Aspects 1 to 25,
wherein the one or more processors are configured to: train
the one or more ML models to generate the combined image
so that the discriminator classifies the combined image as
depicting a real person.

[0249] Aspect 27. The apparatus of any of Aspects 1 to 26,
wherein the one or more processors are configured to:
update the one or more trained ML models based on a first
comparison between the identity image and the recon-
structed identity image and based on a second comparison
between the attribute image and the reconstructed attribute
image.

[0250] Aspect 28. The apparatus of any of Aspects 1 to 27,
wherein, to generate the combined image, the one or more
processors are configured to generate a combined video,
wherein the combined image is a video frame of the com-
bined video.

[0251] Aspect 29. The apparatus of any of Aspects 1 to 28,
wherein, to output the combined image, the one or more
processors are configured to send the combined image to a
recipient device.

[0252] Aspect 30. The apparatus of any of Aspects 1 to 29,
wherein, to output the combined image, the one or more
processors are configured to cause the combined image to be
displayed using a display.

[0253] Aspect31. The apparatus of any of Aspects 1 to 30,
wherein the apparatus includes at least one of a mobile
handset, a wireless communication device, and a head-
mounted display.

[0254] Aspect 32. A method of image processing, the
method comprising: receiving an identity image depicting a
first person having an identity; receiving an attribute image
depicting a second person having an attribute; using one or
more trained machine learning (ML) models to generate a
combined image based on the identity image and the attri-
bute image, wherein the combined image depicts a virtual
person having the identity and the attribute; and outputting
the combined image.

[0255] Aspect 33. The method of Aspect 32, wherein the
first person is distinct from the second person.

[0256] Aspect 34. The method of any of Aspects 32 to 33,
further comprising: receiving an expression image depicting
a third person having an expression, wherein, generating the
combined image includes using the one or more trained ML
models to generate the combined image based on the iden-
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tity image and the attribute image and the expression image,
wherein the combined image depicts the virtual person
having the identity and the attribute and the expression.
[0257] Aspect 35. The method of any of Aspects 32 to 34,
wherein the third person is distinct from the first person and
the second person.

[0258] Aspect 36. The method of any of Aspects 32 to 35,
further comprising: receiving a second attribute image
depicting a third person having a second attribute, wherein
generating the combined image includes using the one or
more trained ML, models to generate the combined image
based on the identity image and the attribute image and the
second attribute image, wherein the combined image depicts
the virtual person having the identity and the attribute and
the second attribute.

[0259] Aspect 37. The method of any of Aspects 32 to 36,
wherein the third person is distinct from the first person and
the second person.

[0260] Aspect 38. The method of any of Aspects 32 to 37,
wherein the second attribute is distinct from the attribute.
[0261] Aspect 39. The method of any of Aspects 32 to 38,
wherein the attribute is of an attribute category, wherein the
virtual person in the combined image also includes the
attribute of the attribute category, wherein the attribute
category includes at least one of a facial feature, a charac-
teristic of a facial feature, a worn accessory, a hairstyle, an
age, a head pose, a body pose, a facial expression, a gender,
or a sex.

[0262] Aspect 40. The method of any of Aspects 32 to 39,
wherein the attribute includes a facial feature of a face of the
second person as depicted in the attribute image, wherein a
face of the virtual person in the combined image also
includes the facial feature.

[0263] Aspect 41. The method of any of Aspects 32 to 40,
wherein the attribute includes a characteristic of a facial
feature of a face of the second person as depicted in the
attribute image, wherein a face of the virtual person in the
combined image also includes the facial feature with the
characteristic.

[0264] Aspect 42. The method of any of Aspects 32 to 41,
wherein the attribute includes an accessory worn by the
second person as depicted in the attribute image, wherein the
virtual person in the combined image also wears the acces-
sory.

[0265] Aspect 43. The method of any of Aspects 32 to 42,
wherein the attribute includes a style of hair of the second
person as depicted in the attribute image, wherein hair of the
virtual person in the combined image also has the style.
[0266] Aspect 44. The method of any of Aspects 32 to 43,
wherein the attribute includes an age of the second person as
depicted in the attribute image, wherein the virtual person in
the combined image also has the age.

[0267] Aspect 45. The method of any of Aspects 32 to 44,
wherein the attribute includes a pose of a head of the second
person as depicted in the attribute image, wherein a head of
the virtual person in the combined image also has the pose.
[0268] Aspect 46. The method of any of Aspects 32 to 45,
wherein the attribute includes an expression of a face the
second person as depicted in the attribute image, wherein the
face of the virtual person in the combined image also has the
expression.

[0269] Aspect 47. The method of any of Aspects 32 to 46,
further comprising: extracting one or more identity features
from the identity image using one or more identity encoders;
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and extracting one or more attribute features from the
identity image using one or more attribute encoders, wherein
generating the combined image includes using the one or
more identity features and the one or more attribute features
as inputs to the one or more trained machine learning (ML)
models.

[0270] Aspect 48. The method of any of Aspects 32 to 47,
wherein generating the combined image includes using one
or more multi-channel adaptive attentional denormalization
(MC-AAD) layers to adjust one or more regions of a face
based on at least one of based on one or more features from
at least one of the identity image or the attribute image,
wherein the one or more MC-AAD layers include the one or
more trained machine learning (ML) models.

[0271] Aspect 49. The method of any of Aspects 32 to 48,
wherein generating the combined image includes modifying
the identity image to incorporate the attribute from the
attribute image.

[0272] Aspect 50. The method of any of Aspects 32 to 49,
wherein generating the combined image includes modifying
the attribute image to incorporate the identity from the
identity image.

[0273] Aspect 51. The method of any of Aspects 32 to 50,
wherein generating the combined image includes denormal-
izing the identity and the attribute using the one or more
trained ML models.

[0274] Aspect 52. The method of any of Aspects 32 to 51,
wherein generating the combined image includes denormal-
izing and renormalizing the identity and the attribute using
the one or more trained ML models.

[0275] Aspect 53. The method of any of Aspects 32 to 52,
wherein generating the combined image includes minimiz-
ing classification of the combined image as synthesized by
a discriminator that is configured to determine whether an
input to the discriminator is synthesized or depicts a real
person.

[0276] Aspect 54. The method of any of Aspects 32 to 53,
wherein the one or more trained machine learning (ML)
models are trained using a cycle-consistency process in
which the one or more trained machine learning (ML)
models reconstruct one or more source images from one or
more previously-combined images previously generated
using the one or more trained machine learning (ML)
models.

[0277] Aspect 55. The method of any of Aspects 32 to 54,
further comprising: training a second set of one or more ML
models based on the combined image, wherein the second
set of one or more ML models is associated with a discrimi-
nator, wherein training the second set of one or more ML
models trains the discriminator to classify the combined
image as synthesized.

[0278] Aspect 56. The method of any of Aspects 32 to 55,
further comprising: training the one or more ML models to
generate the combined image so that the discriminator
classifies the combined image as depicting a real person.
[0279] Aspect 57. The method of any of Aspects 32 to 56,
further comprising: using the one or more trained ML
models to generate at least one of a reconstructed identity
image or a reconstructed attribute image based on the
combined image, wherein the reconstructed identity image
is a reconstruction of the identity image based on the
combined image, wherein the reconstructed attribute image
is a reconstruction of the attribute image based on the
combined image.



US 2023/0252687 Al

[0280] Aspect 58. The method of any of Aspects 32 to 57,
further comprising: updating the one or more trained ML
models based on a first comparison between the identity
image and the reconstructed identity image and based on a
second comparison between the attribute image and the
reconstructed attribute image.
[0281] Aspect 59. The method of any of Aspects 32 to 58,
wherein generating the combined image includes generating
a combined video, wherein the combined image is a video
frame of the combined video.
[0282] Aspect 60. The method of any of Aspects 32 to 59,
wherein outputting the combined image sending the com-
bined image to a recipient device.
[0283] Aspect 61. The method of any of Aspects 32 to 60,
wherein outputting the combined image causing the com-
bined image to be displayed using a display.
[0284] Aspect 62. The method of any of Aspects 32 to 61,
wherein the method is performed using an apparatus that
includes at least one of a mobile handset, a wireless com-
munication device, and a head-mounted display.
[0285] Aspect 63: A non-transitory computer-readable
medium having stored thereon instructions that, when
executed by one or more processors, cause the one or more
processors to: receive an identity image depicting a first
person having an identity; receive an attribute image depict-
ing a second person having an attribute; use one or more
trained machine learning (ML) models to generate a com-
bined image based on the identity image and the attribute
image, wherein the combined image depicts a virtual person
having the identity and the attribute; and output the com-
bined image.
[0286] Aspect 64: The non-transitory computer-readable
medium of Aspect 64, further comprising any of Aspects 2
to 31, and/or any of Aspects 33 to 62.
[0287] Aspect 65: An apparatus for image processing, the
apparatus comprising: means for receiving an identity image
depicting a first person having an identity; means for receiv-
ing an attribute image depicting a second person having an
attribute; means for using one or more trained machine
learning (ML) models to generate a combined image based
on the identity image and the attribute image, wherein the
combined image depicts a virtual person having the identity
and the attribute; and means for outputting the combined
image.
[0288] Aspect 66: The apparatus of Aspect 65, further
comprising any of Aspects 2 to 31, and/or any of Aspects 33
to 62.
What is claimed is:
1. An apparatus for image processing, the apparatus
comprising:
at least one memory; and
one or more processors coupled to the at least one
memory, the one or more processors configured to:
receive an identity image depicting a first person hav-
ing an identity;
receive an attribute image depicting a second person
having an attribute;
use one or more trained machine learning (ML) models
to generate a combined image based on the identity
image and the attribute image, wherein the combined
image depicts a virtual person having the identity
and the attribute; and
output the combined image.
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2. The apparatus of claim 1, wherein the first person is
distinct from the second person.
3. The apparatus of claim 1, wherein the one or more
processors are configured to:
receive an expression image depicting a third person
having an expression, wherein, to generate the com-
bined image, the one or more processors are configured
to use the one or more trained ML models to generate
the combined image based on the identity image and
the attribute image and the expression image, wherein
the combined image depicts the virtual person having
the identity and the attribute and the expression.
4. The apparatus of claim 3, wherein the third person is
distinct from the first person and the second person.
5. The apparatus of claim 1, wherein the one or more
processors are configured to:
receive a second attribute image depicting a third person
having a second attribute that is distinct from the
attribute, wherein, to generate the combined image, the
one or more processors are configured to use the one or
more trained ML models to generate the combined
image based on the identity image and the attribute
image and the second attribute image, wherein the
combined image depicts the virtual person having the
identity and the attribute and the second attribute.
6. The apparatus of claim 1, wherein the attribute is of an
attribute category, wherein the virtual person in the com-
bined image also includes the attribute of the attribute
category, wherein the attribute category includes at least one
of a facial feature, a characteristic of a facial feature, a worn
accessory, a hairstyle, an age, a head pose, a body pose, a
facial expression, a gender, or a sex.
7. The apparatus of claim 1, wherein the one or more
processors are configured to:
extract one or more identity features from the identity
image using one or more identity encoders; and

extract one or more attribute features from the identity
image using one or more attribute encoders, wherein, to
generate the combined image, the one or more proces-
sors are configured to use the one or more identity
features and the one or more attribute features as inputs
to the one or more trained machine learning (ML)
models.

8. The apparatus of claim 1, wherein, to generate the
combined image, the one or more processors are configured
to use one or more multi-channel adaptive attentional denor-
malization (MC-AAD) layers to adjust one or more regions
of a face based on at least one of based on one or more
features from at least one of the identity image or the
attribute image, wherein the one or more MC-AAD layers
include the one or more trained machine learning (ML)
models.

9. The apparatus of claim 1, wherein, to generate the
combined image, the one or more processors are configured
to modity the identity image to incorporate the attribute
from the attribute image.

10. The apparatus of claim 1, wherein, to generate the
combined image, the one or more processors are configured
to modity the attribute image to incorporate the identity
from the identity image.

11. The apparatus of claim 1, wherein, to generate the
combined image, the one or more processors are configured
to denormalize the identity and the attribute using the one or
more trained ML models.
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12. The apparatus of claim 1, wherein, to generate the
combined image, the one or more processors are configured
to denormalize and renormalize the identity and the attribute
using the one or more trained ML models.

13. The apparatus of claim 1, wherein, to generate the
combined image, the one or more processors are configured
to minimize classification of the combined image as syn-
thesized by a discriminator that is configured to determine
whether an input to the discriminator is synthesized or
depicts a real person.

14. The apparatus of claim 1, wherein the one or more
trained machine learning (ML) models are trained using a
cycle-consistency process in which the one or more trained
machine learning (ML) models reconstruct one or more
source images from one or more previously-combined
images previously generated using the one or more trained
machine learning (ML) models.

15. The apparatus of claim 1, wherein the one or more
processors are configured to:

train a second set of one or more ML models based on the

combined image, wherein the second set of one or more
ML models is associated with a discriminator, wherein
training the second set of one or more ML models trains
the discriminator to classify the combined image as
synthesized.

16. The apparatus of claim 1, wherein the one or more
processors are configured to:

use the one or more trained ML, models to generate at least

one of a reconstructed identity image or a reconstructed
attribute image based on the combined image, wherein
the reconstructed identity image is a reconstruction of
the identity image based on the combined image,
wherein the reconstructed attribute image is a recon-
struction of the attribute image based on the combined
image.

17. The apparatus of claim 16, wherein the one or more
processors are configured to:

update the one or more trained ML models based on a first

comparison between the identity image and the recon-
structed identity image and based on a second com-
parison between the attribute image and the recon-
structed attribute image.

18. The apparatus of claim 1, wherein, to generate the
combined image, the one or more processors are configured
to generate a combined video, wherein the combined image
is a video frame of the combined video.

19. The apparatus of claim 1, wherein, to output the
combined image, the one or more processors are configured
to send the combined image to a recipient device.

20. The apparatus of claim 1, wherein, to output the
combined image, the one or more processors are configured
to cause the combined image to be displayed using a display.

21. The apparatus of claim 1, wherein the apparatus
includes at least one of a mobile handset, a wireless com-
munication device, and a head-mounted display.

22. A method of image processing, the method compris-
ing:

receiving an identity image depicting a first person having

an identity;

receiving an attribute image depicting a second person

having an attribute;

using one or more trained machine learning (ML) models

to generate a combined image based on the identity
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image and the attribute image, wherein the combined
image depicts a virtual person having the identity and
the attribute; and
outputting the combined image.
23. The method of claim 22, further comprising:
receiving an expression image depicting a third person
having an expression, wherein, generating the com-
bined image includes using the one or more trained ML
models to generate the combined image based on the
identity image and the attribute image and the expres-
sion image, wherein the combined image depicts the
virtual person having the identity and the attribute and
the expression.
24. The method of claim 22, further comprising:
receiving a second attribute image depicting a third per-
son having a second attribute, wherein generating the
combined image includes using the one or more trained
ML models to generate the combined image based on
the identity image and the attribute image and the
second attribute image, wherein the combined image
depicts the virtual person having the identity and the
attribute and the second attribute.
25. The method of claim 22, wherein the attribute is of an
attribute category, wherein the virtual person in the com-
bined image also includes the attribute of the attribute
category, wherein the attribute category includes at least one
of a facial feature, a characteristic of a facial feature, a worn
accessory, a hairstyle, an age, a head pose, a body pose, a
facial expression, a gender, or a sex.
26. The method of claim 22, further comprising:
extracting one or more identity features from the identity
image using one or more identity encoders; and

extracting one or more attribute features from the identity
image using one or more attribute encoders, wherein
generating the combined image includes using the one
or more identity features and the one or more attribute
features as inputs to the one or more trained machine
learning (ML) models.

27. The method of claim 22, wherein generating the
combined image includes using one or more multi-channel
adaptive attentional denormalization (MC-AAD) layers to
adjust one or more regions of a face based on at least one of
based on one or more features from at least one of the
identity image or the attribute image, wherein the one or
more MC-AAD layers include the one or more trained
machine learning (ML) models.

28. The method of claim 22, wherein generating the
combined image includes at least one of denormalizing or
renormalizing the identity and the attribute using the one or
more trained ML models.

29. The method of claim 22, wherein the one or more
trained machine learning (ML) models are trained using a
cycle-consistency process in which the one or more trained
machine learning (ML) models reconstruct one or more
source images from one or more previously-combined
images previously generated using the one or more trained
machine learning (ML) models.

30. The method of claim 22, further comprising:

using the one or more trained ML models to generate at

least one of a reconstructed identity image or a recon-
structed attribute image based on the combined image,
wherein the reconstructed identity image is a recon-
struction of the identity image based on the combined
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image, wherein the reconstructed attribute image is a
reconstruction of the attribute image based on the
combined image.
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