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(57) ABSTRACT

An image rendering method includes the steps below. A
model of an environmental object is rendered to obtain an
image of the environmental object in a target perspective. An
image of a target object in the target perspective and a model
of the target object are determined according to a neural
radiance field of the target object. The image of the target
object is fused and rendered into the image of the environ-
mental object according to the model of the target object.
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IMAGE RENDERING METHOD,
ELECTRONIC DEVICE, AND STORAGE
MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATION(S)

[0001] This application claims priority to Chinese Patent
Application No. 202210721378.5 filed Jun. 24, 2022, the
disclosure of which is incorporated herein by reference in its
entirety.

TECHNICAL FIELD

[0002] The present disclosure relates to the field of com-
puters and, in particular, to the field of artificial intelligence
technology specifically including augmented reality (AR),
virtual reality (VR), computer vision, and deep learning, and
can be applied to scenarios such as an avatar and a meta-
verse, for example, an image rendering method and appa-
ratus, an electronic device, and a storage medium.

BACKGROUND

[0003] Computer graphics (CG) is a science that uses a
mathematical algorithm to transform a two-dimensional or
three-dimensional graphic into a mesh form of a computer
display. A CG rendering pipeline is an independent parallel
processing unit for processing graphic signals inside a
display chip and is used for transforming an object model in
three-dimensional space into an object image in a two-
dimensional plane.

SUMMARY

[0004] The present disclosure provides an image render-
ing method and apparatus, an electronic device, and a
storage medium.

[0005] According to one aspect of the present disclosure,
an image rendering method is provided. The method
includes the steps below.

[0006] A model of an environmental object is rendered to
obtain an image of the environmental object in a target
perspective.

[0007] Animage of atarget object in the target perspective
and a model of the target object are determined according to
a neural radiance field of the target object.

[0008] The image of the target object is fused and rendered
into the image of the environmental object according to the
model of the target object.

[0009] According to another aspect of the present disclo-
sure, an electronic device is provided.

[0010] The electronic device includes at least one proces-
sor; and a memory communicatively connected to the at
least one processor.

[0011] The memory stores instructions executable by the
at least one processor. The instructions are executed by the
at least one processor to cause the at least one processor to
execute the image rendering method provided in any
embodiment of the present disclosure.

[0012] According to another aspect of the present disclo-
sure, a non-transitory computer-readable storage medium
storing computer instructions is provided. The computer
instructions are configured to cause a computer to execute
the image rendering method provided in any embodiment of
the present disclosure.
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[0013] It is to be understood that the content described in
this part is neither intended to

[0014] identify key or important features of the embodi-
ments of the present disclosure nor intended to limit the
scope of the present disclosure. Other features of the present
disclosure are apparent from the description provided here-
inafter.

BRIEF DESCRIPTION OF DRAWINGS

[0015] The drawings are intended to provide a better
understanding of the solutions and not to limit the present
disclosure. In the drawings:

[0016] FIG. 1A is a flowchart of an image rendering
method according to an embodiment of the present disclo-
sure.

[0017] FIG. 1B is a schematic diagram of a CG rendering
pipeline in the related art.

[0018] FIG. 2 is a flowchart of another image rendering
method according to an embodiment of the present disclo-
sure.

[0019] FIG. 3A is a flowchart of another image rendering
method according to an embodiment of the present disclo-
sure.

[0020] FIG. 3B is a schematic diagram of fusing and
rendering a neural rendering and a CG rendering pipeline
according to an embodiment of the present disclosure.
[0021] FIG. 4 is a structure diagram of an image rendering
apparatus according to an embodiment of the present dis-
closure.

[0022] FIG. 5 is a block diagram of an electronic device
for implementing an image rendering method in an embodi-
ment of the present disclosure.

DETAILED DESCRIPTION

[0023] FIG. 1A is a flowchart of an image rendering
method according to an embodiment of the present disclo-
sure. The method is applicable to the case where a neural
rendering result is applied to a CG rendering pipeline. The
method may be executed by an image rendering apparatus.
The apparatus may be implemented by software and/or
hardware. As shown in FIG. 1A, the image rendering
method in this embodiment may include the steps below.
[0024] In step S101, a model of an environmental object
is rendered to obtain an image of the environmental object
in a target perspective.

[0025] In step S102, an image of a target object in the
target perspective and a model of the target object are
determined according to a neural radiance field of the target
object.

[0026] Instep S103, the image of the target object is fused
and rendered into the image of the environmental object
according to the model of the target object.

[0027] The model of the environmental object refers to a
three-dimensional model of an environmental object and
may be obtained by modeling the environmental object by
three-dimensional modeling software. The three-dimen-
sional modeling software is not specifically limited in the
embodiment of the present disclosure and may be, for
example, a Unity three-dimensional (3D) model. Moreover,
the environmental object is not specifically limited in the
embodiment of the present disclosure.

[0028] In the embodiment of the present disclosure, the
CG rendering pipeline renders the model of the environ-
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mental object to obtain the image of the environmental
object in the target perspective. Referring to FIG. 1B, the CG
rendering pipeline uses environmental vertex data in the
model of the environmental object as input, through a
geometry stage including a model transformation, a vertex
shading, a clipping, and a projection transformation, and a
rasterization stage including a fragment traversal, a fragment
shading, depth buffer writing, and a per-fragment operation,
to obtain the image of the environmental object in the target
perspective as a rendering result of the environmental object.

[0029] In the embodiment of the present disclosure, the
neural radiance field of the target object may be pre-trained
according to an image of the target object and an acquisition
perspective of the image. Input of the neural radiance field
may be the spatial position of the target object and the
acquisition perspective of the image. The color of the image
is trained as a network truth value. The neural radiance field
may output a volume density (i.e., transparency) and a
spatial point color of the target object. Exemplarily, a
multi-layer perception (MLP) and a volume rendering are
used for fitting and reconstructing the geometry and the
appearance of the target object from the image of the target
object. The image of the target object may be obtained by
acquiring the target object.

[0030] The model of the target object is a three-dimen-
sional model of the target object and may be acquired from
the neural radiance field of the target object. The image of
the target object is a two-dimensional image of the target
object. The target perspective may be used as the input of the
neural radiance field of the target object to obtain the image
of the target object in the target perspective. The image of
the target object and the image of the environmental object
have the same size. Exemplarily, a rendering parameter of
the target object in the target perspective may be determined
by using the model of the target object and used for fusing
and rendering the image of the target object into the image
of the environmental object so that a fused and rendered
image including the target object and the environmental
object is obtained. The rendering parameter may be an
intensity or depth information of the target vertex in the
target object. Correspondingly, the intensity or the depth
information of the target vertex in the target object may be
used for fusing and rendering the image of the target object
into the image of the environmental object. That is, the
image of the target object and the image of the environmen-
tal object are mapped so that the fused and rendered image
includes both the target object and the environmental object.

[0031] The model of the target object and the image of the
target object in the target perspective are determined by the
neural radiance field of the target object so that not only the
problems of high costs and unrealistic results of three-
dimensional model reconstruction and visualization pipeline
can be solved, but also the neural radiance field character-
ized by low cost, high stability, and high quality can be fully
utilized for obtaining the image of the target object of high
precision. Moreover, the rendering parameter of the target
object in the target perspective is determined according to
the model of the target object and used for fusing and
rendering the image of the target object into the image of the
environmental object so that the rendering consistency
between the image of the target object and the image of the
environmental object can be improved, and thus the render-
ing quality of the fused and rendered image can be
improved.

Dec. 28, 2023

[0032] In the solutions provided by the embodiment of the
present disclosure, the model of the target object and the
image of the target object in the target perspective are
determined according to the neural radiance field of the
target object, and the rendering parameter of the target object
in the target perspective is determined according to the
model of the target object and is used for fusing and
rendering the image of the target object into the image of the
environmental object so that the neural radiance field of the
target object is applied to the CG rendering pipeline, the CG
rendering pipeline can fully utilize the neural radiance field
characterized by low cost, high stability, and high quality,
the rendering consistency between the image of the target
object and the image of the environmental object can be
improved, and thus the rendering quality of the fused and
rendered image can be improved.

[0033] The environmental vertex data may include a coor-
dinate, a color, a normal line, and a texture coordinate of an
environmental vertex. Referring to FIG. 1B, in the process
of model transformation, a model view matrix in the target
perspective is determined. The coordinate of the environ-
mental vertex pre-multiplies the model view matrix in the
target perspective so that the environmental vertex is
mapped to a view frustum space in the target perspective.
Objects in the view frustum space are all observed by a
camera at the target perspective. The position of the envi-
ronmental object in the view frustum space can be accu-
rately controlled by adjusting the target perspective. The
model view matrix in the target perspective may be obtained
by performing an inverse transformation on a view matrix in
the target perspective and multiplying a model matrix. The
model matrix is a transformation matrix from a model
coordinate system to a world coordinate system. The view
matrix in the target perspective is a transformation matrix
from the world coordinate system to a camera coordinate
system in the target perspective. In this manner, the camera
coordinate system in the target perspective can be moved to
the origin of the world coordinate system by the inverse
transformation of the view matrix.

[0034] Referring to FIG. 1B, in the process of vertex
shading, the color of the environmental vertex is determined
according to a vertex normal direction and environment light
of the environmental vertex. The vertex normal direction of
the environmental vertex may be input to the CG rendering
pipeline as known information. For example, an outer prod-
uct of two sides of a triangle to which the environmental
vertex belongs is calculated so that the vertex normal
direction of the environmental vertex is obtained, and vertex
normal directions of environmental vertexes in the triangle
are averaged as a normal direction of the triangle. The
environment light may be provided by an environmental
map and a light source of a CG rendering engine.

[0035] Inthe process of clipping, the environmental vertex
located outside the view frustum space in the target per-
spective is deleted. After the deletion, the boundary of the
target object is smoothed. In the process of projection
transformation, the clipped and colored environmental ver-
tex pre-multiplies a camera projection matrix in the target
perspective so that the environmental object is projected
onto the imaging plane of the camera, making the environ-
mental object conform to the human visual characteristic of
foreshortening effects. The camera projection matrix is
determined according to the view frustum space in the target
perspective, i.e., determined according to the upper plane,
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the lower plane, the left plane, the right plane, the far plane,
and the near plane of the view frustum space.

[0036] Referring to FIG. 1B, in the rasterization stage, the
environmental vertexes projected and transformed by the
camera form a triangular tile (i.e., a fragment) according to
the triangular relationship between the environmental ver-
texes. All triangular tiles are traversed. The triangular tiles
are shaded according to the environmental light. For
example, interpolation can be performed according to the
color of the environmental vertexes. It should be noted that
the embodiment of the present disclosure does not specifi-
cally limit the fragment shading manner. For example, the
color of the triangular tile may be calculated according to the
environmental light and the normal direction of the trian-
gular tile so that a finer rendering effect is obtained.
[0037] The depth buffer process may also be performed in
the rasterization stage. According to the coordinate of the
environmental vertex and the camera position, the Euclidean
distance from the environmental vertex to the plane where a
camera optical center is located is determined. As the depth
of the environmental vertex, the depth of the environmental
vertex may be consistent with the depth of the triangular tile
to which the environmental vertex belongs. The CG render-
ing engine can determine the front-to-back occlusion rela-
tionship between different triangular tiles according to the
depth of each triangular tile and output the image of the
environmental object as the rendering result of the environ-
mental object per fragment according to the front-to-back
occlusion relationship between different triangular tiles.
[0038] In an optional embodiment, the neural radiance
field of the target object is determined as follows: acquiring,
in the acquisition perspective, data of the target object to
obtain a two-dimensional image of the target object and a
three-dimensional point cloud of the target object; fusing the
two-dimensional image of the target object and the three-
dimensional point cloud of the target object to obtain a fused
image of the target object; and determining the neural
radiance field of the target object according to the fused
image of the target object and the acquisition perspective.
[0039] Inthis solution, a camera may be used for acquiring
data of the target object in the acquisition perspective to
obtain the two-dimensional image of the target object, and a
laser radar may be used for acquiring the data of the target
object in the acquisition perspective to obtain the three-
dimensional point cloud of the target object. The two-
dimensional image of the target object and the three-dimen-
sional point cloud of the target object are fused to obtain the
fused image of the target object so that the fused image can
have both texture information of the two-dimensional image
and depth information and geometric information of the
point cloud data. The color in the fused image of the target
object may be used as a network truth value for training the
neural radiance field of the target object. The fused image of
the target object and the corresponding acquisition perspec-
tive are used for training the neural radiance field of the
target object so that the quality of the neural radiance field
can be improved. It should be noted that the camera can
shoot around the center of the visual field at different heights
so that the fused image of the target object covers a wider
perspective, and try not to be rotated when acquiring so that
the subsequent algorithm can better predict the posture of
the camera. When the camera must be rotated, the camera is
rotated slowly and moved back and forth so that the coin-
cidence rate of the visual field between adjacent frames is
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increased. Moreover, an optimization algorithm of the neu-
ral radiance field can improve the rendering accuracy, and an
acceleration technique of the neural rendering, such as an
instant neural graphics primitives (Instant-NGP) technique,
can be used for greatly reducing the training time and the
prediction time of the neural radiance field.

[0040] FIG. 2 is a flowchart of another image rendering
method according to an embodiment of the present disclo-
sure. This embodiment performs a light adjustment optimi-
zation on the image of the target object based on the
preceding embodiment. Referring to FIG. 2, the image
rendering method in this embodiment may include the steps
below.

[0041] In step S201, a model of an environmental object
is rendered to obtain an image of the environmental object
in a target perspective.

[0042] In step S202, an image of a target object in the
target perspective and a model of the target object are
determined according to a neural radiance field of a target
object.

[0043] In step S203, a normal direction of a target vertex
in the model of the target object is determined according to
the model of the target object.

[0044] Instep S204, a light adjustment is performed on the
image of the target object to obtain a light-adjusted image of
the target object according to the target perspective, envi-
ronmental light, and the normal direction of the target
vertex.

[0045] In step S205, the light-adjusted image of the target
object is fused and rendered into the image of the environ-
mental object.

[0046] The environmental light is the environmental light
of the environmental object and is provided by the environ-
mental map and the light source of the CG rendering engine.
Exemplarily, the normal direction of the target vertex can be
transformed according to the target perspective so that the
transformed normal direction of the target vertex is obtained.
In this manner, the transformed normal direction of the
target vertex and the perspective of the environmental object
are consistent and are in the target perspective. Moreover,
the light adjustment is performed on the image of the target
object according to the environmental light and the trans-
formed normal direction of the target vertex. The light-
adjusted image of the target object is fused and rendered into
the image of the environmental object so that the fused and
rendered image is obtained. The light adjustment is per-
formed on the image of the target object so that the light-
adjusted image of the target object is also under the action
of the environmental light. That is, the image of the envi-
ronmental object and the light-adjusted image of the target
object are under the same environmental light, thereby
improving the light consistency between the image of the
environmental object and the light-adjusted image of the
target object.

[0047] In an optional embodiment, the step in which the
light adjustment is performed on the image of the target
object to obtain the light-adjusted image of the target object
according to the target perspective, the environmental light,
and the normal direction of the target vertex includes:
transforming the normal direction of the target vertex by
using a model view matrix in the target perspective to obtain
a transformed normal direction of the target vertex; deter-
mining an intensity of the target vertex according to the
environmental light and the transformed normal direction of
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the target vertex; and performing the light adjustment on the
image of the target object to obtain the light-adjusted image
of the target object according to the intensity of the target
vertex.

[0048] The model view matrix in the target perspective
may be obtained by performing an inverse transformation on
a view matrix in the target perspective and multiplying a
model matrix. The model matrix is a transformation matrix
from a model coordinate system to a world coordinate
system. The view matrix in the target perspective is a
transformation matrix from the world coordinate system to
a camera coordinate system in the target perspective. In this
manner, the camera coordinate system in the target perspec-
tive can be moved to the origin of the world coordinate
system by the inverse transformation of the view matrix.
[0049] Exemplarily, the normal direction of the target
vertex pre-multiplies the model view matrix in the target
perspective so that the transformed normal direction of the
target vertex is obtained. Moreover, the environmental light
is applied to the transformed normal direction of the target
vertex so that the intensity of the target vertex under the
action of the environmental light is obtained. For example,
the environmental light direction multiplies the transformed
normal direction of the target vertex so that the intensity of
the target vertex is obtained. The intensity of the target
vertex is used for performing the light adjustment on the
image of the target object so that the light-adjusted image of
the target object is obtained. Exemplarily, the intensity of the
target vertex multiplies a pixel value of the target vertex in
the image of the target object so that the light-adjusted image
of the target object is obtained. The light-adjusted image of
the target object and the environmental object are controlled
to be in the same environmental light, improving the ren-
dering consistency between the image of the target object
and the image of the environmental object.

[0050] In the solutions provided by the embodiment of the
present disclosure, the normal direction of the target vertex
is transformed to the target perspective, and the light adjust-
ment is performed on the image of the target object accord-
ing to the environmental light and the transformed normal
direction of the target vertex so that the adjusted image of the
target object and the image of the environmental object are
in the same environmental light, improving the rendering
consistency between the image of the target object and the
image of the environmental object, thereby improving the
rendering quality of the fused and rendered image.

[0051] In an optional embodiment, the step in which the
model of the target object and the image of the target object
in the target perspective are determined according to the
neural radiance field of the target object includes: acquiring
a point cloud model of the target object from the neural
radiance field of the target object, and processing the point
cloud model of the target object to obtain a mesh model of
the target object; and determining the image of the target
object in the target perspective by using the camera projec-
tion matrix and the model view matrix in the target perspec-
tive according to the neural radiance field of the target
object.

[0052] The point cloud model of the target object may be
output from the neural radiance field of the target object and
processed so that the mesh model of the target object is
obtained. Optionally, according to a marching cube algo-
rithm, the point cloud model of the target object is processed
to obtain the mesh model of the target object as the three-
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dimensional model of the target object. The mesh model of
the target object is composed of mesh vertexes and mesh
tiles. The mesh model data includes vertex coordinates of
the mesh vertexes and a tile relationship of the mesh tiles.
Specifically, a signed distance field of voxel coordinates in
a three-dimensional voxel space may be determined accord-
ing to the vertex coordinates in the point cloud model of the
target object. According to the marching cube algorithm, a
mesh model of the target object is extracted according to the
signed distance field of the voxel coordinates. The mesh
model of the target object is determined according to the
point cloud model of the target object, facilitating the
subsequent processing of the mesh model. Correspondingly,
the step in which the normal direction of the target vertex in
the model of the target object is determined according to the
model of the target object may include: calculating an outer
product of two sides of a triangle to which the target vertex
in the mesh model of the target object belongs to obtain the
normal direction of the target vertex. In addition, it should
be noted that the neural radiance field of the target object
may also output the normal direction of the target vertex.
[0053] The camera projection matrix in the target perspec-
tive is used for projecting the target object onto the imaging
plane of the camera, making the target object conform to the
human visual characteristic of foreshortening effects. The
camera projection matrix is determined according to the
view frustum space in the target perspective, i.e., determined
according to the upper plane, the lower plane, the left plane,
the right plane, the far plane, and the near plane of the view
frustum space. Specifically, the camera projection matrix
and the model view matrix in the target perspective are input
to the neural radiance field of the target object so that the
image of the target object in the target perspective, i.e., a
rendering image of the target object in the target perspective,
is obtained by the neural rendering. The point cloud model
of the target object is processed to obtain the mesh model of
the target object as the three-dimensional model of the target
object, not only simplifying the number of target vertexes in
the model of the target object, and reducing the subsequent
calculation amount of the model of the target object, but also
improving the accuracy of the model of the target object.
Moreover, the normal direction of the target vertex is
determined by using the model of the target object so that the
accuracy of the normal direction of the target vertex can also
be improved. The image of the target object is obtained by
using the camera projection matrix and the model view
matrix in the target perspective so that the image of the target
object and the image of the environmental object can be both
in the target perspective, and the perspective consistency of
the image of the target object and the image of the environ-
mental object can be maintained.

[0054] FIG. 3A is a flowchart of another image rendering
method according to an embodiment of the present disclo-
sure. This embodiment is an optional solution provided
based on the preceding embodiments. Referring to FIG. 3A,
the image rendering method in this embodiment may include
the steps below.

[0055] In step S301, a model of an environmental object
is rendered to obtain an image of the environmental object
in a target perspective.

[0056] In step S302, an image of a target object in the
target perspective and an image of the target object are
determined according to a neural radiance field of a target
object.
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[0057] In step S303, depth information of a target vertex
in the model of the target object is determined according to
the target perspective and the model of the target object.
[0058] In step S304, an occlusion relationship between the
target object and an environmental object is determined
according to the depth information of the target vertex.
[0059] In step S305, the image of the target object is fused
and rendered into the image of the environmental object
according to the occlusion relationship.

[0060] The depth information of the target vertex in the
model of the target object is the Euclidean distance from the
target vertex to the imaging plane of the camera. Exemplar-
ily, the projection transformation may be performed on the
model of the target object by using the camera projection
matrix in the target perspective so that the distance of the
target vertex in a z-axis direction is used as the depth
information of the target vertex. In addition, the depth
information of the target vertex may be rewritten to a depth
buffer per pixel. The CG rendering pipeline compares the
depth information of the target vertex with the depth infor-
mation of the environmental object having been stored in
this pixel, and the occlusion relationship of the target vertex
is determined according to the comparison result.

[0061] Optionally, the step in which the occlusion rela-
tionship between the target object and the environmental
object is determined according to the depth information of
the target vertex includes: comparing depth information of a
respective target vertex at each pixel in the model of the
target object with depth information of a respective envi-
ronmental object at the each pixel; and in response to
determining that the depth information of the target vertex is
smaller than the depth information of the environmental
object, not occluding the target vertex.

[0062] For each pixel, if the depth information of the
respective target vertex at the each pixel is smaller than the
depth information of the respective environmental object,
the target vertex is not occluded by the respective environ-
mental object, and a pixel value of the environmental object
is replaced by the pixel value of the target vertex. Otherwise,
the target vertex at this pixel is occluded by the respective
environmental object, and the pixel value of the target vertex
is discarded. The depth information of the target vertex in
the model of the target object is determined, the occlusion
relationship between the target vertex and the environmental
object is determined according to the depth information of
the target vertex, and a per-pixel rewriting is performed
according to the occlusion relationship so that an overall
rendering result of the target object and the environmental
object is obtained. In this manner, the occlusion relationship
between the target object and the environmental object can
be accurately reflected, thereby improving the fusing and
rendering quality.

[0063] In an optional embodiment, the step in which the
depth information of the target vertex in the model of the
target object is determined according to the target perspec-
tive and the model of the target object includes: transforming
the model of the target object by using a model view matrix
in the target perspective to obtain a transformed model of the
target object; and projecting the transformed model of the
target object by using a camera projection matrix in the
target perspective to obtain the depth information of the
target vertex in the model of the target object.

[0064] The model view matrix in the target perspective
may be obtained by performing an inverse transformation on
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a view matrix in the target perspective and multiplying a
model matrix. The camera projection matrix in the target
perspective is used for projecting the target object onto the
imaging plane of the camera. Specifically, the coordinate of
the target vertex in the model of the target object pre-
multiplies the model view matrix in the target perspective so
that the model of the target object in the target perspective
is obtained. The perspective projection transformation is
performed on the model of the target object by using the
camera projection matrix in the target perspective so that the
depth information of the target vertex in the model of the
target object is obtained. The model of the target object is
transformed to the target perspective by the model transfor-
mation, and the depth information of the target vertex is
determined according to the model of the target object in the
target perspective so that the accuracy of the depth infor-
mation can be improved, and the accuracy of the overall
rendering result can be improved.

[0065] It should be noted that in the embodiment of the
present disclosure, not only the light adjustment is per-
formed on the image of the target object, and the occlusion
relationship between the light-adjusted image of the target
object and the image of the environmental object according
to the model of the target object, but also the depth rewriting
and the pixel rewriting are performed according to the
occlusion relationship so that the fused and rendered image
including the image of the target object and the image of the
environmental object is obtained. That is, the image of the
target object and the image of the environmental object in
the fused and rendered image are not only in the same
environmental light, but also accurately reflect the occlusion
relationship between the image of the target object and the
image of the environmental object.

[0066] Referring to FIG. 3B, the CG rendering pipeline
performs the model transformation on the environmental
vertex data in the model of the environmental object by
using the model view matrix in the target perspective,
performs the vertex shading on the environmental vertex by
using the environment light, clips the environmental vertex
outside the view frustum space in the target perspective, and
performs the perspective projection transformation on the
shaded and clipped environmental vertex by using the
camera projection matrix in the target perspective. More-
over, in the rasterization stage, the fragments in the model of
the environmental object are traversed, the fragment shading
is performed according to the environmental light, the
visibility of the environmental vertex is determined by the
depth buffer, and the per-fragment operation is performed so
that the image of the environmental object is output.
[0067] Referring to FIG. 3B, a neural radiance field train-
ing is performed on the acquired image of the target object
and the acquired posture of the target object according to the
spatial position of the target object so that the neural
radiance field of the target object is obtained. The model
view matrix and the camera projection matrix in the target
perspective are input into the neural radiance field so that the
image of the target object in the target perspective is
obtained. According to the neural radiance field, the model
of the target object and the normal direction of the target
vertex in the model of the target object are also determined.
[0068] The model of the target object and the normal
direction of the target vertex are transformed to the target
perspective by using the model view matrix in the target
perspective so that the transformed model of the target
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object and the transformed normal direction of the target
vertex are obtained. The environmental light of the CG
rendering pipeline is applied to the normal direction of the
transformed target vertex so that the intensity of the target
vertex is obtained. The intensity of the target vertex multi-
plies the image of the target object so that the light-adjusted
image of the target object is obtained. The camera projection
matrix in the target perspective is used for performing the
perspective projection transformation on the transformed
model of the target object so that the depth information of
the target vertex is obtained. The depth rewriting is per-
formed according to the depth information of the target
vertex. The occlusion relationship between the target vertex
and the environmental object is obtained by a per-pixel
depth rewriting, and the per-pixel rewriting is performed on
the light-adjusted image of the target object according to the
occlusion relationship so that the fused and rendered image
including the environmental object and the target object is
obtained.

[0069] In the solutions provided by the embodiment of the
present disclosure, according to the model of the target
object, the light adjustment is performed on the image of the
target object output by a neural rendering field, and the
occlusion relationship between the target vertex and the
environmental object is determined. According to the light
adjustment result and the occlusion relationship, the fused
and rendered image of the target object and the environ-
mental object is obtained. In this manner, the neural render-
ing technology is creatively introduced into the CG render-
ing pipeline, making the neural rendering result seamlessly
connected to the CG rendering pipeline, and obtaining a
better fusing and rendering result. That is, a new rendering
enhancement technology path that combines the neural
rendering and the CG rendering pipeline is proposed for
injecting new vitality into the traditional production line for
special effects.

[0070] FIG. 4 is a structure diagram of an image rendering
apparatus according to an embodiment of the present dis-
closure. This embodiment is applicable to the case where a
neural rendering result is applied to a CG rendering pipeline.
The apparatus may be implemented by software and/or
hardware and may be integrated into an equipment carrying
a user terminal. As shown in FIG. 4, the image rendering
apparatus 400 in this embodiment may include an environ-
mental object module 410, a target object module 420, and
a fusing and rendering module 430.

[0071] The environmental object module 410 is config-
ured to render a model of an environmental object to obtain
an image of the environmental object in a target perspective.

[0072] The target object module 420 is configured to
determine an image of a target object in the target perspec-
tive and a model of the target object according to a neural
radiance field of a target object.

[0073] The fusing and rendering module 430 is configured
to fuse and render the image of the target object into the
image of the environmental object according to the model of
the target object.

[0074] In an optional embodiment, the fusing and render-
ing module 430 includes a target normal unit, a light
adjustment unit, and a light rendering unit.

[0075] The target normal unit is configured to determine a
normal direction of a target vertex in the model of the target
object according to the model of the target object.
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[0076] The light adjustment unit is configured to perform
a light adjustment on the image of the target object to obtain
a light-adjusted image of the target object according to the
target perspective, environmental light, and the normal
direction of the target vertex

[0077] The light rendering unit is configured to fuse and
render the light-adjusted image of the target object into the
image of the environmental object.

[0078] In an optional embodiment, the light adjustment
unit includes a normal transformation subunit, a shading-
degree subunit, and a light adjustment subunit.

[0079] The normal transformation subunit is configured to
transform the normal direction of the target vertex by using
a model view matrix in the target perspective to obtain a
transformed normal direction of the target vertex.

[0080] The shading-degree subunit is configured to deter-
mine an intensity of the target vertex according to the
environmental light and the transformed normal direction of
the target vertex.

[0081] The light adjustment subunit is configured to per-
form the light adjustment on the image of the target object
to obtain the light-adjusted image of the target object accord-
ing to the intensity of the target vertex

[0082] In an optional embodiment, the fusing and render-
ing module 430 includes a depth information unit, an
occlusion relationship unit, and an occlusion rendering unit.
[0083] The depth information unit is configured to deter-
mine depth information of a target vertex in the model of the
target object according to the target perspective and the
model of the target object.

[0084] The occlusion relationship unit is configured to
determine an occlusion relationship between the target
object and an environmental object according to the depth
information of the target vertex.

[0085] The occlusion rendering unit is configured to fuse
and render the image of the target object into the image of
the environmental object according to the occlusion rela-
tionship.

[0086] In an optional embodiment, the depth information
unit includes a model transformation subunit and a depth
information subunit.

[0087] The model transformation subunit is configured to
transform the model of the target object by using a model
view matrix in the target perspective to obtain a transformed
model of the target object.

[0088] The depth information subunit is configured to
project the transformed model of the target object by using
a camera projection matrix in the target perspective to obtain
the depth information of the target vertex in the model of the
target object.

[0089] In an optional embodiment, the occlusion relation-
ship unit includes a depth comparison subunit and an
occlusion relationship subunit.

[0090] The depth comparison subunit is configured to
compare depth information of a respective target vertex at
each pixel with depth information of a respective environ-
mental object at the each pixel.

[0091] The occlusion relationship subunit is configured to
not occlude the respective target vertex in response to
determining that the depth information of the respective
target vertex is smaller than the depth information of the
respective environmental object.

[0092] In an optional embodiment, the target object mod-
ule 420 includes a target model unit and a target image unit.
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[0093] The target model unit is configured to acquire a
point cloud model of the target object from the neural
radiance field of the target object, and process the point
cloud model of the target object to obtain a mesh model of
the target object.

[0094] The target image unit is configured to determine
the image of the target object in the target perspective by
using the camera projection matrix and the model view
matrix in the target perspective according to the neural
radiance field of the target object.

[0095] In an optional embodiment, the target model unit is
specifically configured to: process the point cloud model of
the target object according to a marching cubes algorithm to
obtain the mesh model of the target object.

[0096] In an optional embodiment, the image rendering
apparatus 400 includes a radiance field determination mod-
ule. The radiance field determination module includes a data
acquisition unit, a data fusion unit, and a radiance field
determination unit.

[0097] The data acquisition unit is configured to acquire,
in an acquisition perspective, data of the target object to
obtain a two-dimensional image of the target object and a
three-dimensional point cloud of the target object.

[0098] The data fusion unit is configured to fuse the
two-dimensional image of the target object and the three-
dimensional point cloud of the target object to obtain a fused
image of the target object.

[0099] The radiance field determination unit is configured
to determine the neural radiance field of the target object
according to the fused image of the target object and the
acquisition perspective.

[0100] In the solutions provided by the embodiment of the
present disclosure, the model of the target object is deter-
mined according to a neural rendering field. According to the
model of the target object, the light adjustment is performed
on the image of the target object output by the neural
rendering field, and the occlusion relationship between the
target vertex and the environmental object is determined.
According to the light adjustment result and the occlusion
relationship, the fused and rendered image of the target
object and the environmental object is obtained. In this
manner, a new rendering enhancement technology path that
combines the neural rendering and the CG rendering pipe-
line is creatively proposed, the powerful neural rendering
technology is converted into direct productivity, and new
vitality can be injected into the traditional production line
for special effects.

[0101] Operations, including acquisition, storage, and
application, on a user’s personal information involved in the
technical solution of the present disclosure conform to
relevant laws and regulations and do not violate the public
policy doctrine.

[0102] According to an embodiment of the present disclo-
sure, the present disclosure also provides an electronic
device, a readable storage medium, and a computer program
product.

[0103] FIG. 5 is a block diagram of an electronic device
for implementing an image rendering method in an embodi-
ment of the present disclosure. FIG. 5 is a block diagram of
an example electronic device 500 for implementing the
embodiment of the present disclosure. The electronic device
is intended to represent various forms of digital computers,
for example, a laptop computer, a desktop computer, a
workbench, a personal digital assistant, a server, a blade
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server, a mainframe computer, or another applicable com-
puter. The electronic device may also represent various
forms of mobile apparatuses, for example, a personal digital
assistant, a cellphone, a smartphone, a wearable device, or a
similar computing apparatus. Herein the shown components,
the connections and relationships between these compo-
nents, and the functions of these components are illustrative
only and are not intended to limit the implementation of the
present disclosure as described and/or claimed herein.
[0104] As shown in FIG. 5, the electronic device 500
includes a computing unit 501. The computing unit 501 may
perform various types of appropriate operations and pro-
cessing based on a computer program stored in a read-only
memory (ROM) 502 or a computer program loaded from a
storage unit 508 to a random-access memory (RAM) 503.
Various programs and data required for the operation of the
electronic device 500 are also stored in the RAM 503. The
computing unit 501, the ROM 502 and the RAM 503 are
connected to each other through a bus 504. An input/output
(I/0) interface 505 is also connected to the bus 504.
[0105] Multiple components in the electronic device 500
are connected to the /O interface 505. The multiple com-
ponents include an input unit 506 such as a keyboard or a
mouse, an output unit 507 such as various types of displays
or speakers, the storage unit 508 such as a magnetic disk or
an optical disk, and a communication unit 509 such as a
network card, a modem, or a wireless communication trans-
ceiver. The communication unit 509 allows the electronic
device 500 to exchange information/data with other devices
over a computer network such as the Internet and/or various
telecommunications networks.

[0106] The computing unit 501 may be a general-purpose
and/or special-purpose processing component having pro-
cessing and computing capabilities. Examples of the com-
puting unit 501 include, but are not limited to, a central
processing unit (CPU), a graphics processing unit (GPU), a
special-purpose artificial intelligence (Al) computing chip, a
computing unit executing machine learning model algo-
rithms, a digital signal processor (DSP), and any appropriate
processor, controller, and microcontroller. The computing
unit 501 performs various methods and processing described
above, such as the image rendering method. For example, in
some embodiments, the image rendering method may be
implemented as computer software programs tangibly con-
tained in a machine-readable medium such as the storage
unit 508. In some embodiments, part or all of computer
programs may be loaded and/or installed onto the electronic
device 500 via the ROM 502 and/or the communication unit
509. When the computer program is loaded to the RAM 503
and executed by the computing unit 501, one or more steps
of the image rendering method described above may be
performed. Alternatively, in other embodiments, the com-
puting unit 501 may be configured, in any other suitable
manner (for example, by firmware), to perform the image
rendering method.

[0107] Herein various embodiments of the preceding sys-
tems and techniques may be implemented in digital elec-
tronic circuitry, integrated circuitry, field-programmable
gate arrays (FPGAs), application-specific integrated circuits
(ASICs), application-specific standard products (ASSPs),
systems on chips (SoCs), complex programmable logic
devices (CPLDs), computer hardware, firmware, software,
and/or combinations thereof. The various embodiments may
include implementations in one or more computer programs.
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The one or more computer programs are executable and/or
interpretable on a programmable system including at least
one programmable processor. The programmable processor
may be a dedicated or general-purpose programmable pro-
cessor for receiving data and instructions from a memory
system, at least one input device and at least one output
device and transmitting the data and instructions to the
memory system, the at least one input device and the at least
one output device.

[0108] Program codes for implementation of the methods
of'the present disclosure may be written in one programming
language or any combination of multiple programming
languages. These program codes may be provided for the
processor or controller of a general-purpose computer, a
special-purpose computer, or another programmable data
processing device to enable functions/operations specified in
a flowchart and/or a block diagram to be implemented when
the program codes are executed by the processor or con-
troller. The program codes may be executed entirely on a
machine, partly on a machine, as a stand-alone software
package, partly on a machine and partly on a remote
machine, or entirely on a remote machine or a server.
[0109] In the context of the present disclosure, the
machine-readable medium may be a tangible medium that
may include or store a program that is used by or in
conjunction with a system, apparatus, or device that
executes instructions. The machine-readable medium may
be a machine-readable signal medium or a machine-readable
storage medium. The machine-readable medium may
include, but is not limited to, an electronic, magnetic,
optical, electromagnetic, infrared, or semiconductor system,
apparatus or device, or any appropriate combination thereof.
Concrete examples of the machine-readable storage medium
may include an electrical connection based on one or more
wires, a portable computer disk, a hard disk, a random-
access memory (RAM), a read-only memory (ROM), an
erasable programmable read-only memory (EPROM) or a
flash memory, an optical fiber, a portable compact disc
read-only memory (CD-ROM), an optical storage device, a
magnetic storage device, or any appropriate combination
thereof.

[0110] In order that interaction with a user is provided, the
systems and techniques described herein may be imple-
mented on a computer. The computer has a display device
(for example, a cathode-ray tube (CRT) or a liquid-crystal
display (LCD) monitor) for displaying information to the
user; and a keyboard and a pointing device (for example, a
mouse or a trackball) through which the user can provide
input for the computer. Other types of devices may also be
used for providing interaction with a user. For example,
feedback provided for the user may be sensory feedback in
any form (for example, visual feedback, auditory feedback,
or haptic feedback). Moreover, input from the user may be
received in any form (including acoustic input, voice input,
or haptic input).

[0111] The systems and techniques described herein may
be implemented in a computing system including a back-end
component (for example, a data server), a computing system
including a middleware component (for example, an appli-
cation server), a computing system including a front-end
component (for example, a client computer having a graphi-
cal user interface or a web browser through which a user can
interact with implementations of the systems and techniques
described herein), or a computing system including any
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combination of such back-end, middleware or front-end
components. Components of a system may be intercon-
nected by any form or medium of digital data communica-
tion (for example, a communication network). Examples of
the communication network include a local area network
(LAN), a wide area network (WAN), and the Internet.

[0112] The computing system may include clients and
servers. The clients and the servers are usually far away from
each other and generally interact through the communication
network. The relationship between the client and the server
arises by virtue of computer programs running on respective
computers and having a client-server relationship to each
other. The server may be a cloud server, a server of a
distributed system, or a server combined with a blockchain.

[0113] Artificial intelligence is the study of making com-
puters simulate certain human thinking processes and intel-
ligent behaviors (such as learning, reasoning, thinking, and
planning) both at the hardware and software levels. Artificial
intelligence hardware technologies generally include tech-
nologies such as sensors, special-purpose artificial intelli-
gence chips, cloud computing, distributed storage, and big
data processing. Artificial intelligence software technologies
mainly include several major technologies such as computer
vision technologies, speech recognition technologies, natu-
ral language processing technologies, machine learning/
deep learning technologies, big data processing technolo-
gies, and knowledge mapping technologies.

[0114] Cloud computing refers to a technical system that
accesses a shared elastic-and-scalable physical or virtual
resource pool through a network, where resources may
include servers, operating systems, networks, software,
applications, and storage devices and may be deployed and
managed in an on-demand, self-service manner. Cloud com-
puting can provide efficient and powerful data processing
capabilities for artificial intelligence, the blockchain, and
other technical applications and model training.

[0115] It is to be understood that various forms of the
preceding flows may be used, with steps reordered, added,
or removed. For example, the steps described in the present
disclosure may be executed in parallel, in sequence, or in a
different order as long as the desired results of the technical
solutions disclosed in the present disclosure is achieved. The
execution sequence of these steps is not limited herein.
[0116] The scope of the present disclosure is not limited to
the preceding embodiments. It is to be understood by those
skilled in the art that various modifications, combinations,
sub-combinations, and substitutions may be made depend-
ing on design requirements and other factors. Any modifi-
cations, equivalent substitutions, improvements, and the like
made within the spirit and principle of the present disclosure
are within the scope of the present disclosure.

What is claimed is:

1. An image rendering method, comprising:

rendering a model of an environmental object to obtain an
image of the environmental object in a target perspec-
tive;

determining an image of a target object in the target
perspective and a model of the target object according
to a neural radiance field of the target object; and

fusing and rendering the image of the target object into the
image of the environmental object according to the
model of the target object.
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2. The method according to claim 1, wherein the fusing
and rendering the image of the target object into the image
of the environmental object according to the model of the
target object comprises:

determining a normal direction of a target vertex in the

model of the target object according to the model of the
target object;

performing a light adjustment on the image of the target

object to obtain a light-adjusted image of the target
object according to the target perspective, environmen-
tal light, and the normal direction of the target vertex;
and

fusing and rendering the light-adjusted image of the target

object into the image of the environmental object.

3. The method according to claim 2, wherein the perform-
ing a light adjustment on the image of the target object to
obtain a light-adjusted image of the target object according
to the target perspective, environmental light, and the nor-
mal direction of the target vertex comprises:

transforming, by using a model view matrix in the target

perspective, the normal direction of the target vertex to
obtain a transformed normal direction of the target
vertex;

determining an intensity of the target vertex according to

the environmental light and the transformed normal
direction of the target vertex; and

performing the light adjustment on the image of the target

object to obtain the light-adjusted image of the target
object according to the intensity of the target vertex.
4. The method according to claim 1, wherein the fusing
and rendering the image of the target object into the image
of the environmental object according to the model of the
target object comprises:
determining depth information of a target vertex in the
model of the target object according to the target
perspective and the model of the target object;

determining an occlusion relationship between the target
object and the environmental object according to the
depth information of the target vertex; and

fusing and rendering the image of the target object into the

image of the environmental object according to the
occlusion relationship.
5. The method according to claim 4, wherein the deter-
mining depth information of a target vertex in the model of
the target object according to the target perspective and the
model of the target object comprises:
transforming, by using a model view matrix in the target
perspective, the model of the target object to obtain a
transformed model of the target object; and

projecting, by using a camera projection matrix in the
target perspective, the transformed model of the target
object to obtain the depth information of the target
vertex in the model of the target object.

6. The method according to claim 4, wherein the deter-
mining an occlusion relationship between the target object
and the environmental object according to the depth infor-
mation of the target vertex comprises:

comparing depth information of a respective target vertex

at each pixel in the model of the target object with depth
information of a respective environmental object at the
each pixel; and

in response to determining that the depth information of

the respective target vertex is smaller than the depth
information of the respective environmental object,
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determining that the occlusion relationship is that the
respective target vertex is not occluded by the respec-
tive environmental object.

7. The method according to claim 1, wherein the deter-
mining an image of a target object in the target perspective
and a model of the target object according to a neural
radiance field of the target object comprises:

acquiring a point cloud model of the target object from the

neural radiance field of the target object, and processing
the point cloud model of the target object to obtain a
mesh model of the target object; and

according to the neural radiance field of the target object,

determining the image of the target object in the target
perspective by using a camera projection matrix and a
model view matrix in the target perspective.

8. The method according to claim 7, wherein the process-
ing the point cloud model of the target object to obtain a
mesh model of the target object comprises:

according to a marching cubes algorithm, processing the

point cloud model of the target object to obtain the
mesh model of the target object.

9. The method according to claim 1, wherein the neural
radiance field of the target object is determined by:

acquiring, in an acquisition perspective, data of the target

object to obtain a two-dimensional image of the target
object and a three-dimensional point cloud of the target
object;
fusing the two-dimensional image of the target object and
the three-dimensional point cloud of the target object to
obtain a fused image of the target object; and

determining the neural radiance field of the target object
according to the fused image of the target object and the
acquisition perspective.

10. An electronic device, comprising:

at least one processor; and

a memory communicatively connected to the at least one

processor,

wherein the memory stores instructions executable by the

at least one processor, and the instructions are executed
by the at least one processor to cause the at least one
processor to execute:

rendering a model of an environmental object to obtain an

image of the environmental object in a target perspec-
tive;
determining an image of a target object in the target
perspective and a model of the target object according
to a neural radiance field of the target object; and

fusing and rendering the image of the target object into the
image of the environmental object according to the
model of the target object.

11. The electronic device according to claim 10, wherein
the at least one processor fuses and renders the image of the
target object into the image of the environmental object
according to the model of the target object by:

determining a normal direction of a target vertex in the

model of the target object according to the model of the
target object;

performing a light adjustment on the image of the target

object to obtain a light-adjusted image of the target
object according to the target perspective, environmen-
tal light, and the normal direction of the target vertex;
and

fusing and rendering the light-adjusted image of the target

object into the image of the environmental object.
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12. The electronic device according to claim 11, wherein
the at least one processor performs a light adjustment on the
image of the target object to obtain a light-adjusted image of
the target object according to the target perspective, envi-
ronmental light, and the normal direction of the target vertex
by:

transforming, by using a model view matrix in the target

perspective, the normal direction of the target vertex to
obtain a transformed normal direction of the target
vertex;

determining an intensity of the target vertex according to

the environmental light and the transformed normal
direction of the target vertex; and

performing the light adjustment on the image of the target

object to obtain the light-adjusted image of the target
object according to the intensity of the target vertex.
13. The electronic device according to claim 10, wherein
the at least one processor fuses and renders the image of the
target object into the image of the environmental object
according to the model of the target object by:
determining depth information of a target vertex in the
model of the target object according to the target
perspective and the model of the target object;

determining an occlusion relationship between the target
object and the environmental object according to the
depth information of the target vertex; and

fusing and rendering the image of the target object into the

image of the environmental object according to the
occlusion relationship.
14. The electronic device according to claim 13, wherein
the at least one processor determines depth information of a
target vertex in the model of the target object according to
the target perspective and the model of the target object by:
transforming, by using a model view matrix in the target
perspective, the model of the target object to obtain a
transformed model of the target object; and

projecting, by using a camera projection matrix in the
target perspective, the transformed model of the target
object to obtain the depth information of the target
vertex in the model of the target object.

15. The electronic device according to claim 13, wherein
the at least one processor determines an occlusion relation-
ship between the target object and the environmental object
according to the depth information of the target vertex by:

comparing depth information of a respective target vertex

at each pixel in the model of the target object with depth
information of a respective environmental object at the
each pixel; and

in response to determining that the depth information of

the respective target vertex is smaller than the depth
information of the respective environmental object,
determining that the occlusion relationship is that the
respective target vertex is not occluded by the respec-
tive environmental object.

16. The electronic device according to claim 10, wherein
the at least one processor determines the image of the target
object in the target perspective and the model of the target
object according to the neural radiance field of the target
object by:
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acquiring a point cloud model of the target object from the
neural radiance field of the target object, and processing
the point cloud model of the target object to obtain a
mesh model of the target object; and

according to the neural radiance field of the target object,

determining the image of the target object in the target
perspective by using a camera projection matrix and a
model view matrix in the target perspective.

17. The electronic device according to claim 16, wherein
the at least one processor processes the point cloud model of
the target object to obtain the mesh model of the target object
by:

according to the marching cubes algorithm, processing

the point cloud model of the target object to obtain the
mesh model of the target object.

18. The electronic device according to claim 10, wherein
the neural radiance field of the target object is determined
by:

acquiring, in an acquisition perspective, data of the target

object to obtain a two-dimensional image of the target
object and a three-dimensional point cloud of the target
object;
fusing the two-dimensional image of the target object and
the three-dimensional point cloud of the target object to
obtain a fused image of the target object; and

determining the neural radiance field of the target object
according to the fused image of the target object and the
acquisition perspective.

19. A non-transitory computer-readable storage medium
storing computer instructions for causing a computer to
execute:

rendering a model of an environmental object to obtain an
image of the environmental object in a target perspec-
tive;
determining an image of a target object in the target
perspective and a model of the target object according
to a neural radiance field of the target object; and

fusing and rendering the image of the target object into the
image of the environmental object according to the
mode] of the target object.

20. The non-transitory computer-readable storage
medium according to claim 19, wherein the computer fuses
and renders the image of the target object into the image of
the environmental object according to the model of the target
object by:

determining a normal direction of a target vertex in the

model of the target object according to the model of the
target object;

performing a light adjustment on the image of the target

object to obtain a light-adjusted image of the target
object according to the target perspective, environmen-
tal light, and the normal direction of the target vertex;
and

fusing and rendering the light-adjusted image of the target

object into the image of the environmental object.
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