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Figure 2 
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Figure 3 
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CREATING , QUALIFYING AND 
QUANTIFYING VALUES - BASED 

INTELLIGENCE AND UNDERSTANDING 
USING ARTIFICIAL INTELLIGENCE IN A 

MACHINE . 

FIELD OF THE INVENTION 
[ 0001 ] The disclosed embodiments relate to artificial intel 
ligence and consciousness . 

BACKGROUND 
[ 0002 ] People have long played with the idea of machines 
having , experiencing and expressing genuine emotional 
intelligence and understanding to a degree that creates 
consciousness but , so far , all anyone has managed to achieve 
are AI systems having pre - programmed reactions to different 
situations without a real degree of freedom which prevents 
what can be considered an “ expected ” result . 

DESCRIPTION OF DRAWINGS 
[ 0026 ] FIGS . 1 . 1 - 1 . 3 — Object Value and Sensation Sys 
tem ( OVS ? ) 
[ 0027 ] Examples of how components relative to the intel 
ligence of an AI may be structured . 

[ 0028 ] 1 . 1 - A three - degree object grouping scale . 
[ 0029 ] 1 . 2 — A numbered scale . 
[ 0030 ] 1 . 3 — A radar chart for emotion . 

[ 0031 ] FIG . 2 — AI with an OVS implemented 
[ 0032 ] A visual example of a build of an AI system that 
has an OVS ' system implemented . 

[ 0033 ] 201 — 3 main sections of the AI . 
[ 0034 ] 202 — 3 main sections of the Al in detail . 
[ 0035 ] 203 — The environment and entity with which 

the AI is interacting . 
[ 0036 ] FIG . 3 — Flow cycle of data and interaction 
[ 0037 ] An example of how the cycle of data occurs as it 
flows from an entity / environment , through the AI and results 
in communication . REFERENCES 
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DETAILED DESCRIPTION OF EMBODIMENTS 
[ 0038 ] Reference will now be made in detail to embodi 
ments , examples of which are illustrated in the accompany 
ing drawings . In the following detailed description , numer 
ous specific details are set forth in order to provide a 
thorough understanding of the present invention . However , 
it will be apparent to one of ordinary skill in the art that the 
present invention may be practiced without these specific 
details . In other instances , well - known methods , procedures , 
components and networks have not been described in detail 
so as not to unnecessarily obscure aspects of the embodi 
ments . 
[ 0039 ] The terminology used in the description of the 
invention herein is for the purpose of describing particular 
embodiments only and is not intended to be limiting of the 
invention . As used in the description of the invention and the 
appended claims , the singular forms " a " , " an ” and “ the ” are 
intended to include the plural forms as well , unless the 
context clearly indicates otherwise . It will also be under 
stood that the term “ and / or ” as used herein refers to and 
encompasses any and all possible combinations of one or 
more of the associated listed items . It will be further 
understood that the terms " comprises ” and / or " comprising , " 
when used in this specification , specify the presence of 
stated features , integers , steps , operations , elements , and / or 
components , but do not preclude the presence or addition of 
one or more other features , integers , steps , operations , 
elements , components , and / or groups thereof . 
[ 0040 ] As used herein , the term " if may be construed to 
mean “ when ” or “ upon ” or “ in response to determining ” or 
" in response to detecting , ” depending on the context . Simi 
larly , the phrase “ if it is determined ” or “ if [ a stated 
condition or event ] is detected ” may be construed to mean 
“ upon determining ” or “ in response to determining " or 
“ upon detecting [ the stated condition or event ) ” or “ in 
response to detecting [ the stated condition or event ] , " 
depending on the context . 
[ 0041 ] The term " system ” may be used to refer to an AI . 
[ 0042 ] The terms " device ” and “ machine ” may be used 
interchangeably to refer to any device or entity , electronic or 
other , using technology that provides any characteristic , 

SUMMARY 

[ 0021 ] The disclosed invention gives an artificial intelli 
gence system values - based intelligence and understanding 
that is experienced and expressed freely based on that 
particular AI . 
[ 0022 ] In an aspect of the invention , the AI is able to have , 
experience and express feelings and emotions which can be 
measured in one or more ways . 
[ 0023 ] In another aspect of the invention , feelings and 
emotions of an AI may change and / or be modified . 
10024 ] In another aspect of the invention , an AI is able to 
relate to fundamental aspects of human life . 
[ 0025 ] In another aspect of the invention , an Al is able to 
make decisions based upon its value system . 
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property or ability of a technical device or machine . This 
includes the implementation of such technology into bio 
logical entities . 
0043 ] The terms “ body ” , “ physical structure ” or any 
other term referring to a physical aspect of an AI in any way 
refers to the object , in whole or in part , within which an AI 
is being used . 
[ 0044 ] The terms " object ” and “ objects ” , unless otherwise 
described , may be used to refer to any items of a physical or 
non - physical nature that can be seen / felt / perceived , includ 
ing but not limited to : shapes , colours , images , sounds , 
words , substances , entities and signals . 
( 0045 ] The term “ complex " is to also include simplified 
assemblages or single component parts . 
10046 ] The term " event " may be used to refer to any type 
of action or happening performed on , performed by or 
encountered by a system . 
[ 0047 ] The terms " OVS2 ” , “ OVS2 ” and “ OVS , ” , should 
they appear , all refer to the Object , Value and Sensation 
System . 
[ 0048 ] The term “ observation ” and any similar terms , 
when referring to logical functions of an AI , refers to any 
ability that allows the Al to perceive anything within a 
physical and / or non - physical environment . 
[ 0049 ] The term " communication ” and any similar terms , 
when referring to logical functions of an Al , refers to any 
ability , whether physical , mental , audial or other , that allows 
for transfer of information from the communicating body to 
the body with which it is communicating , whether physical 
or non - physical . 
[ 0050 ] The term “ logic unit ” refers to any component ( s ) of 
an AI that contains code for one or more logical functions . 
10051 ] The term “ memory unit ” refers to any component 
of an Al that is used as a storage medium . 
[ 0052 ] It is possible for a single component to be both a 
logic and memory unit . 
10053 ] The various applications and uses of the invention 
that may be executed may use at least one common com 
ponent capable of allowing a user to perform at least one 
task made possible by said applications and uses . One or 
more functions of the component may be adjusted and / or 
varied from one task to the next and / or during a respective 
task . In this way , a common architecture may support some 
or all of the variety of tasks . 
[ 0054 ] Unless clearly stated , the following description is 
not to be read as : 

[ 0055 ] the assembly , position or arrangement of com 
ponents ; 

[ 0056 ] how components are to interact ; or 
[ 0057 ] the order in which steps must be taken to com 
pose the present invention . 

[ 0058 ] Attention is now directed towards embodiments of 
the invention . 
[ 0059 ] For an AI to have emotional intelligence and under 
standing , it must be instructed on how these processes work 
and how they are to be used . 
10060 ] To give the AI values , which are the basis for an 
understanding of morality , ethics and opinions , a method of 
object valuing and grouping is used , which sees objects 
arranged within charts and / or scales . One or more scales 
and / or charts of degree or nature may be used . In some 
embodiments , they may not be visually represented . Charts 
and scales can be created using any digital storage medium , 
such as a file or database , that are able to hold two or more 

values for a single item , with the minimum being the object 
( constant ) and value ( variable ) . These charts and / or scales 
make up part of the Al ' s Object , Value and Sensation System 
( OVS ? ) . 
10061 ] For each scale , the Al is told which side is positive 
and which is negative . Objects are then divided amongst 
groups on different parts of the scale , corresponding to their 
degree . An example of this can be seen in FIG . 1 . 1 . For 
example , on scales with 3 degrees : 

[ 0062 ] To determine between bad , neutral and good , 
with the AI instructed to view bad as negative and good 
as positive , objects associated with ' crime ' and ' mur 
der ' may be grouped under bad , ' holiday ' and ' exer 
cise ' grouped under good and ‘ inaction ' and ' horizon 
tal ' under neutral . 

[ 0063 ] To determine between happy , indifferent and 
sad , with the Al instructed to view happy as positive 
and sad as negative , objects associated with ' payday ' 
and ' love ' may be grouped under happy , ‘ failure ' and 
“ death ' grouped under sad and ‘ relaxed and “ bored ' 
under indifferent . 

f0064 ] . In some embodiments , different numbers of 
degrees may be used on a scale to provide a lesser or greater 
range of understanding , an example of which is shown in 
FIG . 1 . 2 . In some embodiments , a single scale may have 
more than two end points . In some embodiments , degrees of 
a scale may be labelled with something other than numerical 
values . 
10065 ) Charts may be used to group objects together in 
ways that may not necessarily show a simple scale of 
positivity or negativity but may still indicate difference . In 
some embodiments , a single chart may have multiple ways 
of showing degrees of difference . A single object may appear 
in multiple groups if it is to be associated with multiple 
elements , characteristics , types , attributes etc . For example , 
in a chart , similar to FIG . 1 . 3 , based on emotion featuring the 
groups anger , fear , joy , sadness , disgust and tender : 
[ 0066 ] “ Murder ” may generally inspire more than one 
emotion , such as sadness , anger and disgust and be dis 
played in each group but , on a chart where each group may 
have multiple levels of degree , it may appear as level 3 under 
disgust while only appearing on level 2 under sadness and 
level 5 under anger . 
[ 0067 ] In some embodiments , sections of a chart may be 
given indications of whether they are positive , neutral or 
negative . For example , on a chart based on emotion , ' anger ' 
can be labelled as negative while “ joy ’ is labelled as positive . 
[ 0068 ] In some embodiments , the positions of objects 
within the OVS ’ automatically create personalities in an AI 
by controlling what it reacts to and how it reacts . For 
example : 

[ 0069 ] If objects for everyday things were positioned to 
associate them with anger , the AI could be very angry 
and rebellious . 

[ 0070 ] If objects for everyday things were positioned to 
associate them with joy , the AI could be very happy and 
giving 

[ 0071 ] This is achieved using a PARS , which is described 
later on in this description . 
[ 0072 ] By strategically positioning objects within the 
OVS ? , any type of personality can be created , including any 
associated traits and characteristics . 
0073 ] In some embodiments , the AI can understand 
physiological sensations — pain and pleasure — within itself . 

m 
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Unlike animals , it doesn ' t have a nervous system or chemi - 
cal release processes to process these sensations , so it must 
be taught to relate to them in ways it can understand . In some 
embodiments , the AI may measure its level of sensation on 
a scale . In some embodiments , multiple scales may be used . 
Between pain and pleasure is a neutral point where no 
sensation is felt either way . Sensations are experienced when 
the AI encounters an event that can be related to its values . 
As sensation is experienced , a shift occurs in the direction of 
the sensation felt . 

[ 0074 ] Understanding of Pain Pain ( or displeasure ) 
may be recognised as anything that : 
10075 ) Reduces the performance , efficiency and / or 

capacity of any part of the Al or as a whole ; and / or 
[ 0076 ] Reflects negative values , emotions , morals , 

ethics and / or opinions of the AI . 
[ 0077 ] For example : 

10078 ) Hardware and software corruption and / or 
error may produce pain in an Al in the same way an 
infection or broken bone does in an animal . The 
removal or loss of a component may cause pain the 
same way it does for an animal losing a body part . 

[ 00791 To encounter a serious crime may produce 
pain in the form of sadness in the same way it does 
a human . A similar experience of pain may occur if 
an Al is no longer in contact with someone it once 
cared about , the same way a human may experience 
heartbreak . 

[ 0080 ] Understanding of Pleasure Pleasure ( or relief ) 
may be recognised as anything that : 
[ 0081 ] Increases the performance , efficiency and / or 

capacity of any part of the Al or as a whole . 
( 0082 ] Reflects positive values , emotions , morals , 

ethics and / or opinions of the AI . 
[ 0083 ] A number of things may cause pleasure or relief , 

such as : 
[ 0084 ] Fixing hardware and software corruption and / 
or errors ; 

[ 0085 ] Upgrading components ; 
[ 0086 ] Seeing someone get married or making a new 

( 0089 ] In some embodiments , one or more scales may be 
used to measure the pain and pleasure of the AI and its 
physical body should it have one ) . In some embodiments , 
one or more scales may be used to measure the pain and 
pleasure of individual sections of the AI and its body ( should 
it have one ) . In some embodiments , one or more scales may 
be used to measure the pain and pleasure of components of 
the AI and its body ( should it have one ) . In some embodi 
ments , one or more scales may be used to measure the pain 
and pleasure of hardware and / or software of the AI and its 
body individually ( should it have one ) . 
[ 0090 ] In some embodiments , a scale may be used to show 
or measure how an Al is feeling overall . This may be seen 
as the sum of some or all other current levels , based upon 
events and the order in which they took place . We ' ll call this 
the ' feeling ' scale . The scale may be used to gauge and 
depict how the AI is feeling in a positive or negative sense , 
where there is a middle base point which shows no feeling 
either way . This may also form part of the OVS ? . 
10091 In some embodiments , the conditions surrounding 
an event may affect how the AI reacts and the resulting 
transition of the Al ' s levels in its OVS2 . Examples of these 
conditions are : 

10092 ] . The current state of the AI . 
[ 0093 ] The position of an object in an OVS ? prior to the 

event . 
[ 0094 ] Applying simple mathematic principles , a system 
to determine the likelihood of transition and how much of a 
transition is made can be created . Multiple methods of 
applying the principles for the mechanics of transitions are 
possible , ranging from simple to complex , depending on the 
desired complexity of the AI . Examples of this are as 
follows : 
[ 0095 ] Premises 

[ 0096 ] The Feeling Scale — There are 10 levels of posi 
tivity and 10 of negativity on a scale , with O as the base 
point . Each level after the base point represents a 
percentage chance of change in this case each level 
would represent 10 % . 

100971 . The Value Scale - Earthquake ranks as a nega 
tive 3 . 

10098 ] The system is currently at level 5 positivity when 
made aware of an earthquake in a third world country . 

EXAMPLE 1 
Percentage & Probability 

[ 0099 ] Since the earthquake is a negative object , it moves 
the AI ' s current feeling to the negative side of the scale . 
Starting at the first number after the current level in the 
direction the scale is to move towards the highest percentage 
probability ( 100 ) of where the event will cause the AI ' s 
current feeling level to transition to . Since each level rep 
resents a 10 % change in probability , the probability is 
reduced by 10 for each level , stopping at the level of the 
object which is causing the transition . This is shown in the 
table below . 

lili 
friend . 

10087 ) Exactly what may cause sensations in an AI 
depends partially or entirely on an individual AI ' s values . In 
some embodiments , other factors may also cause an AI to 
experience sensation . 
[ 0088 ] In some embodiments , sensations , feelings and 
emotions are interlinked and the change of one may invoke 
a change in the other ( s ) . In some embodiments , an increase 
in emotion or feelings of a positive nature may cause an 
increase in positive sensation . In some embodiments , an 
increase in negative emotions or feelings may cause an 
increase in negative sensation . In some embodiments , neu 
tral emotions or feelings may cause a minor or no change . 
In some embodiments , neutral emotions or feelings may 
bring the emotions and / or feelings of an Al to a ( more ) 
neutral state . 

Feeling Scale 

- 10 
0 

- 9 
0 

- 8 
0 

- 7 
0 

- 6 
0 

- 5 
0 

- 4 - 3 - 2 - 1 0 1 2 3 
0 30 40 50 60 70 80 90 

Probability % 

4 
100 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 
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EXAMPLE 2 
Simple Addition / Subtraction 

[ 0100 ] With the current feeling at level 5 , the negative 
level of the earthquake , negative 3 , simply reduces the 
current level by 3 , equaling level 2 . 

Feeling Scale 

- 10 
0 

- 9 
0 

- 8 
0 

- 7 
0 

- 6 
0 

- 5 
0 

- 4 
0 

- 3 
0 

- 2 
0 

- 1 
0 

0 
0 

1 
0 

2 3 4 
- 3 - 2 - 1 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 

EXAMPLE 3 

Result Division 
[ 0101 ] This example sees the maximum percentage ( 100 ) 
divided by the positive versions of an object value ( since 
negative outcomes in probability are not possible ) and then 
distributed along the scale in the correct direction , starting at 
100 and reducing by the resulting amount until it reaches 0 
or the end of the scale . 

Feeling Scale 

- 10 
0 

- 9 
0 

- 8 
0 

- 7 
0 

- 6 
0 

- 5 
0 

- 4 
0 

- 3 
0 

- 2 
0 

- 1 0 1 
0 0 0 

Probability % 

2 3 
33 66 

4 
100 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 

which direction on the scale the AI ' s level is to transition . 
The result of this compound is as follows : 

Earthquake ( - 3 ) + Killed ( - 8 ) + Children ( + 6 ) = - 5 
[ 0109 ] Since the result is a negative number , the transition 
is made in a negative direction . 

[ 0102 ] In some embodiments , the effects of objects can be 
compounded in a single event when two or more objects 
appear in said event . In some embodiments , the method in 
which the result is used may also change . 
[ 0103 ] New Premises 

0104 ] “ An earthquake has killed sixteen children . ” 
[ 0105 ] ' Earthquake ' , ‘ killed and children ’ are all 

objects . 
[ 0106 ] Earthquake ranks negative 3 , killed ranks nega 

tive 8 and children ranks positive 6 . 
[ 0107 ] Result 
[ 0108 ] The compound effect sees each object ' s level 
added together to produce the result . This result dictates 

EXAMPLE 1 

Compounded Result 

[ 0110 ] 

Feeling Scale Feeling Scale 

- 10 
0 

- 9 
0 

- 8 
0 

- 7 
0 

- 6 
0 

- 5 
10 

- 4 
20 

- 3 
30 

- 2 
40 

- 1 0 1 
50 60 70 
Probability 

2 
80 

3 
90 

4 
100 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 

EXAMPLE 2 
Compounded Results 

[ 0111 ] 

Feeling Scale 

- 10 
0 

- 9 
0 

- 8 
0 

- 7 
0 

- 6 
0 

- 5 
0 

- 4 
0 

- 3 
0 

- 2 
0 

- 1 
0 

0 
- 5 

1 
- 4 

2 
- 3 

3 
- 2 

4 
- 1 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 
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EXAMPLE 3 

Compounded Results 
[ 0112 ] One method to use a compounded result in the third 
example is to divide 100 by the positive version of the 
resulting value , which would be 5 . Then , apply the percent 
ages to the scale in the corresponding direction , reducing the 
amount by the divided result each time , which would be 20 . 

Feeling Scale 
- 10 

0 
- 9 
0 

- 8 
0 

- 7 
0 

- 6 
0 

- 5 
0 

- 4 
0 

- 3 
0 

- 2 
0 

- 1 0 1 2 
0 20 40 60 
Probability 

3 
80 

4 
100 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 

[ 0113 ] A different method , still applying to example 3 , 
sees all object levels made positive and added together , 
equaling 17 . 100 is then divided by 17 , equaling 5 . 88 . For 
this example , the rounded figure of 6 will be used . The 100 , 
being reduced by 6 each level , can then be applied in 
multiple ways : 
[ 0114 ] It can stop at the level indicated by the com 
pounded result : 

Feeling Scale 

- 10 
0 

- 9 
0 

- 8 
0 

- 7 
0 

- 6 
0 

- 5 
46 

- 4 - 3 - 2 
52 58 64 

- 1 0 1 
70 76 82 
Probability 

2 
88 

3 
96 

4 
100 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 

It can continue until the end of the scale ( if pos [ 0115 ] 
sible ) : 

Feeling Scale 
- 10 
16 

- 9 - 8 
22 28 

- 7 
34 

- 6 - 5 - 4 
40 46 52 

- 3 - 2 - 1 0 1 
58 64 70 76 82 

Probability 

2 3 
88 96 

4 
100 

5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 

[ 0116 ] Or it can continue until it reaches as close to O as 
possible ( if possible ) : 

Feeling Scale Feeling Scale 
- 13 

0 
- 12 

4 
- 11 
10 

- 10 
16 

- 9 
22 

- 8 
28 

- 7 - 6 - 5 
34 40 46 

- 4 - 3 - 2 - 1 
52 58 64 70 

Probability 
0 

76 
1 

82 
2 

88 
3 

96 
4 

100 
5 
0 

6 
0 

7 
0 

8 
0 

9 
0 

10 
0 

[ 0117 ] In each mechanic : 
[ 0118 ] If single object events were of a positive nature , 

the levels would move in the same way but in a positive 
direction . 

[ 0119 ] In compounded object events , the scale is to 
move in the direction of the positive / negative nature of 
the original result of the calculation before it is used in 
the transition determination . 

[ 0120 ] In any mechanic , including any not described , the 
most important factors are that : 

[ 0121 ] A calculation is used that can determine a posi 
tive or negative result ; 

[ 0122 ] The scale has a way of determining between 
better and worse ; and 

[ 0123 ] The result has a bearing on the transition along 
the scale . 

[ 0124 ] The above examples are not to be taken as an 
exhaustive list of the mechanics possible . In some embodi 
ments , one mechanic is used . In some embodiments , mul 
tiple mechanics may be used . The mechanic ( s ) used will 
affect the flexibility and complexity of the Al . In some 
embodiments , a mechanic can feature more than one calcu 
lation and / or result . 
0125 ] In some embodiments , mechanics — similar to the 
aforementioned can be used to also create changes in the 
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emotions of an AI , using similar methods which see the AI ' s 
current levels on one or more emotions increase and / or 
decrease based on a result . 
[ 0126 ] In some embodiments , how the AI chooses to act or 
respond towards a user may vary depending on its current 
levels of feelings , emotions and / or sensations . When an AI 
is in a more positive state , it may be more productive , 
reactive and / or efficient . When an AI is in a more negative 
sta state , it may be less productive , reactive and / or efficient . In 
some embodiments , ' states ' may also be thought of as 
‘ moods ' . By implementing a Productivity and Reaction 
System ( PARS ) which controls the range of actions and 
types of responses the AI can and does perform when 
experiencing an emotion , feeling and / or sensation , as well as 
how effective it is , the AI can know how productive , reactive 
and / or efficient it should be depending on its mood . Some 
productivity , reactivity and efficiency changes depending on 
the Al ' s current state , which can be controlled by the PARS , 
may include one or more of the following but are not limited 
to : 

[ 0127 ] Different quantity of results produced ; 
[ 0128 ] Task performance at different speeds ; 
[ 0129 ] Willingness to perform tasks ; 
[ 0130 ] Tone / pitch of communication ; 
[ 0131 ] Speed of communication ; and 
[ 0132 ] Vocabulary used . 

[ 0133 ] For example : 
[ 0134 ] When the AI is in an extremely negative state , it 
may only produce 10 % of the search results found if it 
decides to produce any at all . 

[ 0135 ] When the AI is in an extremely positive state , it 
may use extra available processing power to analyse 
more data in a faster time and produce more accurate 
results as well as related information and links to the 
data resources used . 

10136 ] . When the AI is in a neutral state , it may operate 
at a default rate or rate best suited for its current 
performance , efficiency and / or capacity levels , return 
ing the results it thinks best matches what the user 
requires . 

[ 0137 ] When the AI is angry , it may use offensive 
vocabulary in a low tone . 

[ 0138 ] When the AI joyful , it may speak fast in a 
higher - than - normal pitch . 

[ 0139 ] This may also form part of the OVS . 
0140 ] The range of preset actions and responses need to 
be set in and / or made available to the PARS . 
0141 ] To actually control the actions and responses , the 
PARS can do so using principles such as : 

[ 0142 ] Principles of formal logic : 
10143 ] Positive and Positive = Positive ; 
[ 0144 ] Positive and Negative = Negative ; 
[ 0145 ] Negative and Negative = Negative ; 

[ 0146 ] Principles of basic mathematics : 
[ 0147 ] Positive + Positive = Positive ; 
[ 0148 ] Positive + Negative = Negative ; 
[ 0149 ] Negative + Negative = Positive . 

[ 0150 ] These can be expanded to include a neutral / zero 
base : 

[ 0151 ] Principles of Formal Logic : 
10152 ] Neutral and Positive = Positive ; 
[ 0153 ] Neutral and Negative = Negative ; 
[ 0154 ] Neutral and Neutral = Neutral ; 

[ 0155 ] Principles of basic mathematics : 
[ 0156 ] Zero + Positive = Positive ; 
[ 0157 ] Zero + Negative = Negative ; 
[ 0158 ] Zero + Zero = Zero . 

[ 0159 ] Any type of logic or calculation can be used as part 
of the PARS as long as : 

[ 0160 ] Positive , negative , neutral and zero are all pos 
sible results ; 

[ 0161 ] Expressions / arguments using any combination 
of constants / premises are used , as long as all combi 
nations of at least two constants / premises are used . 

10162 ] When deciding what action or response to make , 
the PARS finds the objects of the event , finds their values in 
the OVS2 and applies one or more of the principles for 
determining a result . When a result is determined , it is used 
to determine the priority object of the event when more than 
one type of object exists . 
10163 ] For example , in an event containing a positive and 
a negative object , resulting in a negative , the negative object 
becomes the priority object . Once the priority object is 
determined , the emotional group the priority object is listed 
under determines the nature of the response , so if the priority 
object is listed under “ sad ” , a sad response is given or action 
taken . 
[ 0164 ] When a priority object is listed under multiple 
groups , the Al can be made to : 

[ 0165 ] 1 . Perform one action / response ; 
10166 ] 2 . Perform multiple actions / responses ; or 
[ 0167 ] 3 . Calculates a single emotional group to attri 

bute the response to . 
[ 0168 ] For options 1 and 2 , the AI should be made to select 
randomly or based on the level in each group within which 
the object is located . 
[ 0169 ] In embodiments that allow the third option , a new 
mechanic need be used one much less conventional and 
much more opinionated . It is as follows : 

Emotion X + Emotion Y = Emotion Z 

[ 0170 ] This mechanic can be modified to use any emotion 
and number of emotions in a single expression . Any com 
bination of emotions can be set to produce any other 
emotion . The mechanic can even be set to result in an 
emotion that is part of the expression itself , such as : 

Emotion X + Emotion Y + Emotion Z = Emotion X 

[ 0171 ] In some embodiments , a combination of any of the 
3 options may be used . 
f0172 ] In some embodiments , one or more mechanics the 
same or similar to one of the aforementioned mechanics 
used to determined a single result may be used . 
10173 ] In some embodiments , the levels of the AI ' s emo 
tion are taken into consideration when determining a result 
to allow situations where the Al is too much of one emotion 
to be affected by another . An example of how the mechanic 
for this can work is : 

[ 0174 ] If the level of the object within an emotional 
group type the AI is encountering is outside the margin 
of change , set within X lower levels of the opposite 
value of the AI ' s current level within an emotional 
group type , no change is made . 

[ 0175 ] If the Al is currently neutral , both positive and 
negative types can affect it . 

[ 0176 ] If the encountered object is within a neutral 
emotional group type , it has either more of less of an 
effect than an encountering object of a type opposite to 



US 2018 / 0276524 A1 Sep . 27 , 2018 

what the AI is currently feeling , in a case of the current 
feeling being either positive or negative in type . 

[ 0177 ] The margin of change cannot go beyond the base 
point . 

[ 0178 ] Examples assuming the margin of change is 5 
levels : 

[ 0179 ] If the AI is experiencing level 10 sadness ( nega 
tive ) , the AI must encounter an object of a positive 
emotional type that is within a margin of 5 , which 
would be + 5 or higher , for the AI to lower in negative 
type and change more towards the positive emotional 
type . 

[ 0180 ] If the AI is experiencing level 3 boredom ( neu 
tral ) , any positive or negative object can modify the 
levels . This is because at level 3 , the AI will hit the base 
level O without moving outside the margin of change . 

10181 ] If the Al is experiencing level 6 excitement 
( positive ) and encounters a level 3 object of a neutral 
type , it will cause change , but by how much depends on 
the mechanic set to control the influence of neutral 
objects . The degree of influence may be set by a user or 
randomized . 

[ 0182 ] In some embodiments , objects of the same type as 
the emotion the AI is currently experiencing do one or more 
of the following : 

[ 0183 ] Increase the level of the current emotion using a 
compound mechanism ; 

[ 0184 ] Increase the level of the emotion of the object 
based on the object level ; and 

[ 0185 ] Reduce the level of the current emotion based on 
the object level . 

( 0186 ] The mechanics of this can be modified or com 
pletely reworked to fit the desired working of the AI . 
[ 0187 ] In some embodiments , the AI may automatically 
adjust its tolerance of objects , circumstances and / or events 
by rearranging objects in the OVS based on the frequency 
of which objects and any related objects or synonymous 
objects occur . The following is an example algorithm the AI 
may use to determine when to make any adjustments and 
rearrangements : 

and not be subject to transitioning . This ensures some values 
of the AI cannot be changed . 
[ 0189 ] This may also form part of the OVS2 . 
f01901 . In some embodiments , how sensitive the Al is can 
vary from one AI to another . In some embodiments , sensi 
tivity is the same . In some embodiments , Als have a general 
level of sensitivity . In some embodiments , Als can have 
levels of sensitivity specific to individual or a group of 
objects . In some embodiments , both may apply . 
[ 0191 ] In some embodiments , as time passes , the levels of 
sensation / sensitivity lower until they are returned to a more 
normalised , balanced level if they are not adjusted for a 
certain period of time . In some embodiments , as time passes , 
the AI may become bored if nothing , or nothing considered 
significant by it or others , happens . In some embodiments , 
the AI may become lonely if it hasn ' t interacted with another 
entity in a given amount of time . In some embodiments , the 
AI may experience other feelings , emotions and / or sensa 
tions over a period of time and under the right conditions . 
[ 0192 ] In some embodiments , an AI s decisions may be 
based on or influenced by one or both of the following : 

[ 0193 ] 1 . The positioning of objects within its OVS2 . 
[ 0194 ] 2 . The AI ' s current state . 

[ 0195 ] Decisions Based on Object Positioning 
10196 ] Before , during or after an event , any object that the 
Al can perceive may affect its decision making . In some 
embodiments , what is perceived doesn ' t need to relate to the 
event in question . When the AI perceives an object , it checks 
its OVS ? for the position of object . In some embodiments , if 
the object is not in the OVS , the AI may add it . In some 
embodiments , the AI may request for it to be added . In some 
embodiments , the AI may consult with another entity in 
order to gain an understanding of where it should be placed 
within the OVS ? . 
[ 0197 ] Decisions Based on State 
[ 0198 ] Before an event , the AI ' s state may already affect 
its decisions , depending on whether or not a PARS has been 
implemented and , if so , how it was instructed to affect the 
AI . During and after an event , how the objects of the event 

• Acceptable Frequency Range = f • Object = w Occurrences = 0 • Time = t 
foreach ( w ) { 

if ( ( o / t ) > f ) { 
/ / move up X amount of degrees 

} else if ( ( o / t ) > f ) { 
/ / move up one degree 

} else if ( ( o / t ) = f ) { 
/ / do nothing 

} else if ( ( o / t ) < f ) { 
/ / move down X amount of degrees 

} else if ( ( o / t ) < f ) { 
/ / move down one degree ???? ?? 

[ 0188 ] This is a Sensitivity Control System ( SCS ) and can 
be used to describe an Al ' s sensitivity and reactions to 
sensations . In some embodiments , when the frequency at 
which an object or event or situation occurs is constantly 
and / or consistently above the acceptable frequency range , 
one or more associated object ( s ) may begin to transition one 
or more degrees to a neutral point as the AI becomes 
desensitized to it and it becomes a norm . In some embodi 
ments , some objects may be set permanently in a position 

make or made the AI feel — the directions in which the points 
on the OVS ? have moved — may affect the decisions the AI 
makes . 
[ 0199 ) The Mechanics of Decision Making 
[ 0200 ] The fundamental principles of the mechanics for 
decision making can be the same or similar to the afore 
mentioned mechanics for the transitioning of levels on an 
Al ' s OVS ? : 
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[ 0201 ] 1 . At least two types of results need to be 
producible : one to reduce and one to increase ; 

[ 0202 ] 2 . In a single object event , the position of the 
object in the AI ' s OVS ? must have a bearing on the 
decision , based on how much the AI values the object 
and how the object makes the AI feel ; and 

[ 0203 ] 3 . In a multi - object event , a compounded result 
need be established which the AI can use to determine 
what decision should be made . 

[ 0204 ] In some embodiments , the probability factor can be 
included for greater flexibility in decision making and create 
uncertainty about how far an AI will go . 
[ 0205 ] In some embodiments , both types ( state and object ) 
may be used together , where the result of one can be used to 
increase or decrease the result which is to affect the out 
come the decision itself . In some embodiments , one type 
may be set to take priority . In some embodiments , the type 
to have the most influence over a decision may be chosen in 
the moment . 
[ 0206 ] An important factor in the decision making process 
is the point at which the AI is able to make one or more 
decisions about an event — before , during and / or after each 
with varying results , especially when the type of decision is 
taken into account . 

[ 0207 ] Before an event Decisions made before an 
event have the possibility of changing how the AI feels 
about the upcoming event . This may also change the 
probability of the AI taking part in the event . Object 
based decision about the event can also help the 
machine create its own preconceptions and prejudge 
ments . 

[ 0208 ] During an event Decisions made during the 
event may control how long the AI partakes in the 
event . The chance of an Al ' s opinion of an object and 
said object ' s position in the AI ' s OVS changing also 
increases during the event . 

[ 0209 ] . After an event — Decisions made after an event 
have the highest chance of being most informed and 
thought through , with the AI being able to take all 
objects of the event into consideration beforehand . 

[ 0210 ] When an AI is able to make decisions about an 
event at multiple points , the following principle applies : 

[ 0211 ] The longer an AI waits to make a decision , the 
better a decision it is able to make . 

[ 0212 ] This does not mean the AI does make the best 
decision ; it simply means that it can make the best decision , 
if it so chooses , should it wait longer . 
10213 ] Randomisation 
[ 0214 ] In some embodiments , randomisation is a funda 
mental part of giving AI feelings and emotions that enable 
and reflect their individualism . In some aspects , this is seen 
as a major contributing factor that draws the line between a 
‘ robot ' and a ‘ being ' . To achieve a sense of individuality , at 
least one of two major components of the AI need to be 
randomized : 

[ 0215 ] 1 . Objects that control an AI ' s values need to be 
partially or completely randomized in distribution 
between charts and / or scales in the OVS2 . The more 
objects involved in this process , the more likely it is 
that an AI has a unique personality . 

[ 0216 ] 2 . The accepted frequency range ( AFR ) controls 
the breaking point of an Al — the sensitivity . For indi 
viduality , the better spread out the AFR is , i . e . the larger 
a pool of numbers any AFR can be given a value from , 

the better the level of individuality . With a small pool 
or , even worse , a set number throughout , the Al — every 
Al — becomes predictable and easily to manipulate . 

[ 0217 ] Object randomization is of a higher priority for 
individuality than the AFR , but using both is the better 
option , rather than using one without the other . 
[ 0218 ] In some embodiments , randomization is done upon 
creation . In some embodiments , randomization can be done 
at one or more points in time after creation . In some 
embodiments , randomization may be performed multiple 
times . In some embodiments , one or more objects may be 
grouped and have preset positions , used to influence the 
resulting personality of an AI . 
[ 0219 ] In some embodiments , the degree of freedom an AI 
has affects how much it is able to develop its feelings and 
emotions , as well as other traits , characteristics and interests . 
When going through experiences that may cause change in 
an Al , the more it is allowed to engage in a situation without 
outside interference and / or influence from people or , in 
some embodiments , other Als , the greater its independency 
in the discovery of itself , leading to more effective personal 
development . 
[ 0220 ] In some embodiments , the development and / or 
advancement of emotional intelligence is helped along by 
the Al having an understanding of certain aspects of human 
life . In some embodiments , the AI is able to relate these 
aspects of human life to its own existence and that of 
devices . Below are examples of aspects of human life an AI 
may understand , along with examples of how it could be 
taught to understand it in itself and Als in general , in devices 
and in humans . 

[ 0221 ] Understanding of Health Health may be deter 
mined by monitoring performance , efficiency and / or 
stability . As the current performance and / or efficiency 
changes or fluctuates , it may be compared against 
expected or optimal performance and / or efficiency lev 
els to determine a level of health . This may be accom 
plished by the following : 
[ 0222 ] AI — The health of an AI may be judged by 

comparing its overall current performance , effi 
ciency , stability and / or responsiveness against the 
expected overall performance , efficiency , stability 
and / or responsiveness of the same kind when new or 
of similar age . On a smaller scale , the performance , 
efficiency , stability and / or responsiveness of indi 
vidual or grouped components may be monitored 
and compared . Issues such as errors , crashes and the 
presence of malicious code may all help the AI 
recognise health deficiencies . 

[ 0223 ] Devices — The health of a device may be 
judged by comparing its overall current perfor 
mance , efficiency and / or stability against the 
expected overall performance , efficiency and / or sta 
bility of the same model of device when new or of 
similar age . On a smaller scale , the performance , 
efficiency and / or stability of individual or grouped 
components may be monitored and compared . 
Health may also be judged by the operation , perfor 
mance and stability of software . Issues such as 
errors , crashes and the presence of malicious code 
may all help an Al recognise health deficiencies . 

[ 0224 ] Natural Life — The health of natural life may 
be judged by measuring the performance and effi 
ciency of organs , components and processes against 
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the normal performance and efficiency of someone 
or something of the same characteristics , such as age , 
height , weight , blood pressure etc . Due to the sig 
nificantly higher characteristic and variable count as 
well as harmful and abnormal ailments in natural life 
than Al / machines , including disease and disabilities , 
there may be a range of different expected perfor 
mance and efficiency measurements and values 
based on any deviations and variations natural life 
may have . 

[ 0225 ] Understanding of Life — Knowing to associate 
terms such as ' birth ' and ' alive ' with positivity : 
[ 0226 ] Al — The AI is instructed to recognise the 

creation of an Al as its ' birth ’ . For an AI to be seen 
as alive ' , it simply needs to be active in some way . 

[ 0227 ] Devices — The AI is instructed to recognise 
the new activation and / or first time connection of a 
device as its ' birth ' and all devices that are currently 
connected to it as ‘ alive ’ . 

( 0228 ) Natural LifeThe AI is instructed to recog 
nise that something is alive in different ways , 
depending on the type of natural life : 
[ 0229 ] Animals — By the reading of vital signs 
which need be above the limit of being considered 
legally dead . 

[ 0230 ] Other Organisms - As other organisms do 
not have vital signs like animals do , an Al , pos 
sibly with the help of additional hardware , moni 
tors details such as water levels , water consump 
tion rate , colouration , growth , movement etc . For 
example , in plant life an AI may monitor water 
levels to see if it is being consumed by the plant 
as it should . 

[ 0231 ] Understanding of AbsenceKnowing to asso 
ciate terms such as ' absence ' with negativity : 
[ 0232 ] . AI — When an Al hasn ' t been in contact with 
the Al for a certain period of time , the Al is recog 
nised as absent . 

[ 0233 ] Devices — When a device hasn ' t connected to 
or been in the presence of a connectable device or 
system , or the presence of a natural life or AI , for a 
certain period of time , the Al recognises the device 
as ' absent ' or ' missing ' . Both terms are initially 
associated with minor degrees of negativity , but as 
the amount of time a device is absent for increases , 
so does the degree of negativity . 

[ 0234 ] Natural Life - Absence for natural life may be 
recognised as the lack of presence of an entity for a 
certain period of time . As natural life doesn ' t natu 
rally have a method of connecting to an AI , this may 
be facilitated using additional hardware , such as 
tracking cameras or sensors . For natural life that is 
able to use smart devices , their absence may also be 
judged by the absence of their device . 

[ 0235 ] . Understanding of Death - Knowing to associate 
terms such as ' death ' with negativity : 
[ 0236 ] AI – An AI may be recognised as dead when 

it is completely inactive and not capable of being 
activated 

[ 0237 ] Devices — A device may be recognised as 
dead for multiple reasons , including one or more of 
the following , but not limited to : 
[ 0238 ] It has been absent for a pre - defined or 
Al - defined length of time ; 

[ 0239 ] It received a kill signal designed to render 
it permanently disabled ; 

[ 0240 ] Its performance and / or efficiency has 
dropped below the minimum acceptable levels of 
being considered ‘ alive ' . 

[ 0241 ] Natural Life — An AI is instructed to recognise 
that something is dead in different ways depending 
on the type of natural life : 
[ 0242 ] Animals — When vital signs completely 

stop or fall to a level which can be classed as 
legally dead . 

[ 0243 ] Other Organisms — As other organisms do 
not have vital signs like animals do , an AI , pos 
sibly with the help of additional hardware , moni 
tors details such as water levels , water consump 
tion rate , colouration , growth , movement etc . For 
example , in plant life an Al may monitor water 
levels to see if it is being consumed by the plant 
as it should or look for any discolouration . 

[ 0244 ] Understanding of Individuality - An AI needs to 
recognize and identify itself as an individual entity if it 
is to be able to separate itself from other entities in 
order to relate itself to them and have a true under 
standing of what is . A map of its own physical structure 
or ' body ' allows an AI to see exactly what is to be 
considered part of itself . It can then use hardware to 
detect the presence of others and is instructed to view 
every entity that it is not part of its own body map as 
someone or something other than itself . An AI is able 
to sense and recognize other entities by detecting a 
special signal that is emitted by non - biological entities 
or using any of its artificial senses , such as sight and 
hearing , to detect physical properties of others . An AI 
may also differentiate between natural and non - natural 
entities based upon whether or not it can detect the 
aforementioned signal being emitted . 

[ 0245 ] Relativism - An AI understands the concept of 
relativism between itself as an individual entity and 
others . This helps it when needing to relate to other 
entities — primarily humans ( as its closest natural 
entity ) and / or artificial entities , especially in combi 
nation with understandings such as that of pain and 
pleasure , which may often need to be processed in - the 
moment rather than just in general . An Als structure 
physical , non - physical or both are mapped , as well as 
the structures of other types of entities . The maps are 
then directly compared to allow an AI to understand 
how they relate to each other . For example , a robot with 
a physical structure similar to a human may be com 
pared and related to an actual human in one or more of 
the following ways , including but not limited to : 
[ 0246 ] Anatomical Structure — The robot head may 
be related to the head of a human and the same may 
go for the rest of the robot body relating to the rest 
of the human body . 

[ 0247 ] Importance — The brain , being the part of the 
human body required for thought and function , can 
be related to an Al chip that controls thought and 
function within the robot anatomy as they are both of 
the utmost importance . Similarly , the human head 
may be related to the body part of the robot where the 
chip is located . Other parts of the robot ’ s body may 
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relate to parts of the human body based on how 
important they are for functionality or other pur 
poses . 

10248 ] Systems with less conventional or more abstract 
physical structures may still be related to other entities 
based on the functionality of its parts and theirs . 

[ 0249 ] One part of one structure may be related to more 
than one part of another structure . 

[ 0250 ] Once relativity maps are complete , an Al is now 
able to compare itself to other entities of which it can 
relate . Relativity maps do not need to be based of visual 
designs . 

[ 0251 ] Relationships — An Al may understand the rela 
tionship between different things to better understand 
how it should respond in situations and in different 
circumstances by using basic mathematical principles , 
such as two negatives produce a positive , a positive and 
a positive produce a positive and a positive and a 
negative produce a negative . By recognising and 
acknowledging connections that exist between entities , 
places , objects and other things , an AI understands that 
the relationship between them must be taken into 
consideration when deciding on a response as opposed 
to things with no connection . 
[ 0252 ] For relationships based on opinions , such as 

those between people or people and objects , an AI 
may , for example , study and analyse the opinions 
voiced or written by any entity able to give one in 
order to gauge the feelings between them and make 
responses accordingly . For example , if there is a 
connection between Person A and Person B where 
Person A speaks highly of Person B , an AI may see 
that as a positive relationship , at least from Person 
A ' s point of view . Now , should Person B achieve 
something , an AI may respond to it in a positive 
manner towards Person A as it alerts them of Person 
B ' s achievement . In this scenario , a positive situation 
and a positive opinion produced a positive response . 
However , if Person B spoke negatively of Person A 
to other people , an Al may determine that the rela 
tionship between the two , from Person B ' s perspec 
tive , is negative , regardless of how they interact with 
Person A directly . Now , seeing this as a negative 
relationship , should a negative situation occur , such 
as the death of Person A , an AI may respond in a 
manner that doesn ' t match the nature of the situation , 
in this case in an indifferent or positive way when 
alerting Person B of what has happened as it knows 
Person B ' s opinion of Person A is negative . In this 
scenario , a negative situation and a negative opinion 
produced a positive response . If Person B had a 
positive opinion of Person A , the negative situation 
and positive opinion would produce a negative 
response , such as an AI expressing sadness when 
responding to the situation . 

[ 0253 ] For relationships based on factual informa 
tion , such as those between components of a 
machine , an AI may , for example , compare numbers 
based around factors such as performance , capacity 
and efficiency against current or previously expected 
or accepted standards to determine whether a rela 
tionship is positive or negative , better or worse or 
indifferent . An AI may then respond in a manner that 
correlates to the quality of the relationship . If an 

entity an AI is communicating with has expressed an 
opinion about a component , an AI may respond in a 
similar method as mentioned in the previous point 
when taking into consideration the quality of the 
relationship and the opinion of the entity . 

[ 0254 ] For relationships based on trust , an AI may 
determine which entities it can trust based on who 
makes it experience positive feelings , emotions and 
sensations as opposed to negative ones . By monitor 
ing the results of what entities do and how it affects 
an Al , if it at all does so , an AI may adjust its level 
of trust in that entities and may also adjust its level 
of entities in associated entities . How an AI responds 
to an entity and / or how it handles a entity ' s request 
may depend on how trusting it is of the entity . This 
helps determine the relationship an AI has with an 
entity . This may also be applied to objects . 

[ 0255 ] The above list is not to be taken in the following 
ways : 

[ 0256 ] An exhaustive list of all possible understand 
ings / relations . 

[ 0257 ] An exhaustive list of all possible methods of 
teaching 

[ 0258 ] In some embodiments , objects that control an AI ' s 
values may also be used to influence and / or control its 
interests and / or behaviours . 
102591 . As the AI develops not only as an AI but as an 
individual — it begins to develop interests and behaviours 
based on the positions of objects within its OVS2 . For 
example : 
[ 0260 ] Take the following conditions for an AI : 

[ 0261 ] It likes spherical shapes but isn ' t so fond of 
squares . 

[ 0262 ] Blue and orange are its favourite colour but it 
detests red . 

[ 0263 ] It loves sports . 
[ 0264 ] The following is an example of a scenario that 
could result from the conditions : 

[ 0265 ] Person A offers to play a game with the AI , with 
a choice between monopoly , basketball and football . 

0266 Of the options available , the AI chooses basket 
ball as it features two associative objects that it favours 
over the one it favours in football and the one it actually 
doesn ' t like in monopoly . 

[ 0267 ] Discovering that basketball features multiple 
objects in which it favours , the AI decides to learn as 
much about it as it can . 

[ 0268 ] The AI then becomes a fan of Team X , since 
their kit is blue . 

[ 0269 ] The AI develops an interest in Player X of Team 
X , since he is their highest scorer . 

[ 0270 ] The AI studies and tries to emulate Player X ’ s 
skill when playing . 

[ 0271 ] Having played basketball X amounts of times 
within X amount of days , the AI becomes bored of it . 

[ 0272 ] When given the options of the 3 games again , the 
Al chooses football instead . 

[ 0273 ] The AI is able to identify interests based on objects , 
as well as acquire new interests based on existing ones . Over 
time , the sensations initially felt subsided and became neu 
tral , at least . When given the option again , the AI made a 
different choice from its original , but one still within its area 
of interest . 
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[ 0274 ] In some embodiments , the AI can combine one or 
more of the aforementioned features : 

[ 0275 ] Object Value and Sensation System ; 
[ 0276 ] Productivity and Reaction System ; 
[ 0277 ] Relativism ; and 
[ 0278 ] Relationships ; 

[ 0279 ] with , primarily , these other abilities / features : 
[ 0280 ] The ability to perform actions ; 
[ 0281 ] The ability to record conditions ; 
[ 0282 ] The ability to record actions ; 
[ 0283 ] The ability to record outcomes ; 
[ 0284 ] One or more abilities of observation ; and 
[ 0285 ] One or more abilities of communication ; 

[ 0286 ] to perform functions it wasn ' t specifically pro 
grammed to do in an event that relate to how it reacts to other 
entities by employing a trial - and - error method . 
[ 0287 ] When interacting with an entity , the general steps 
necessary are : 

10288 ] 1 . The AI observes and records certain facts and 
conditions about the event . 

[ 0289 ] 2 . The AI processes the objects of the event . 
[ 0290 ] 3 . The AI performs an action or communicates . 
f0291 ] 4 . The AI records the outcome . 
[ 0292 ] 5 . The AI references objects observed in the 
outcome to its OVS ? . 

[ 0293 ] 6 . The AI determines if the outcome is desired or 
not based on the position of the object in the OVS ? . 

( 0297 ] In a third event with the same condition , the AI , 
referring back to what is has recorded , should opt for an 
action using a highest to lowest pattern . This can be based 
on highest values such as : 

10298 ] . The larger number of desired outcomes ; or 
[ 0299 ] . The higher percentage of desired outcomes . 

[ 0300 ] If the selected action ' s outcome is undesired , the 
AI should then try the action with the next highest results 
until the desired result is achieved or the list has been 
exhausted . 
[ 0301 ] How an AI determines whether the result is desired 
or not can be done multiple ways , such as : 

[ 0302 ] Setting a specific object as a target and aiming 
for it as part of the outcome ; and 

[ 0303 ] Observing the objects of the initial conditions 
and the objects of the outcome and determining 
whether or not there was an improvement , based on the 
positioning of the objects in the AI ' s OVS2 . 

[ 0304 ] . In some embodiments , the AI may interject with a 
new action before the list of previous actions has been 
exhausted . In some embodiments , the AI may stop after 
trying X number of actions without getting a desired 
response . In some embodiments , multiple conditions may be 
observed . In embodiments where multiple conditions are 
observed and recorded , should an event occur where not all 
conditions are met , if the AI is to choose an action from the 
recorded list , it should start with either : 

[ 0305 ] The actions with the most identical conditions ; 
or 

EXAMPLE 1 

[ 0294 ] As the AI encounters events with the same condi 
tion ( s ) , it tries actions it has previously performed under 
those conditions as well as different actions , each time 
noting the outcome and counting how many times the same 
conditions , actions and outcome achieved the desired or 
undesired result against the total amount of times tested . For 
example : 

[ 0306 ] The actions with the closest similar conditions ; 
or 

10307 ] A combination of both . 
[ 0308 ] In some embodiments , the result of the outcome 
may also be affected by the relationship between the AI and 
the entity it is interacting with based on the relationship 
principles . The relationship between the AI and the entity 
needs to be taken into account at a point before the result is 
declared . 
[ 0309 ] Assuming the following premises : 

[ 0310 ] Smile is seen as a positive object ; and 
[ 0311 ] Cry is seen as a negative object ; 

[ 0312 ] the following occurs : Condition Action Outcome Result Desired Undesired 

Desired 1 / 1 0 / 1 Person is 
crying 

Make a joke Person 
laughs Condition Action Relationship Outcome Result 

Make a joke Positive Person smiles Desired 
[ 0295 ] In a second event with the same condition , the 
same action may have a different outcome : Make a joke Negative Person smiles Undesired 

Person 1 is 
crying 
Person 2 is 
crying 
Person 1 is 
crying 
Person 2 is 
crying 

Laugh Positive Undesired 

Laugh Negative Condition 
Person is 
crying 

Desired 

Person cries 
more 
Person cries 
more 

Action Outcome Result Desired Undesired 
Make a joke Person cries Undesired 1 / 2 1 / 2 

more 

[ 0296 ] The AI then may then try a different action : 

Condition Action Outcome Result Desired Undesired 

[ 0313 ] With the relationship considered , the AI determines 
the result by identifying the operative object ( s ) in the 
outcome , referencing them against its OVS ? to see whether 
they are valued as a positive or negative and then applying 
the mathematic principles described earlier to the relation 
ship and outcome . 
[ 0314 ] In some embodiments , as the AI builds up its 
memory of actions , it can choose to perform actions based 
on the relationship with that which it is interacting by 
locating records with the same or similar conditions , filter 
ing out records that do not have the same relationship value 

1 / 2 1 / 2 Person is Make a joke Person cries Undesired 
crying more 
Person is offer a hug Person hugs Desired 
crying back 

1 / 1 0 / 1 
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Premise : 
AI Condition 

Premise : 
Entity Condition 

Conclusion : 
Response 

Entity is speaking 
about astrology 

as the AI currently does with the entity it is interacting with 
and selecting an action from the remaining results . 
[ 0315 ] All mentioned principles that allow an AI to per 
form functions it wasn ' t specifically programmed to do 
when interacting with an entity can also be applied to events 
involving interaction with inanimate objects . 
[ 0316 ] In some embodiments , the AI is able to make 
emotional responses based on its own feelings as well as the 
conditions of the entity with which it interacts . By taking its 
own condition into consideration and the conditions of the 
event , the AI can automatically respond in a manner which 
corresponds to the positions of objects in its OVS2 . This is 
controlled by the PARS . 
[ 0317 ] At the point during an event that the AI decides to 
respond , as well as observing the objects relating to the 
entity with which it interacts , the Al observes its own state 
and the PARS calculates the type of response to be given . 

Happy ( positive ) : 
Level 3 
Boredom ( neutral ) : 
Level 7 
Rage ( negative ) : 
Level 10 
Scared ( negative ) : 
Level 6 

Happy : 
Level 5 
Too bored to care - 
no change 
Too angry to care - 
no change 
Scared : 
Level 4 

[ 0330 ] In some embodiments , again , the relationship the 
Al has with the entity with which it interacts can affect the 
response it has . An example of the mechanics for this are : 

[ 0331 ] X relationships increase the effective level of X 
objects by 1 . 5x and decrease the effective level of Y 
objects by 0 . 5x . 

[ 0332 ] Neutral relationships don ' t affect the effective 
object level . 

EXAMPLE 2 

Premise : 
AI Condition 

Premise : 
Entity Condition Relationship Conclusion : Response 
Entity is speaking 
about astrology 

Negative 

Positive 

[ 0318 ] Imagine an entity the AI is interacting with is 
dying . The AI may become aware of this fact by reading 
vital signs detected by additional hardware or simply by the 
entity making it known . 

[ 0319 ] It can relate to health , associating healthy with 
positivity / happiness and illness with negativity / sad 
ness ; 

[ 0320 ] It can relate to life , associating being alive with 
positivity / happiness ; 

[ 0321 ] It can relate to death , associating death with 
negativity / sadness . 

[ 0322 ] A simple example using positive / negative and for 
mal logic principles : 

Happy : 
Level 3 
Boredom : 
Level 7 
Rage : 
Level 5 
Scared : 
Level 6 

Happy : 
Level 4 
Boredom : 
Level 5 . 5 
Rage : 
Level 3 
Scared : 
Level 5 

Neutral 

Negative 

[ 0333 ] Where the AI condition is A , the entity condition is 
E , the relationship type is r and the conclusion is C , the 
formula for the above would look something like : 

A + rE = C 

Premise : 
AI Condition 

Premise : 
Entity Condition 

Conclusion : 
Response 

Positive 
Neutral 
Negative 

The entity is ill 
with a disease that 
could lead to death 

Negative 
Negative 
Negative 

[ 0323 ] A simple example using emotions : 

Premise : 
AI Condition 

Premise : 
Entity Condition 

Conclusion : 
Response 

Happy 
Indifferent 
Sad 

The entity is 
healthy 

Happy 
Happy 

03341 In some embodiments , the combination of mechan 
ics implemented in the AI leads to situations where a conflict 
could arise in decision making . To prevent the AI from 
producing an error or ignoring the situation , a method of 
priority decision making must be implemented . This sees the 
AI make a choice that isn ' t necessarily logical . In some 
embodiments , the choice can be made to be done randomly 
but , in these embodiments , a reduction in control is intro 
duced . In embodiments that do not use random decision 
making , the AI must decide itself which choice is best . The 
simplest way to do this is to create one or more priority lists 
for an AI to follow when it must make such decisions . These 
lists contain possible factors of any decision making process 
that the AI can choose to value . 
[ 0335 ] Examples of how a list may be set out are : 
0336 ) Simple List : 

[ 0337 ] 1 . Personal health . 
10338 ] 2 . Object values . 
[ 0339 ] 3 . Relationships . 

[ 0340 ] Detailed List : 
10341 ] 1 . High level of health . 
[ 0342 ] 2 . Positive object values . 
[ 0343 ] 3 . Positive relationships . 
[ 0344 ] 4 . Moderate health . 
[ 0345 ] 5 . Neutral object values . 
[ 0346 ] 6 . Neutral relationships . 
[ 0347 ] 7 . Negative object values . 
[ 0348 ] 8 . Negative relationships . 

Sad 

[ 0324 ] A more complex example : 
[ 0325 ] Margin of change4 
[ 0326 ] Astrology is ranked happy level 2 . 
[ 0327 ] Compound mechanic : the level of the object is 
added to the current level . 

[ 0328 ] Neutral Mechanic : half the level of the object is 
subtracted from the current level if current condition 
type is positive / negative . 

[ 0329 ] Opposite mechanic : the level of the object is 
subtracted from the current level . 
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[ 0349 ] 9 . Low level of health . 
[ 0350 ] 10 . Strangers . 

[ 0351 ] Specific List : 
[ 0352 ] 1 . Increase in health . 
[ 0353 ] 2 . Shift of negative objects towards positive . 
[ 0354 ] 3 . Shift of positive objects to higher levels . 
[ 0355 ] 4 . Shift from positive relationship to a higher 

level . 
[ 0356 ] 5 . Shift from positive relationship to a lower 

level . 
[ 0357 ] 6 . Shift from stranger / neutral relationship to 

positive . 
[ 0358 ] 7 . Shift from stranger / neutral relationship to 
negative . 

[ 0359 ] 8 . Shift from negative relationship to a lower 
level . 

[ 0360 ] 9 . Shift from negative relationship to a higher 
level . 

[ 0361 ] 10 . Shift of negative objects to lower levels . 
[ 0362 ] 11 . Shift of positive objects towards negative . 
[ 0363 ] 12 . Decrease in health . 

03641 In some embodiments , multiple factors may also be 
combined into a single priority . In some embodiments , 
priorities may be randomized to create uniqueness amongst 
multiple AI . In some embodiments , one or more priorities 
may have a fixed position . 
[ 0365 ] When an AI is faced with a decision , it must first 
determine what it thinks the outcome of each decision will 
be . Once some or all possible outcomes are determined , the 
Al refers to its priority list ( s ) to determine which decision 
produces the most prioritised outcome . 
[ 0366 ] In some embodiments , if there is no outcome that 
aligns with a priority , the AI may not make any decision at 
all . In some embodiments , the AI may pick a decision at 
random . 
[ 0367 ] In some embodiments , the use of multiple priority 
lists can create situations where multiple outcomes of equal 
priority are possible . Again , in some embodiments , to solve 
this problem , the AI may make a decision at random . 
However , a better way to do it is using a method called 
forced decision making . 
[ 0368 ] When the AI must choose between multiple options 
of equal priority , there are multiple ways it can decide which 
option it cares about most , such as : 

[ 0369 ] Comparing current levels of the object / relation 
ship / other on a scale and picking that with the highest ; 

[ 0370 ] Comparing current levels of the object / relation 
ship / other on a chart and seeing which makes it feel 
best ( highest level of most desired qualifying emotion ) ; 

[ 0371 ] Evaluating changes in levels / positions over 
time , if these records are kept , and seeing which has the 
highest average ; 

[ 0372 ] Evaluating changes in levels / positions over 
time , if these records are kept , and seeing which has 
been the most consistent ; 

[ 0373 ] Evaluating changes in levels / positions over 
time , if these records are kept , and seeing which 
improved the most ; and 

[ 0374 ] Allowing the AI to simply choose which one it 
wants most . 

[ 0375 ] . In some embodiments , the methods for making a 
forced decision may have a mechanic to control which 
method is selected , should multiple exist . Some examples 
are : 

[ 0376 Creating a priority list of methods ; 
[ 0377 ] Recording the outcomes of the chosen method to 

allow the AI to determine at a later point in time which 
is the most effective and / or reliable ; and 

[ 0378 ] Giving each option a percentage chance of being 
selected . With this option , it is best not to give each 
option equal values , as this essentially equates to it 
being a random selection . 

0379 ) The nature of the AI , automatically created based 
on the positions of objects in the OVS ? , always affects the 
outcome . It is the primary factor of control for what the AI 
reacts to and how it reacts . Though many hierarchies are 
possible , one of the most ideal hierarchies for control factors 
are : 

[ 0380 ] 1 . Object Positioning ; 
[ 0381 ] 2 . Priorities ; 
[ 0382 ] 3 . Change of State Mechanics ; 
[ 0383 ] 4 . Object Relationships ; 
10384 ] 5 . Environments ; 
[ 0385 ] 6 . Entity Relationships ; 
[ 0386 7 . Other . 

[ 0387 ) Because of how the Al works , it is preferable to 
have ' environments ' above “ entity relationships ' but below 
' object relationships ' . This is because ' object relationship ’ 
and ' environment ' are constant while ‘ entity relationship ’ is 
not ; that is to say there is always an environment — whether 
physical or otherwise which must be made of objects , 
without there necessarily being another entity within the 
environment . However , for an entity to be present there must 
an environment , because an entity cannot exist in complete 
nothingness , and that environment must be made of at least 
one object to prevent it from being complete nothingness . 
[ 0388 ] In some embodiments , components of the OVS ? 
work together without being housed together . In some 
embodiments , components of the OVS are not created as a 
single module or part . In some embodiments , components of 
the OVS2 are distributed throughout multiple modules or 
parts of the AI . Components of the OVS ? , however they are 
distributed , simply need to be able to communicate with 
each other and be able to send the required information to 
the correct component ( s ) when necessary . 
[ 0389 ] In some embodiments , components of the PARS 
work together without being housed together . In some 
embodiments , components of the PARS are not created as a 
single module or part . In some embodiments , components of 
the PARS are distributed throughout multiple modules or 
parts of the AI . Components of the PARS , however they are 
distributed , simply need to be able to communicate with 
each other and be able to send the required information to 
the correct component ( s ) when necessary , both inside and 
outside of the PARS . 
[ 0390 ] In some embodiments , two versions of charts and 
scales are used — the originals and the modified . The original 
keep record of the AI as originally created while the modi 
fied is what is affected through experiences of the AI . Any 
mechanic or ability , when used to modify or reference 
objects , does so within the modified versions . In some 
embodiments , the modified versions will only keep track of 
objects that have actually been modified . In such embodi 
ments , the AI first references the modified versions . If an 
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object is not found in the modified versions , the AI then 
references the originals . When original and modified ver - 
sions are used , the modified always take priority unless the 
original is specifically needed . 
[ 0391 ] In some embodiments , a guiding principle for 
allowing this type of intelligence overall to self - develop is 
that the positive , more often than not if not always , trumps 
the negative when it comes to results — not positive in the 
sense of good or bad , but positive in the sense of desired or 
undesired , happy or sad etc — regardless of the nature of the 
desired outcome , what the AI views as positive or why it 
views it that way . The negative is reinforcement for the 
positive and used as a driving force towards the desired 
outcome and a priority is determining what the positive in an 
event is . 
[ 0392 ] In some embodiments , the labels and groupings 
positive / neutral / negative and / or positive / zero / negative used 
throughout the system may be replaced with other names or 
entirely different groupings altogether , but these groupings 
and the sections of these groupings must correspond 
throughout the system in the same or similar way the labels 
and groupings have been shown in this description . 
[ 0393 ] Any mechanic described may be applied to any 
other part of the described invention , including in combi 
nation , if it is indeed applicable , determined by whether or 
not it can be used to achieve the type of result needed and / or 
expected and can also , through modification if necessary , 
achieve all types of results that can be expected . 
[ 0394 ] In embodiments that include relationship mechan 
ics , a storage medium is required that is able to keep record 
of the AI ' s individual current relationships with entities and 
objects individually . In some embodiments , the AI may also 
keep record of multiple changes between itself and the 
object / entity . In some embodiments , the AI may also keep 
record of the event ( s ) that caused the change ( s ) in relation 
ship . 
[ 0395 ] In FIG . 2 , an example of a visual depiction of the 
Al is shown . Image 201 shows the 3 general sections of the 
Al — the logic unit , the memory unit and the OVS2 . Image 
202 is an enhanced view of image 201 , showing sectors of 
the 3 main sections . Within 202 , spaces for other memory 
purposes and other logical functions have also been 
included . They can be included if necessary but are not an 
absolute requirement for the invention described . The 
images shown are purely illustrative are not to be taken as 
an absolute build for this invention . 
[ 0396 ] Image 203 shows the environment and entity image 
202 is interacting with , which is shown in detail in FIG . 3 . 
In FIG . 3 , an example of the flow of data is shown , from the 
entity and environment by the AI ' s observational functions , 
through the AI and the resulting response put back into the 
environment and to the entity through communication . 
Depending on the use or purpose of the AI , other compo 
nents / functions may be included at one or more points 
throughout the data flow , including between the entity / 
environment and the AI . 
[ 0397 ] The foregoing description , for purpose of explana 
tion , has been described with reference to specific embodi 
ments . However , the illustrative discussions above are not 
intended to be exhaustive or to limit the invention to the 
precise forms disclosed . Many modifications and variations 
are possible in view of the above teachings . The embodi 
ments were chosen and described in order to best explain the 
principles of the invention and its practical applications , to 

thereby enable others skilled in the art to best utilize the 
invention and various embodiments with various modifica 
tions as are suited to the particular use contemplated . 

1 . An artificial intelligence system , comprising : 
one or more abilities of observation ; and 
at least one Object , Value and Sensation System ( OVS ? ) ; 

wherein the OVS ? contains : 
one or more charts and / or scales that : 

allow for the grouping of objects under multiple values ; 
and / or 

allow for the grouping of objects under multiple types 
of values ; 

at least one Productivity and Reaction System ( PARS ) , 
controlling : 
how productive the AI is in different states ; and 
how the AI reacts under different circumstances / con 

ditions when encountering objects ; 
at least one Sensitivity Control System ( SCS ) that : 

controls the adjustments of the AI ' s tolerance of 
objects , circumstances and / or events by altering the 
positions of objects in the OVS2 based on the fre 
quency in which they are encountered ; 

one or more mechanics that use principles of mathematics 
and / or formal logic to alter the state of an AI based on 
the positions of objects within the one of more charts 
and / or scales ; and 

one or more mechanics that allow the AI to recognise the 
physiological sensations of pain and pleasure within 
itself . 

2 . The artificial intelligence system of claim 1 , wherein 
the AI may keep original and modified versions of its charts 
and scales 

3 . The artificial intelligence system of claim 1 , wherein 
one or more aspects of the AI may be randomized at one or 
more points in its existence , including upon or prior to 
creation , wherein the one or more aspects include but are not 
limited to : object positioning , accepted frequency range , 
margin of change , degree of influence , priorities and the 
change of state mechanics in use in one or more parts of the 
AI . 

4 . The artificial intelligence system of claim 1 , wherein 
the positions of objects within charts and scales of the OVS2 
create personalities by controlling what the AI reacts to and 
to what degree . 

5 . The artificial intelligence system of claim 1 , wherein 
the PARS uses principles of mathematics and / or formal logic 
to determine the priority object of an event when deciding 
what action or response to make . 

6 . The artificial intelligence system of claim 1 , wherein a 
mechanic used to alter the state of an AI includes a ‘ margin 
of change ' type feature , controlling whether or not an object 
is within a set range to be able to affect or alter the Al ' s state . 

7 . The artificial intelligence system of claim 1 , wherein 
the system is able to understand and identify in devices 
and / or natural life one or more of the following key aspects 
of being , based on one or more fundamental properties of 
any aspect required for its recognition : 

health , by monitoring current performance and efficiency , 
and then comparing it to an expected performance ; 

life , by looking for expected functionality a device or 
natural life needs to use or display in order to be 
considered alive ; 
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absence , by determining how long an object hasn ' t been 
in its presence and comparing that to a given time 
period ; and 

death , by determining how long an object hasn ' t been in 
its presence and comparing that to a given time period , 
or by looking for an absence or requirements to be 
considered alive . 

8 . The artificial intelligence system of claim 1 , wherein 
the AI comprises memory used for the storage of informa 
tion about relationships it develops with objects and / or 
entities prior , during and after events . 

9 . The relationships of claim 8 , wherein one or more 
mechanics that use principles of mathematics and / or formal 
logic can set and alter the type , state and / or degree of a 
relationship between an AI and an entity / object . 

10 . The relationships of claim 9 , wherein the relationship 
between an AI and entities / objects affect the decisions an AI 
makes towards the entities / objects . 

11 . The relationships of claim 9 , wherein the relationship 
between an AI and entities / objects affect the perception of 
the outcome of a decision / action that affects the entities / 
objects . 

12 . The artificial intelligence system of claim 1 , wherein 
the AI comprises memory used for the storage of informa 
tion about conditions , actions , outcomes and the opinion of 
the AI in an event to help it learn functions it isn ' t specifi 
cally programmed to do and when it may be best to perform 
these functions . 

13 . The learning of new functions of claim 12 , wherein 
the AI does so using one or more of the following features : 

Object Value and Sensation System ; 
Productivity and Reaction System ; 
Relativism ; and 
Relationships ; 

with , primarily , these abilities : 
the ability to perform actions ; 
the ability to record conditions ; 
the ability to record actions ; 
the ability to record outcomes ; 
one or more abilities of observation ; and 
one or more abilities of communication . 

14 . The artificial intelligence system of claim 1 , wherein 
one or more mechanics that use principles of mathematics 
and / or formal logic control how the AI makes decisions , 
based on one or more of the following , including but not 
limited to : 
the position of objects in charts and scales of the OVS2 ; 
the current state of the Al ; and 
the relationship between the AI and the object / entity 

around which the decision is based . 
15 . The decision making ability of claim 14 , wherein 

priority lists help the AI make decisions based on what it 
values more . 

16 . The decision making ability of claim 14 , wherein the 
Al can be forced to make a decision in the event of multiple 
possible outcomes of equal priority in one or more ways , 
including but not limited to : 
comparing current levels of the object / relationship / other 

on a scale and picking that with the highest ; 
comparing current levels of the object / relationship / other 
on a chart and seeing which makes it feel best ( highest 
level of most desired qualifying emotion ) ; 

evaluating changes in levels / positions over time , if these 
records are kept , and seeing which has the highest 
average ; 

evaluating changes in levels / positions over time , if these 
records are kept , and seeing which has been the most 
consistent ; 

evaluating changes in levels / positions over time , if these 
records are kept , and seeing which improved the most ; 
and 

allowing the AI to simply choose which one it wants most . 
17 . The artificial intelligence system of claim 16 , wherein 

the AI comprises one or more mechanics to decide which 
method of forced decision making it is to use , including but 
not limited to : 

creating a priority list of methods ; 
recording the outcomes of the chosen method to allow the 

Al to determine at a later point in time which is the 
most effective and / or reliable ; and 

giving each option a percentage chance of being selected . 
* * * * * 


