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feature component to the receiver-feature determination
circuit. The receiver-feature determination circuit decreases
the receiver-feature weight of the neural network. The
receiver-feature weight is associated with the receiver-fea-
ture component, and the receiver-feature weight which is
decreased is applied for computing an output value of the
neural network.
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RF FINGERPRINT SIGNAL PROCESSING
DEVICE AND RF FINGERPRINT SIGNAL
PROCESSING METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to and the benefit of
Taiwan Application Serial Number 109136300, filed on Oct.
20, 2020, the entire content of which is incorporated herein
by reference as if fully set forth below in its entirety and for
all applicable purposes.

BACKGROUND
Field of Disclosure

The disclosure generally relates to a signal processing
device and a signal processing method, and more particu-
larly, to an RF fingerprint signal processing device and an
RF fingerprint signal processing method.

Description of Related Art

Developments of communication technology provide the
wireless devices to send data with each other and the
security level is paid more attention. Because of the conve-
nience of wireless communication, data breaches of user’s
information may happen. One of the problems is that the
hacker generates the camouflage device which pretends to
be a normal device, and the camouflage device intercepts
wireless signals in the network and sends the {falsified
signals. To improve the reliability of the devices, the method
of recognizing the device by using the radio frequency (RF)
fingerprint is a possible method. The RF fingerprint is the
physical feature of the communication device, and the RF
fingerprint will vary with a slight difference between the
manufacturing process of each device. In this regard, the RF
fingerprint can be applied for recognizing devices. Further-
more, because of the randomness and the uniqueness of the
RF fingerprint, the RF fingerprint is difficult to be copied and
altered, such that the reliability of the devices is improved.

When the signal is sent from the transmitter, the signal
contains the RF fingerprint of the transmitter. On the other
hand, when the signal is received by the receiver, the signal
containing the RF fingerprint of the transmitter also contains
the RF fingerprint of the receiver. That is, the RF fingerprint
of the transmitter and the RF fingerprint of the receiver
interference with each other, such that the recognization
level decreases.

Accordingly, how to apply the RF fingerprint for improv-
ing the level of recognizing the devices is an important
technical problem.

SUMMARY

The disclosure can be more fully understood by reading
the following detailed description of the embodiments, with
reference made to the accompanying drawings as described
below. It should be noted that the features in the drawings
are not necessarily to scale. The dimensions of the features
may be arbitrarily increased or decreased for clarity of
discussion.

The present disclosure of an embodiment provides an RF
fingerprint signal processing device configured for execut-
ing a machine learning algorithm on a plurality of input
signals. The RF fingerprint signal processing device
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includes a receiver-feature determination circuit and a clas-
sifying determination circuit. The receiver-feature determi-
nation circuit is configured to compute on the plurality of
input signals in a neural network. The classifying determi-
nation circuit is coupled with the receiver-feature determi-
nation circuit, and the classifying determination circuit is
configured to send feedback information of a receiver-
feature component to the receiver-feature determination
circuit. The receiver-feature determination circuit decreases
the receiver-feature weight of the neural network. The
receiver-feature weight is associated with the receiver-fea-
ture component, and the receiver-feature weight which is
decreased is applied for computing an output value of the
neural network.

One aspect of the present disclosure is to provide an RF
fingerprint signal processing method configured for execut-
ing a machine learning algorithm on a plurality of input
signals. The RF fingerprint signal processing method
includes steps of: computing on the plurality of input signals
in a neural network; sending feedback information of a
receiver-feature component; decreasing a receiver-feature
weight of the neural network, wherein the receiver-feature
weight is associated with the receiver-feature component;
and computing an output value of the neural network by the
receiver-feature weight which is decreased.

It is to be understood that both the foregoing general
description and the following detailed description are by
examples, and are intended to provide further explanation of
the disclosure as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure can be more fully understood by reading
the following detailed description of the embodiments, with
reference made to the accompanying drawings as described
below. It should be noted that the features in the drawings
are not necessarily to scale. In fact, the dimensions of the
features may be arbitrarily increased or decreased for clarity
of discussion.

FIG. 1 is a block diagram illustrating an RF fingerprint
signal processing device according to some embodiments of
the present disclosure.

FIG. 2 is a flow chart illustrating an RF fingerprint signal
processing method according to some embodiments of the
present disclosure.

FIG. 3 is a flow chart illustrating an RF fingerprint signal
processing method according to some embodiments of the
present disclosure.

DETAILED DESCRIPTION

The technical terms “first”, “second” and the similar terms
are used to describe elements for distinguishing the same or
similar elements or operations and are not intended to limit
the technical elements and the order of the operations in the
present disclosure. Furthermore, the element symbols/alpha-
bets can be used repeatedly in each embodiment of the
present disclosure. The same and similar technical terms can
be represented by the same or similar symbols/alphabets in
each embodiment. The repeated symbols/alphabets are pro-
vided for simplicity and clarity and they should not be
interpreted to limit the relation of the technical terms among
the embodiments.

Reference is made to FIG. 1. FIG. 1 is a block diagram
illustrating an RF fingerprint signal processing device 100
according to some embodiments of the present disclosure.
The RF fingerprint signal processing device 100 is config-
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ured for executing a machine learning algorithm on a
plurality of input signals. The term “input signal” is, for
example, the radio frequency (RF) fingerprint signal. The
fingerprint signal has a unique signal feature because of the
hardware characteristics of the wireless communication
device. Accordingly, the Radio Frequency Fingerprint (RFF)
can be obtained by analyzing a signal feature of the RF
signal. The obtained RF signal can be applied for recogniz-
ing transmitter sources and receiver sources. The RF fin-
gerprint signal processing device 100 executes the machine
learning algorithm on the plurality of input signals to train
a model for recognizing correctly the transmitter/receiver
from the signals.

The machine learning algorithm is executed by a neural
network that has multiple layers of neurons (e.g., the deep
learning algorithm), and the algorithm is not limited to the
machine learning algorithm in the present disclosure. For the
sake of conciseness, the multilayer perceptron (MLP) is
taken as some embodiments of the disclosure.

As shown in FIG. 1, the RF fingerprint signal processing
device 100 includes a receiver-feature determination circuit
112, a transmitter-feature determination circuit 116, a clas-
sifying determination circuit 120, and a cluster analysis
circuit 130. The receiver-feature determination circuit 112
and the transmitter-feature determination circuit 116 are
coupled with the classifying determination circuit 120. The
classifying determination circuit 120 is coupled with the
cluster analysis circuit 130.

In some embodiments of the multilayer perceptron, the
neural network of the multilayer perceptron includes an
input layer, a hidden layer, and an output layer. Multiple
input data (e.g., the signal features which are acquired from
the RF signals which are received) are sent to the neurons of
the input layer. For the sake of brevity, the mathematical
rules of each layer of neurons for the multilayer perceptron
is not described herein.

In the process of executing machine learning, the com-
putation flow of the neural network is the input layer, the
hidden layer, and the output layer as one learning cycle. As
practical demands, the hidden layer can be one or more
layers, and the neurons of each layer have their weights and
activation functions. The learning result of the output layer
is the feedback data for the next learning cycle, and the
weights of the neurons of each layer in the neural network
can be adjusted, such that the learning result of the next
cycle can be more accurate. When the learning result of the
output layer is accurate more than a threshold, the learning
process is finished and the model can be applied for recog-
nizations.

Referring to FIG. 1, the receiver-feature determination
circuit 112 is configured to compute on the plurality of input
signals in the neural network and compute on the neurons of
the next layer according to the weights and the activation
functions of the neurons. Computations of the last layer of
the neurons will generate a computation result. In some
embodiments, the classifying determination circuit 120
sends feedback information of a receiver-feature component
to the receiver-feature determination circuit 112 according to
the computation result. Then, the receiver-feature determi-
nation circuit 112 adjusts receiver-feature weights of the
plurality of neuron weights according to the feedback infor-
mation. The receiver-feature weight is associated with the
receiver-feature component, such that the classifying deter-
mination circuit 120 can correct the training result of the
neural network.

In some embodiments, the weight is adjusted based on the
condition that the signal is affected by the receiver, for
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example, the receiver-feature component of the signal. The
receiver-feature determination circuit 112 will decrease the
weight of the receiver-feature component in the signal after
receiving the feedback information to reduce the effect ratio
of'the receiver signal in the neurons computation values (i.e.,
the value that is used for determining that the signal source
is from which transmitter). Accordingly, the feature signal of
the receiver is blurred and the effect for the neural network
is reduced.

For example, in function (1.1) to function (1.3),
Signal; z.; is a feature parameter that a first transmitter
sends to a first receiver (hereinafter referred to as a “first
feature parameter”), Signal, ; . is a feature parameter that
the first transmitter sends to a second receiver (hereinafter
referred to as a “second feature parameter”), and Signal . ,_
rx1 1s a feature parameter that a second transmitter sends to
the first receiver (hereinafter referred to as a “third feature
parameter”). It should be noted that the terms “first trans-
mitter”, “second transmitter”, “first receiver”, and “second
receiver” are any different antennas which are in action of
transmitting or receiving. The number of the transmitters
and the receivers is taken as some embodiments for describ-
ing and is not limited to the number in the disclosure. In the
embodiment, each feature parameter has five components,
however, the number of components is not be limited to five.

Signalz z=(1, 2, 0.3, 7, 5) function (1.1)

Signalz zo0=(1, 2, 0.7, 7, 5) function (1.2)

Signalzy, gy =2, 5, 9, 3, 4)

In function (2), w is the weight of the feature parameter.

In the neural network computation, each neuron multiplies

the weight to obtain a weighted value. The weighted value

is the input of the neurons of the next layer. It should be
noted that the values a, b, ¢, d, e are natural numbers.

function (1.3)

w=(a, b, ¢, d, e) function (2)

Then, in function (3.1) to function (3.3), for example,
after each neuron multiplies the weight by function (1.1) to
function (1.3) and function (2), the weighted value of the
first feature parameter is 6, the weighted value of the second
feature parameter is 13, the weighted value of the third
feature parameter is 13.1. In some embodiments, the clas-
sifying determination circuit 120 executes the gradient
descent method to classify the weighted value. The weighted
values which have similar value will be grouped into the
same cluster. For example, the differences between the
weighted value 6 of the first feature parameter and other
weighted values of other feature parameters is larger than the
differences between other weighted values except the
weighted value 6. The weighted value 13 of the second
feature parameter and the weighted value 13.1 of the third
feature parameter is similar. Therefore, the first feature
parameter is determined to be the signal of the first receiver,
and the second feature parameter and the third feature
parameter are determined to be the signals of the second
receiver.

w-Signalz,; gy =1-a+2-b+0.3-c+7-d+5-e=6 function (3.1)

w-Signalz,; go=1-a+2-b+0.7-c+7-d+5-e=13 function (3.2)

w-Signal 5 gy =2-a+5-b+9-c+3-d+4-e=13.1 function (3.3)

Then, the classifying determination circuit 120 deter-
mines whether the classification of the transmitters is correct
based on the output value. As described above, the second
feature parameter is the signal of the first transmitter, how-
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ever, the second feature parameter is determined to be the
signal of the second transmitter by mistake. In some embodi-
ments, when the classifying determination circuit 120 clas-
sified a first input signal of the first transmitter into a second
input signal of the second transmitter by the output value,
the classifying determination circuit 120 sends the feedback
information of the output value which influences the
receiver-feature component to the receiver-feature determi-
nation circuit 112. For example, the classifying determina-
tion circuit 120 finds the components that may influence the
result among the feature parameters and reduces the weight
value of the component(s) which is(are) found. In the neuron
computation of the next cycle, the effect of the component(s)
is reduced in the overall computation.

In some embodiments, the receiver-feature determination
circuit 112 computes the output value of the neural network
by the receiver-feature weight which is reduced in the
neuron computation of the next cycle. The classifying deter-
mination circuit 120 classifies the plurality of input signals
into the signal of the first transmitter and the signal of the
second transmitter by the output value. For example, the
four values of the first feature parameter are the same as the
four values of the second feature parameter (e.g., the first,
the second, the fourth, and the fifth components), the third
component of the first feature parameter is 0.3, and the third
component of the second feature parameter is 0.7. That is,
the first feature parameter and the second feature parameter
are the signals from the same transmitter, i.e., the first
transmitter. The value of weight influences the determina-
tion of the signal, such that the signal of the first transmitter
is misjudged to be the signal of the second transmitter. In the
example, the third component of the second feature param-
eter is the key factor that has the most influence. The
classifying determination circuit 120 sends the feedback
information of the third component of the second feature
parameter to the receiver-feature determination circuit 112.
Therefore, the receiver-feature determination circuit 112
will then decrease the feature weight of the third component
(e.g., the value c of the weight w is set to 0), and the feature
weight of the third component which is decreased to O is
used in the computation of the next cycle of the neural
network to eliminate the influence of the third component in
the overall neuron computation. The output value of the next
cycle can be corrected.

Referring to FIG. 1. In some embodiments, when the
classifying determination circuit 120 determines which
transmitters send the plurality of input signals and the
accuracy is larger than or equal to a threshold, the classifying
determination circuit 120 outputs a training result of the
neural network to the cluster analysis circuit 130. For
example, if the classifying determination circuit 120 deter-
mines which transmitters send the plurality of input signals
and the accuracy is 90% which is larger than the threshold
85%, the recognization model which can recognize the
transmitter by the RF fingerprint signal is finished training
and the training procedure is completed.

In some embodiments, the cluster analysis circuit 130 can
recognize a receiver source of an unknown RF signal
according to the recognization model which has the trained
neuron weights. The neuron weights include the receiver-
feature weight which is decreased.

Referring to FIG. 1. In some embodiments, the transmit-
ter-feature determination circuit 116 increases the transmit-
ter-feature weight of the neural network. The transmitter-
feature weight is associated with the transmitter-feature
component, such that the classifying determination circuit
120 can correct the output value of the neural network. The
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process that transmitter-feature determination circuit 116
increases the transmitter-feature weight is similar to the
process that the receiver-feature determination circuit 112
decreases the receiver-feature weight described above. That
is, the classifying determination circuit 120 determines
whether the classified result of the transmitter is correct
based on the output value, and then the component of the
feature parameter which may influence the determination
result is found among the feature parameter. Then the
transmitter-feature determination circuit 116 increases the
weight of the component for the neuron computation of the
next cycle, such that the component can influence the overall
computation. Therefore, the feature signal of the transmitters
in the neural network is magnified, and the influence is taken
more effectively.

In some embodiments, the transmitter-feature determina-
tion circuit 116 computes the output value of the neural
network by the transmitter-feature weight which is increased
in the neuron computation of the next cycle. The weight of
the signal component which can help determine the trans-
mitters is increased to correct the output value of the next
cycle.

In some embodiments, the cluster analysis circuit 130 can
recognize a receiver source of an unknown RF signal
according to the recognization model which has the trained
neuron weights. The neuron weights include the receiver-
feature weight which is increased.

Reference is made to FIG. 2. FIG. 2 is a flow chart
illustrating an RF fingerprint signal processing method 200
according to some embodiments of the present disclosure.

In step S210, the receiver-feature determination circuit
112 computes on the plurality of input signals in a neural
network in the first cycle.

In some embodiments, the receiver-feature determination
circuit 112 computes on the plurality of input signals in the
neural network and computes on the neurons of the next
layer according to the weights of neurons and the activation
functions. After computing on the neurons, the last layer of
the neurons outputs a computation result.

In step S220, the classifying determination circuit 120
sends the feedback information of the receiver-feature com-
ponent to the receiver-feature determination circuit 112.

In some embodiments, the classifying determination cir-
cuit 120 analyzes the neuron values according to the com-
putation result to obtain the feature component which influ-
ences the determination of the transmitter and sends
feedback information of the receiver-feature component to
the receiver-feature determination circuit 112.

In step S230, the receiver-feature determination circuit
112 decreases the receiver-feature weight of the neural
network in a second cycle. The second cycle is after the first
cycle.

In some embodiments, after the receiver-feature determi-
nation circuit 112 obtains the feedback information, the
weight of the receiver-feature component of the signal is
decreased for computing the value of the neurons in the
second cycle.

In step S231, the receiver-feature determination circuit
112 computes the output value of the neural network by the
receiver-feature weight which is decreased in the second
cycle, such that the training result of the neural network is
corrected.

In some embodiments, all computation results of the
neural network are analyzed to determine which transmitters
send the input signals. For example, the gradient descent
method is executed to classify the computation result. The
receiver-feature weight which is decreased is the corrected
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weight (negative enhancing the feature weight of the related
receivers), such that the computation result of all the neurons
in the neural network can reflect the real clusters of the
transmitters.

In step S233, the classifying determination circuit 120
classifies the source of the plurality of input signals based on
the output value, such that the transmitter which sends the
plurality of input signals can be recognized.

In some embodiments, the classifying determination cir-
cuit 120 executes the gradient descent method to classify the
computation result. The signals which belong to the same
transmitter will be classified into the same group.

In step S235, the classifying determination circuit 120
determines which transmitters send the input signals and
determines whether the accuracy is larger than or equal to a
threshold. If the accuracy is larger than or equal to the
threshold, step S240 is performed. If the accuracy is smaller
than the threshold, the flow goes back to step S220.

In step S240, the classifying determination circuit 120
outputs the training result of the neural network to the cluster
analysis circuit 130.

In some embodiments, the cluster analysis circuit 130 can
recognize the receiver source of an unknown RF signal
according to the recognization model which has the trained
neuron weights.

Reference is made to FIG. 3. FIG. 3 is a flow chart
illustrating an RF fingerprint signal processing method 300
according to some embodiments of the present disclosure.

In step S310, the transmitter-feature determination circuit
116 computes on the plurality of input signals in a neural
network in a first cycle.

In some embodiments, the transmitter-feature determina-
tion circuit 116 computes on the plurality of input signals in
the neural network and computes on the neurons of the next
layer according to the weights of neurons and the activation
functions. After computing on the neurons, the last layer of
the neurons outputs a computation result. The step is similar
to step S210 in FIG. 2.

In step S320, the classifying determination circuit 120
sends the feedback information of the transmitter-feature
component to the transmitter-feature determination circuit
116.

In some embodiments, the classifying determination cir-
cuit 120 analyzes the neuron values according to the com-
putation result to obtain the feature component which influ-
ences the determination of the transmitter and sends
feedback information of the transmitter-feature component
to the transmitter-feature determination circuit 116.

In step S330, the transmitter-feature determination circuit
116 increases the transmitter-feature weight of the neural
network in a second cycle. The second cycle is after the first
cycle.

In some embodiments, after the transmitter-feature deter-
mination circuit 116 obtains the feedback information, the
weight of the transmitter-feature component is increased for
computing the value of the neurons in the second cycle.

In step S331, the transmitter-feature determination circuit
116 computes the output value of the neural network by the
transmitter-feature weight which is increased in the second
cycle, such that the training result of the neural network is
corrected.

In some embodiments, the transmitter-feature weight
which is increased is the corrected weight (positive enhanc-
ing the feature weight of the related transmitter), such that
the computation result of all the neurons in the neural
network can reflect the real cluster of the transmitters.
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In step S333, the classifying determination circuit 120
classifies the source of the plurality of input signals based on
the output value, such that the transmitter which sends the
plurality of input signals can be recognized.

In some embodiments, the classifying determination cir-
cuit 120 executes the gradient descent method to classify the
computation result. The signals which belong to the same
transmitter will be classified into the same group.

In step S335, the classifying determination circuit 120
determines which transmitters send the input signals and
determines whether the accuracy is larger than or equal to a
threshold. If the accuracy is larger than or equal to the
threshold, step S340 is performed. If the accuracy is smaller
than the threshold, the flow goes back to step S320.

In step S340, the classifying determination circuit 120
outputs the training result of the neural network to the cluster
analysis circuit 130.

In some embodiments, the cluster analysis circuit 130 can
recognize the receiver source of an unknown RF signal
according to the recognization model which has the trained
neuron weights.

In some embodiments, the RF fingerprint signal process-
ing device 100 also trains the recognization model for
recognizing the receivers. The method for recognizing the
receivers is similar to the method for recognizing the trans-
mitters which are described above. For the sake of brevity,
the method for recognizing the receivers is not described
herein.

In some embodiments, the RF fingerprint signal process-
ing device 100 can execute the RF fingerprint signal pro-
cessing method 200 and 300 at the same time to train the
recognization model. That is, during the time of training the
model for recognizing the transmitters, the model for rec-
ognizing the receivers is trained at the same time. Further-
more, the RF fingerprint signal processing device 100 can
apply the recognization model which is completed training
for recognizing an unknown RF signal, such that the trans-
mitter information and the receiver information of the
unknown signal can be recognized at the same time after the
signal is computed in the recognization model.

Accordingly, the accuracy for determining which trans-
mitter sends the signals can be increased. In other words, the
receiver-feature weight of the neurons can be decreased
according to the feedback information of the receiver-
feature component, such that the receiver signal of the
plurality of input signals is negative enhanced. The effect of
the receiver feature signals to the overall training result is
reduced, such that the classifying determination circuit 120
ignores the feature signals of the receiver from the signals.
Therefore, the effect of the feature signal of the receiver in
the neural network is blurred. Furthermore, the transmitter-
feature weight of the neurons is increased by the feedback
information of the transmitter-feature component, such that
the transmitter signal of the plurality of input signals is
positively enhanced. The effect of the transmitter feature
signals on the overall training result is increased, such that
the feature signal of the transmitters can be recognized
among the signals easily.

It will be apparent to those skilled in the art that various
modifications and variations can be made to the structure of
the present disclosure without departing from the scope or
spirit of the disclosure. In view of the foregoing, it is
intended that the present disclosure cover modifications and
variations of this disclosure provided they fall within the
scope of the following claims.
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What is claimed is:

1. An RF fingerprint signal processing device configured
for executing a machine learning algorithm on a plurality of
input signals, wherein the RF fingerprint signal processing
device comprises:

a receiver-feature determination circuit configured to
compute on the plurality of input signals in a neural
network, wherein the input signals are radio frequency
(RF) fingerprint signals;

a classifying determination circuit coupled with the
receiver-feature determination circuit, wherein the clas-
sifying determination circuit is configured to send
feedback information of a receiver-feature component
to the receiver-feature determination circuit;

a transmitter-feature determination circuit coupled with
the classifying determination circuit, wherein the trans-
mitter-feature determination circuit is configured to
increase only a transmitter-feature weight of the neural
network, and the transmitter-feature weight is associ-
ated with a transmitter-feature component, the trans-
mitter-feature determination circuit applies the trans-
mitter-feature weight which is increased to compute an
output value of the neural network; and

a cluster analysis circuit coupled with the classifying
determination circuit,

wherein the receiver-feature determination circuit
decreases only a receiver-feature weight of the neural
network, the receiver-feature weight is associated with
the receiver-feature component, and the receiver-fea-
ture weight which is decreased is applied for computing
the output value of the neural network,

wherein when the classifying determination circuit out-
puts a training result of the neural network to the cluster
analysis circuit, the cluster analysis circuit is config-
ured to recognize a receiver source and a transmitter
source of an unknown RF signal according to the neural
network which has trained neuron weights.

2. The RF fingerprint signal processing device of claim 1,
wherein if the classifying determination circuit applies the
output value to classify a feature signal of a first transmitter
into a feature signal of a second transmitter, the classifying
determination circuit analyzes the receiver-feature compo-
nent of the output value to send feedback information of the
receiver-feature component to the receiver-feature determi-
nation circuit.

3. The RF fingerprint signal processing device of claim 1,
wherein if the classifying determination circuit applies the
output value to classify a feature signal of a first transmitter
into a feature signal of a second transmitter, the classifying
determination circuit analyzes the transmitter-feature com-
ponent of the output value to send feedback information of
the transmitter-feature component to the receiver-feature
determination circuit.
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4. The RF fingerprint signal processing device of claim 1,

wherein when accuracy of a determination of the trans-
mitter source of the plurality of input signals made by
the classifying determination circuit is large or equal to
a threshold, the cluster analysis circuit outputs the
training result of the neural network to the cluster
analysis circuit.

5. An RF fingerprint signal processing method configured
for executing a machine learning algorithm on a plurality of
input signals, wherein the RF fingerprint signal processing
method comprises:

computing on the plurality of input signals in a neural

network, wherein the plurality of input signals are radio
frequency (RF) fingerprint signals;

sending feedback information of a receiver-feature com-

ponent;
increasing only a transmitter-feature weight of the neural
network, wherein the transmitter-feature weight is
associated with a transmitter-feature component;

decreasing only a receiver-feature weight of the neural
network, wherein the receiver-feature weight is asso-
ciated with the receiver-feature component;

computing an output value of the neural network by the
receiver-feature weight which is decreased and the
transmitter-feature weight which is increased; and

outputting a training result of the neural network, and
recognizing a receiver source and a transmitter source
of an unknown RF signal according to the neural
network which has trained neuron weights.

6. The RF fingerprint signal processing method of claim
5, further comprising:

analyzing the receiver-feature component of the output

value if a feature signal of a first transmitter is classified
into a feature signal of a second transmitter by the
output value; and

sending feedback information on the receiver-feature

component.

7. The RF fingerprint signal processing method of claim
5, further comprising:

analyzing the transmitter-feature component of the output

value when classifying a feature signal of a first trans-
mitter into a feature signal of a second transmitter by
the output value; and

sending feedback information of the transmitter-feature

component.

8. The RF fingerprint signal processing method of claim
5, further comprising:

outputting the training result of the neural network when

accuracy of a determination of the transmitter source of
the plurality of input signals is large or equal to a
threshold.



