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(57) A video processing apparatus (information
processing apparatus) includes: a tracking processing
unit (tracking unit) that performs tracking of a region hav-
ing a similar pixel pattern among a plurality of frame im-
ages included in a reference video (first video) in which

a subject (first subject) is captured; and a camerawork
estimation unit (first estimation unit) that estimates cam-
erawork for the reference video on the basis of a result
of the tracking by the tracking processing unit.



EP 4 354 400 A1

2

5

10

15

20

25

30

35

40

45

50

55

Description

Field

[0001] The present invention relates to an information
processing apparatus, an information processing meth-
od, and a program.

Background

[0002] In recent years, general users create videos that
imitate videos being played in artist’s promotion video
(PV), television commercials, and the like using various
video posting applications and disclose the videos on the
Internet, for example.
[0003] In addition, there is known a technique of gen-
erating camerawork with less discomfort when a subject
is observed from a free viewpoint (for example, Patent
Literature 1).

Citation List

Patent Literature

[0004] Patent Literature 1: JP 2020-144456 A

Summary

Technical Problem

[0005] However, since camerawork for a video to be
imitated is unknown, it is difficult to accurately imitate the
video. In addition, the technique disclosed in Patent Lit-
erature 1 described above is a technique for generating
camerawork, and a technique for estimating camerawork
from a given video is not known.
[0006] The present disclosure proposes, with respect
to an acquired video, an information processing appara-
tus, an information processing method, and a program
capable of estimating camerawork for the acquired video.

Solution to Problem

[0007] In order to solve the above problem, an infor-
mation processing apparatus according to one embodi-
ment of the present disclosure includes: a tracking unit
configured to perform tracking of a region having a similar
pixel pattern among a plurality of frame images included
in a first video in which a first subject is captured; and a
first estimation unit configured to estimate camerawork
for the first video on a basis of a result of the tracking by
the tracking unit.

Brief Description of Drawings

[0008]

FIG. 1 is a diagram illustrating an outline of a flow of

processing of generating a 3D model of a subject.
FIG. 2 is a diagram illustrating a method of estimating
a skeleton of a subject.
FIG. 3 is a hardware block diagram illustrating an
example of a hardware configuration of a video
processing apparatus according to an embodiment.
FIG. 4 is a diagram illustrating a method of estimating
camerawork and person information from a refer-
ence video.
FIG. 5 is a diagram illustrating a method of linking a
subject detected from a reference video to a subject
captured in a multi-viewpoint image.
FIG. 6 is a diagram illustrating a method of setting a
virtual viewpoint for observing a subject to be imitat-
ed.
FIG. 7 is a functional block diagram illustrating an
example of a functional configuration of the video
processing apparatus according to the embodiment.
FIG. 8 is a flowchart illustrating an example of an
overall flow of processing performed by the video
processing apparatus according to the embodiment.
FIG. 9 is a flowchart illustrating an example of a flow
of imaging information estimation processing per-
formed by the video processing apparatus according
to the embodiment.
FIG. 10 is a diagram illustrating an example of a stor-
age form of information estimated by the imaging
information estimation processing.
FIG. 11 is a flowchart illustrating an example of a
flow of person correlation estimation processing per-
formed by the video processing apparatus according
to the embodiment.
FIG. 12 is a flowchart illustrating an example of a
flow of virtual viewpoint setting processing per-
formed by the video processing apparatus according
to the embodiment.
FIG. 13 is a flowchart illustrating an example of a
flow of rendering processing performed by the video
processing apparatus according to the embodiment.
FIG. 14 is a diagram illustrating processing per-
formed by a video processing apparatus according
to a modification of the embodiment.

Description of Embodiments

[0009] Hereinafter, embodiments of the present disclo-
sure will be described in detail on the basis of the draw-
ings. Note that, in the following embodiments, the same
parts are denoted by the same reference signs, and re-
dundant description will be omitted.
[0010] Note that the present disclosure will be de-
scribed in the following order of items.

1. Embodiments of the Present Disclosure

1-1. Explanation of Premise - Generation of 3D
Model
1-2. Explanation of Premise - Generation of Vol-
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umetric Video
1-3. Explanation of Premise - Skeleton Estima-
tion
1-4. Hardware Configuration of Video Process-
ing Apparatus
1-5. Method of Estimating Camerawork and Per-
son Information
1-6. Method of Associating Person Captured in
Reference Video with Person Captured in Multi-
viewpoint Image
1-7. Method of Setting Virtual Viewpoint
1-8. Functional Configuration of Video Process-
ing Apparatus
1-9. Overall Flow of Processing Performed by
Video Processing Apparatus
1-10. Flow of Imaging Information Estimation
Processing
1-11. Flow of Person Correlation Estimation
Processing
1-12. Flow of Virtual Viewpoint Setting Process-
ing
1-13. Flow of Rendering Processing
1-14. Effects of Embodiment
1-15. Modification of Embodiment
1-16. Effects of Modification of Embodiment

2. Application Examples of Present Disclosure

2-1. Production of Content
2-2. Experience in Virtual Space
2-3. Communication with Remote Location
2-4. Others

(1. Embodiments of the Present Disclosure)

[0011] A video processing apparatus 10 according to
an embodiment of the present disclosure will be de-
scribed. The video processing apparatus 10 estimates
camerawork C when a subject 80 captured in an acquired
reference video H(t) is imaged. The reference video H(t)
may be a two-dimensional video actually imaged by a
camera or the like, or may be a computer graphics (CG)
video. In addition, the reference video H(t) may be a vol-
umetric video generated on the basis of a 3D model of
the subject 80. In addition, the video processing appara-
tus 10 generates a virtual video obtained by imaging a
3D model 90M of a subject 90 generated from a multi-
viewpoint image I(t) of the subject 90 with the camer-
awork C. Note that, for example, it is assumed that the
subject 80 and the subject 90 dance substantially the
same dance in accordance with the same music. In ad-
dition, the subject 80 and the subject 90 include one or
more persons. However, the number of persons included
in the subject 80 and the number of persons included in
the subject 90 may not match. Note that the video
processing apparatus 10 is an example of an information
processing apparatus in the present disclosure. In addi-
tion, the subject 80 is an example of a first subject in the

present disclosure, and the subject 90 is an example of
a second subject in the present disclosure.
[0012] The processing performed by the video
processing apparatus 10 includes known processing of
generating the 3D model 90M of the subject 90 using the
multi-viewpoint image I(t), known processing of generat-
ing a virtual video (volumetric video) obtained by observ-
ing the generated 3D model 90M from a virtual viewpoint,
and known processing of estimating the posture (skele-
ton) of the subject 80 shown in the image. Next, the out-
line of these processing will be described.

[1-1. Explanation of Premise - Generation of 3D Model]

[0013] First, a flow of processing in which the video
processing apparatus 10 to which the present disclosure
is applied generates the 3D model 90M of the subject 90
will be described with reference to FIG. 1. FIG. 1 is a
diagram illustrating an outline of a flow of processing of
generating a 3D model of a subject.
[0014] As illustrated in FIG. 1, the 3D model 90M of
the subject 90 is performed through imaging of the sub-
ject 90 by a plurality of cameras 70 (70a, 70b, 70c) and
processing of generating the 3D model 90M having 3D
information of the subject 90 by 3D modeling.
[0015] As illustrated in FIG. 1, the plurality of cameras
70 are arranged outside the subject 90, the plurality of
cameras 70 facing the direction of the subject 90 so as
to surround the subject 90 existing in the real world. The
background of the subject 90 is, for example, a uniform
background with a single color such as green back or
blue back. FIG. 1 illustrates an example in which the
number of cameras is three, and the cameras 70a, 70b,
and 70c are each arranged around the subject 90. Note
that the number of the cameras 70 is not limited to three,
and a larger number of cameras may be provided.
[0016] In addition, camera parameters 71 (71a, 71b,
71c) of the cameras 70 (70a, 70b, 70c) are acquired in
advance by performing calibration. The camera param-
eters 71a, 71b, and 71c include internal parameters and
external parameters of the cameras 70a, 70b, and 70c.
The internal parameters are parameters including the op-
tical centers and the focal lengths of the cameras 70a,
70b, and 70c. The external parameters are parameters
for specifying the installation positions of the cameras
70a, 70b, and 70c. The camera parameters 71a, 71b,
and 71c are obtained by analyzing (calibrating) images
obtained when targets with shapes, sizes, and installa-
tion positions that are known are imaged by the cameras
70a, 70b, and 70c.
[0017] From different viewpoints, 3D modeling of the
subject 90 is performed by the three cameras 70a, 70b,
and 70c using the multi-viewpoint image I(t) imaged in
synchronization and the camera parameters 71. Note
that the multi-viewpoint image I(t) includes a two-dimen-
sional image Ia(t) imaged by the camera 70a, a two-di-
mensional image Ib(t) imaged by the camera 70b, and a
two-dimensional image Ic(t) imaged by the camera 70c.

3 4 
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With this 3D modeling, the 3D model 90M of the subject
90 is generated in units of frames of images imaged by
the three cameras 70a, 70b, and 70c.
[0018] The 3D model 90M is generated, for example,
by cutting out the three-dimensional shape of the subject
90 using images (for example, silhouette images from a
plurality of viewpoints) from a plurality of viewpoints using
a visual hull.
[0019] The 3D model 90M expresses shape informa-
tion representing the surface shape of the subject 90, for
example, with polygon mesh data M expressed by a con-
nection between a vertex (Vertex) and a vertex. The pol-
ygon mesh data M includes, for example, three-dimen-
sional coordinates of vertices of a mesh and index infor-
mation indicating which vertices are combined to form a
triangle mesh. Note that a method of expressing the 3D
model is not limited thereto, and the 3D model may be
described by what is called a point cloud expression
method expressed by point position information. In ad-
dition, color information data representing the color of
the subject 90 is generated as texture information T in a
form of being linked to these 3D shape data. The texture
information T includes a view independent texture in
which a color is constant when viewed from any direction
and a view dependent texture in which a color changes
depending on a viewing direction.
[0020] Since the generated 3D model 90M is often
used by a computer different from the computer that has
generated the 3D model 90M, the 3D model 90M is com-
pressed (encoded) into a format suitable for transmission
and accumulation. Then, the compressed 3D model 90M
is transmitted to a computer that uses the 3D model 90M.

[1-2. Explanation of Premise - Generation of Volumetric 
Video]

[0021] Upon receiving the transmitted 3D model 90M,
the computer decompresses (decodes) the compressed
3D model 90M. Then, a video (volumetric video) of the
subject 90 observed from any virtual viewpoint is gener-
ated using the polygon mesh data M of the decom-
pressed 3D model 90M and the texture information T.
[0022] Specifically, the polygon mesh data M of the 3D
model 90M is projected at any camera viewpoint, and
texture mapping that pasts the texture information T rep-
resenting color and pattern to the projected polygon
mesh data M is performed.
[0023] The generated image is displayed on a display
device 86 (not illustrated) placed in the viewing environ-
ment of the user. The display device 86 is, for example,
a head mounted display, a spatial display, a mobile
phone, a television, a PC, or the like.
[0024] Note that, to simplify the description, the video
processing apparatus 10 of the present embodiment will
be described assuming that the generation of the 3D
model 90M and the generation of the volumetric video
are executed by the same computer.

[1-3. Explanation of Premise - Skeleton Estimation]

[0025] Next, a method of estimating a 2D skeleton 82
of a person from the image of the person who is the sub-
ject 90 will be described. The 2D skeleton 82 represents
the posture of the subject 90.
[0026] To estimate the 2D skeleton 82, for example, a
silhouette image of a person and segments representing
the torso and the limbs generated from the silhouette
image are stored in advance in a database. Then, the
shape of the skeleton, the position of the joint, the posi-
tions of the hand tip, the foot tip, the face, and the like
are estimated by collating the captured image with the
database.
[0027] In addition, an example in which similar
processing is performed using a neural network gener-
ated by machine learning using deep learning is also
known.
[0028] By performing such skeleton estimation, as il-
lustrated in FIG. 2, the position and shape of the 2D skel-
eton 82 are estimated from the image of the subject 90.
The 2D skeleton 82 includes a bone 82a, a joint 82b, a
head 82c, a hand tip 82d, and a foot tip 82e.
[0029] The bone 82a is a link that connects structures
(Joint 82b, head 82c, hand tip 82d, foot tip 82e) connect-
ed to each other.
[0030] The joint 82b is a connection point of two differ-
ent bones 82a.
[0031] The head 82c indicates a position correspond-
ing to the head of the subject 90.
[0032] The hand tip 82d and the foot tip 82e indicate
positions corresponding to the hand tip and the foot tip
of the subject 90.

[1-4. Hardware Configuration of Video Processing Appa-
ratus]

[0033] A hardware configuration of the video process-
ing apparatus 10 will be described with reference to FIG.
3. FIG. 3 is a hardware block diagram illustrating an ex-
ample of a hardware configuration of a video processing
apparatus according to the embodiment.
[0034] In the computer illustrated in FIG. 3, a CPU 21,
a ROM 22, and a RAM 23 are connected to each other
via a bus 24. An input/output interface 25 is also con-
nected to the bus 24. An input device 26, an output device
27, a storage device 28, a communication device 29, and
a drive device 30 are connected to the input/output inter-
face 25.
[0035] The input device 26 includes, for example, a
keyboard, a mouse, a microphone, a touch panel, an
input terminal, and the like. The output device 27 in-
cludes, for example, a display, a speaker, an output ter-
minal, and the like. The display device 86 described
above is an example of the output device 27. The storage
device 28 includes, for example, a hard disk, a RAM disk,
a nonvolatile memory, and the like. The communication
device 29 includes, for example, a network interface or
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the like. The drive device 30 drives a removable medium
such as a magnetic disk, an optical disk, a magneto-op-
tical disk, or a semiconductor memory.
[0036] In the computer configured as described above,
the CPU 21 loads, for example, a program stored in the
storage device 28 into the RAM 23 via the input/output
interface 25 and the bus 24 and executes the program,
thereby performing the above-described series of
processing. Data and the like necessary for the CPU 21
to execute various processing are also appropriately
stored in the RAM 23.
[0037] The program executed by the computer can be
applied, for example, by being recorded in a removable
medium as a package medium or the like. In this case,
the program can be installed in the storage device 28 via
the input/output interface by attaching the removable me-
dium to the drive device 30.
[0038] In addition, this program can also be provided
via a wired or wireless transmission medium such as a
local area network, the Internet, or digital satellite broad-
casting. In this case, the program can be received by the
communication device 29 and installed in the storage
device 28.

[1-5. Method of Estimating Camerawork and Person In-
formation]

[0039] A method of estimating the camerawork C when
the reference video H(t) is acquired and a method of es-
timating person information captured in the reference vid-
eo H(t) will be described with reference to FIG. 4. FIG. 4
is a diagram illustrating a method of estimating camer-
awork and person information from a reference video.
[0040] As illustrated in FIG. 4, the reference video H(t)
is composed of a plurality of frame images (F1, F2, F3,
F4, F5,...) continuous along time t. In the example of FIG.
4, two persons 80a and 80b are captured as the subject
80 in the frame image F1 to the frame image F3. In ad-
dition, one person 80a is captured as the subject 80 in
the frame images F4 and F5. Note that, in the present
embodiment, it is assumed that the reference video H(t)
is a video imaged by a camera 60 (not illustrated) with a
camera parameter that is unknown. Note that the refer-
ence video H(t) is an example of a first video in the present
disclosure.
[0041] The video processing apparatus 10 performs
motion tracking on the reference video H(t). The motion
tracking is processing of obtaining a movement vector
by tracking a region having a similar pixel pattern be-
tween adjacent frame images. The similar pixel pattern
is, for example, an arrangement pattern of pixels char-
acterizing a region of an image, such as a luminance
distribution pattern (light and dark pattern) or a color pat-
tern of the image. More specifically, the motion tracking
is processing of performing matching processing of a re-
gion between adjacent frame images and determining a
region having a similar pixel pattern as a region before
and after movement.

[0042] In the example of FIG. 4, the motion tracking
can be performed from the frame image F1 to the frame
image F4. Then, the motion tracking cannot be performed
between the frame image F4 and the frame image F5.
In a case where the motion tracking cannot be performed,
the video processing apparatus 10 determines that the
scene is a discontinuous scene, that is, a scene change
occurs.
[0043] The motion tracking detects a movement vector
between frame images generated with the camerawork
C. The movement vector is also called an optical flow.
Note that, since there is a possibility that the subject 80
moves in a direction unrelated to the camerawork C, it is
desirable to detect the subject from each frame image
and perform the motion tracking only on the background
region excluding the region of the subject before perform-
ing the motion tracking. The video processing apparatus
10 estimates the camerawork C by analyzing the distri-
bution state of the movement vectors of the background
region of the frame image detected by the motion track-
ing. Of course, in a case where it can be regarded that
the subject is stationary, the movement vector may be
detected including the region of the subject.
[0044] The video processing apparatus 10 creates a
histogram of the movement vectors obtained as a result
of the motion tracking, and performs frequency analysis
of the directions and sizes of the movement vectors. By
performing the frequency analysis of the movement vec-
tor, it is possible to estimate the camerawork C when the
reference video H(t) is acquired.
[0045] For example, when the camera performs trans-
lational movement along the subject, the movement vec-
tors obtained as a result of the motion tracking have com-
ponents in substantially the same direction and substan-
tially the same size over the whole screen. In such a
case, the video processing apparatus 10 estimates that
the camera has performed translational movement along
the subject. For example, in FIG. 4, it is estimated that
the camerawork C in which the camera performs trans-
lational movement from left to right occurs between the
frame image F1 and the frame image F2.
[0046] In addition, in a case where the camera ap-
proaches the subject or zooms up the subject, the move-
ment vectors obtained as a result of the motion tracking
are radially distributed. In FIG. 4, it is estimated that the
camerawork C in which the camera approaches the per-
son 80a occurs between the frame image F2 and the
frame image F4.
[0047] In addition, although not illustrated, in a case
where the movement vectors are distributed in a spiral
shape, the video processing apparatus 10 estimates that
the camerawork C for rotating the camera around the
optical axis has occurred.
[0048] The video processing apparatus 10 performs
estimation of such camerawork C on the reference video
H(t). Then, the video processing apparatus 10 stores the
estimated camerawork C (see FIG. 10).
[0049] The video processing apparatus 10 further es-
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timates the 2D skeleton 82 of the person captured in each
of the frame images F1, F2, F3, F4, and F5. The estima-
tion of the 2D skeleton 82 is performed by the method
described above.
[0050] In the example of FIG. 4, it is estimated that the
whole bodies of the person 80a and the person 80b are
captured in the frame images F1 and F2. In addition, it
is estimated that the upper bodies of the person 80a and
the person 80b are captured in the frame image F3. Then,
it is estimated that the upper body of the person 80a is
captured in the frame image F4. Note that it is determined
that the whole body of the person 80a is captured in the
frame image F5.
[0051] The video processing apparatus 10 stores the
result of specifying the person estimated in each frame
image (result of labeling the detected person), the pos-
ture information of the detected person (face orientation
and skeleton shape), and the size of the person captured
in the frame image (whole body, half body, or the like)
as the person information (see FIG. 10).

[1-6. Method of Linking Person Captured in Reference 
Video to Person Captured in Multi-viewpoint Image]

[0052] A method of linking the subject 80 captured in
the reference video H(t) to the subject 90 captured in the
multi-viewpoint image I(t) will be described with reference
to FIG. 5. FIG. 5 is a diagram illustrating a method of
linking a subject detected from a reference video to a
subject captured in a multi-viewpoint image. Note that,
in the following description, linking is also referred to as
associating.
[0053] The video processing apparatus 10 acquires
the multi-viewpoint image I(t) in which the subject 90 who
is in the same pose as the subject 80 captured in the
reference video H(t) is considered to be captured. Spe-
cifically, images having the same elapsed time from the
start of imaging may be acquired. Note that, since both
the reference video H(t) and the multi-viewpoint image
I(t) have the same music information, the video process-
ing apparatus 10 may acquire the multi-viewpoint image
I(t) at the time corresponding to the time t at which the
reference video H(t) is acquired, for example, by search-
ing for the multi-viewpoint image I(t) having a sound sig-
nal that is substantially the same as the sound signal of
the music playing in the background of the reference vid-
eo H(t).
[0054] Since the positional relationship between the
cameras 70 that have imaged the multi-viewpoint image
I(t), and the subject 90 and the positional relationship
between the camera 60 and the subject 80 when the
reference video H(t) is acquired do not completely match,
the video processing apparatus 10 links the subject 80
to the subject 90 by comparing the arrangement of the
subject 80 captured in the reference video H(t) and the
arrangement of the subject 90 captured in the multi-view-
point image I(t).
[0055] A specific example 84 illustrated in FIG. 5 is an

example of the reference video H(t) and the multi-view-
point image I(t) acquired in this manner. The video
processing apparatus 10 estimates the skeleton of the
person on the multi-viewpoint image I(t). Note that it is
assumed that the skeleton of subject 80 captured in the
reference video H(t) has already been estimated as de-
scribed above, and that the video processing apparatus
10 has stored the estimated person information.
[0056] The video processing apparatus 10 compares
the person information of the subject 80 captured in the
reference video H(t) with the person information of the
subject 90 captured in the multi-viewpoint image I(t) to
determine whether the arrangement of the persons and
the number of persons each match.
[0057] In the specific example 84, the video processing
apparatus 10 determines that the arrangement of the per-
sons and the number of persons each match. Then, the
video processing apparatus 10 determines that the per-
son 80a in the reference video H(t) corresponds to the
person 90a in the multi-viewpoint image I(t). In addition,
the video processing apparatus 10 determines that the
person 80b in the reference video H(t) corresponds to
the person 90b in the multi-viewpoint image I(t).
[0058] At this time, the video processing apparatus 10
automatically links the person 80a to the person 90a, and
the person 80b to the person 90b. Then, the video
processing apparatus 10 stores the linked result.
[0059] A specific example 85 illustrated in FIG. 5 is
another example of the reference video H(t) and the multi-
viewpoint image I(t) acquired. Also in this case, the video
processing apparatus 10 compares the person informa-
tion of the subject 80 captured in the reference video H(t)
with the person information of the subject 90 captured in
the multi-viewpoint image I(t) to determine whether the
arrangement of the persons and the number of persons
each match.
[0060] In the specific example 85, the video processing
apparatus 10 determines that the number of subjects 80
in the reference video H(t) does not match the number
of subjects 90 in the multi-viewpoint image I(t). Then, the
video processing apparatus 10 causes the operator of
the video processing apparatus 10 to manually link the
correspondence relationship between the subject 80
captured in the reference video H(t) and the subject 90
captured in the multi-viewpoint image I(t). The operator
of the video processing apparatus 10 manually links the
person 80a to the person 90a. Then, the video processing
apparatus 10 stores the linked result. Note that, in the
manual linkage of the persons, for example, the refer-
ence video H(t) and the multi-viewpoint image I(t) may
be displayed side by side on the display device 86, and
the operator of the video processing apparatus 10 may
designate the corresponding person by operating the
touch panel or the mouse.

[1-7. Method of Setting Virtual Viewpoint]

[0061] A method of setting a virtual viewpoint V for ob-
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serving the 3D model 90M from the camerawork C and
the person information estimated from the reference vid-
eo H(t), and the 3D model 90M of the subject 90 captured
in the multi-viewpoint image I(t) will be described with
reference to FIG. 6. FIG. 6 is a diagram illustrating a
method of setting a virtual viewpoint for observing a sub-
ject to be imitated.
[0062] It is assumed that the video processing appa-
ratus 10 estimates the camerawork C and the person
information described with reference to FIG. 4 from the
reference video H(t) .
[0063] It is also assumed that the video processing ap-
paratus 10 generates 3D models 90Ma and 90Mb of the
respective persons for the multi-viewpoint image I(t) in
which two persons 90a and 90b are captured in the multi-
viewpoint image I(t).
[0064] The video processing apparatus 10 searches
for the virtual viewpoint V in which the arrangement of
the persons 90a and 90b (3D models 90Ma, 90Mb)
matches the arrangement in the reference video H(t) il-
lustrated in FIG. 6. At that time, the video processing
apparatus 10 generates a virtual image Iv in which the
persons 90a and 90b are observed from each virtual
viewpoint V while moving the position of the virtual view-
point V. Then, the video processing apparatus 10 com-
pares the generated virtual image Iv with the reference
video H(t) to sequentially determine whether the arrange-
ment of the persons 80a and 80b in the reference video
H(t) is the same as the arrangement of persons 90a, 90b
in the generated virtual image Iv. Then, the video
processing apparatus 10 selects the virtual image Iv in
which the arrangement of the person is the closest. Note
that the virtual image Iv is an example of a second video
in the present disclosure.
[0065] For example, in the example of FIG. 6, the video
processing apparatus 10 first sets a virtual viewpoint Va.
Then, the video processing apparatus 10 generates a
virtual image Iva obtained by observing the 3D models
90Ma and 90Mb from the virtual viewpoint Va. The video
processing apparatus 10 compares the generated virtual
image Iva with the reference video H(t), and determines
that the arrangement of the persons is different. Next,
the video processing apparatus 10 generates a virtual
image Ivb obtained by observing the 3D models 90Ma
and 90Mb from a virtual viewpoint Vb different from the
virtual viewpoint Va. Then the video processing appara-
tus 10 compares the generated virtual image Ivb with the
reference video H(t), and determines that the arrange-
ment of the persons matches. In this way, the video
processing apparatus 10 sets the initial position of the
virtual viewpoint V. Note that, to efficiently set the initial
position of the virtual viewpoint V, the position of the vir-
tual viewpoint V to be set first is desirably a position at
which the multi-viewpoint image I(t) linked to the refer-
ence video H(t) is observed.
[0066] Thereafter, the video processing apparatus 10
sequentially generates the virtual image Iv obtained by
observing the 3D models 90Ma and 90Mb of the persons

90a and 90b from the virtual viewpoint V while moving
the position of the virtual viewpoint V according to the
estimated camerawork C.

[1-8. Functional Configuration of Video Processing Ap-
paratus]

[0067] A functional configuration of the video process-
ing apparatus 10 will be described with reference to FIG.
7. FIG. 7 is a functional block diagram illustrating an ex-
ample of a functional configuration of the video process-
ing apparatus according to the embodiment.
[0068] A reference video acquisition unit 31 acquires
a reference video H(t) (first video) that needs to be imi-
tated.
[0069] A subject extraction unit 32 extracts the subject
80 (first subject) from a plurality of frame images included
in the reference video H(t) (first video) acquired by the
reference video acquisition unit 31. Note that the subject
extraction unit 32 is an example of an extraction unit in
the present disclosure.
[0070] A tracking processing unit 33 tracks (tracking)
a region having a similar pixel pattern among the plurality
of frame images included in the reference video H(t) (first
video) in which the subject 80 (first subject) is captured.
Note that the tracking processing unit 33 is an example
of a tracking unit in the present disclosure.
[0071] A person information estimation unit 34 esti-
mates the arrangement and the posture of the subject
80 (first subject) from the frame images included in the
reference video H(t) (first video). The person information
estimation unit 34 estimates, for example, the arrange-
ment and the posture of the subject 80 extracted by the
subject extraction unit 32. Note that the person informa-
tion estimation unit 34 is an example of a second esti-
mation unit in the present disclosure.
[0072] A camerawork estimation unit 35 estimates the
camerawork C for the reference video H(t) (first video)
on the basis of the result of the tracking by the tracking
processing unit 33. More specifically, the camerawork
estimation unit 35 estimates at least one of a change in
the viewpoint position, a change in the line-of-sight di-
rection, and a change in the viewing angle of the camera
60 when the reference video H(t) is imaged on the basis
of the result of the tracking by the tracking processing
unit 33. Note that the camerawork estimation unit 35 is
an example of a first estimation unit in the present dis-
closure.
[0073] A multi-viewpoint image acquisition unit 36 ac-
quires a multi-viewpoint image I(t) obtained by imaging
the subject 90 (second subject) from the cameras 70
placed at a plurality of viewpoints. In addition, the multi-
viewpoint image acquisition unit 36 acquires the camera
parameters 71 of the cameras 70. Note that the multi-
viewpoint image acquisition unit 36 is an example of an
acquisition unit in the present disclosure.
[0074] A person correlation estimation unit 37 esti-
mates a correspondence relationship between the ar-
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rangement and the posture of the subject 80 (first subject)
estimated by the person information estimation unit 34
(second estimation unit) and the arrangement and the
posture of the subject 90 in the multi-viewpoint image I(t)
obtained by imaging the subject 90 (second subject) from
a plurality of viewpoints. More specifically, the person
correlation estimation unit 37 estimates the correspond-
ence relationship between the subject 80 and the subject
90 on the basis of the skeleton of the subject 80 and the
skeleton of the subject 90. Note that the person correla-
tion estimation unit 37 is an example of a correlation es-
timation unit in the present disclosure.
[0075] A 3D model generation unit 38 generates the
3D model 90M of the subject 90 from the multi-viewpoint
image I(t) obtained by imaging the subject 90 (second
subject) from the plurality of viewpoints and the camera
parameters 71. As described above, the 3D model 90M
is described by the polygon mesh data M and the texture
information T.
[0076] A virtual viewpoint setting unit 39 sets a virtual
viewpoint V moving along the camerawork C estimated
by the camerawork estimation unit 35 (first estimation
unit) such that the subject 90 (second subject) approach-
es the arrangement and posture of the subject 80 (first
subject) estimated by the person information estimation
unit 34 (second estimation unit). Note that the virtual
viewpoint setting unit 39 is an example of a setting unit
in the present disclosure.
[0077] A rendering unit 40 generates the virtual image
Iv obtained by observing the 3D model 90M of the subject
90 (second subject) from the virtual viewpoint V set by
the virtual viewpoint setting unit 39 (setting unit). The
generated virtual image Iv is displayed on the display
device 86, for example. Note that the rendering unit 40
is an example of a video generation unit in the present
disclosure.

[1-9. Overall Flow of Processing Performed by Video 
Processing Apparatus]

[0078] An overall flow of processing performed by the
video processing apparatus 10 will be described with ref-
erence to FIG. 8. FIG. 8 is a flowchart illustrating an ex-
ample of an overall flow of processing performed by the
video processing apparatus according to the embodi-
ment.
[0079] The reference video acquisition unit 31 acquires
the reference video H(t) (Step S11).
[0080] The subject extraction unit 32, the tracking
processing unit 33, the person information estimation unit
34, and the camerawork estimation unit 35 cooperate
with each other to perform imaging information estima-
tion processing that estimates the camerawork C of the
camera 60 that have acquired the reference video H(t),
and the arrangement and the posture of the subject 80
captured in the reference video H(t) (Step S12). A de-
tailed flow of the imaging information estimation process-
ing will be described later (see FIG. 9).

[0081] The multi-viewpoint image acquisition unit 36
acquires the multi-viewpoint image I(t) of the subject 90
imaged by the cameras 70 and the camera parameters
71 of the cameras 70 (Step S13).
[0082] The 3D model generation unit 38 generates the
3D model 90M of the subject 90 from the multi-viewpoint
image I(t) and the camera parameters 71 (Step S14).
[0083] The person correlation estimation unit 37 per-
forms person correlation estimation processing that es-
timates a correspondence relationship between the ar-
rangement and the posture of the subject 80 estimated
by the person information estimation unit 34 and the ar-
rangement and the posture of the subject 90 in the multi-
viewpoint image I(t) obtained by imaging the subject 90
from a plurality of viewpoints (Step S15). A detailed flow
of the person correlation estimation processing will be
described later (see FIG. 11).
[0084] The virtual viewpoint setting unit 39 performs
virtual viewpoint setting processing that sets the virtual
viewpoint V moving along the camerawork C estimated
by the camerawork estimation unit 35, such that the sub-
ject 90 is captured in substantially the same arrangement
as the arrangement of the subject 80 estimated by the
person information estimation unit 34 (Step S16). A de-
tailed flow of the virtual viewpoint setting processing will
be described later (see FIG. 12).
[0085] The rendering unit 40 performs rendering
processing that renders the virtual image Iv obtained by
observing the 3D model 90M of the subject 90 from the
virtual viewpoint V set by the virtual viewpoint setting unit
39 (Step S17). A detailed flow of the rendering processing
will be described later (see FIG. 13).

[1-10. Flow of Imaging Information Estimation Process-
ing]

[0086] A flow of the imaging information estimation
processing will be described with reference to FIG. 9.
FIG. 9 is a flowchart illustrating an example of a flow of
the imaging information estimation processing per-
formed by the video processing apparatus according to
the embodiment.
[0087] The subject extraction unit 32 extracts the sub-
ject 80 from the images included in the reference video
H(t) (Step S21).
[0088] The tracking processing unit 33 tracks a region
having a similar pixel pattern among a plurality of frame
images included in the reference video H(t) and imaged
at different times (Step S22). Note that it is desirable to
perform the tracking of the region on a region excluding
the subject of the frame image included in the reference
video H(t).
[0089] The tracking processing unit 33 determines
whether the tracking has been successfully performed
between frame images (Step S23). When it is determined
that the tracking has been able to be performed (Step
S23: Yes), the process proceeds to Step S24. On the
other hand, when it is not determined that the tracking
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has been able to be performed (Step S23: No), the proc-
ess proceeds to Step S27.
[0090] When it is determined in Step S23 that the track-
ing has been able to be performed between the frame
images, the camerawork estimation unit 35 estimates the
camerawork C of the camera 60 that has imaged the
reference video H(t) on the basis of the result of tracking
by the tracking processing unit 33. Then, the camerawork
estimation unit 35 stores the estimated camerawork C in
the storage device 28 (see FIG. 3) in association with the
reference video H(t) (Step S24).
[0091] The person information estimation unit 34 esti-
mates the person information of the subject 80 extracted
by the subject extraction unit 32, that is, the arrangement
and the posture (face/skeleton) of the subject 80. Then,
the person information estimation unit 34 stores the es-
timated information in the storage device 28 in associa-
tion with the reference video H(t) (Step S25). Thereafter,
the process proceeds to Step S26.
[0092] When it is not determined in Step S22 that track-
ing has been able to be performed between the frame
images, the camerawork estimation unit 35 estimates
that a scene change occurs, and stores the position of
the scene change in the storage device 28 in association
with the reference video H(t) (Step S27). Thereafter, the
process proceeds to Step S25.
[0093] Subsequent to Step S25, the camerawork esti-
mation unit 35 determines whether the reference video
H(t) has been all processed (Step S26). When it is de-
termined that the reference video H(t) has been all proc-
essed (Step S26: Yes), the process returns to the main
routine in FIG. 8. On the other hand, when it is not de-
termined that the reference video H(t) has been all proc-
essed (Step S26: No), the process returns to Step S21.
[0094] Next, a storage form of information estimated
in the imaging information estimation processing will be
described with reference to FIG. 10. FIG. 10 is a diagram
illustrating an example of a storage form of information
estimated by the imaging information estimation
processing.
[0095] The camerawork C and the person information
are stored in the storage device 28 in association with
the reference video H(t).
[0096] The camerawork C is stored as camerawork C1,
C2,..., and Cn by integrating ranges estimated to be uni-
form camerawork. Time information indicating the start
time and the end time of the camerawork and information
indicating the content of the camerawork are further add-
ed to the storage position indicating each of the camer-
awork C1, C2,..., and Cn. Furthermore, when the change
position of each camerawork is a scene change point,
information indicating the scene change point is added.
Note that, when the change position of each camerawork
is not a scene change point, information indicating the
scene change point is not added. Then, the video
processing apparatus 10 can refer to the reference video
H(t) corresponding to each camerawork on the basis of
the stored time information.

[0097] The estimated person information is stored as
the person information #1, #2,..., and #n by integrating
ranges in which the arrangement and the number of per-
sons are the same. Time information indicating the start
time and the end time of the range of the person infor-
mation, information indicating the arrangement, and in-
formation indicating the number of persons captured in
the screen are further added to the storage position in-
dicating each of the person information #1, #2,..., and
#n. Then, the video processing apparatus 10 can refer
to the reference video H(t) corresponding to each person
information on the basis of the stored time information.

[1-11. Flow of Person Correlation Estimation Processing]

[0098] A flow of the person correlation estimation
processing will be described with reference to FIG. 11.
FIG. 11 is a flowchart illustrating an example of a flow of
the person correlation estimation processing performed
by the video processing apparatus according to the em-
bodiment.
[0099] The person correlation estimation unit 37 ac-
quires the person information estimated in the imaging
information estimation processing from the storage de-
vice 28 (Step S31).
[0100] The person correlation estimation unit 37 ac-
quires the multi-viewpoint image I(t) acquired by the mul-
ti-viewpoint image acquisition unit 36, the subject 90
(second subject) being captured in the multi-viewpoint
image I(t) (Step S32).
[0101] The person correlation estimation unit 37
searches for an image in which the person information
matches the person information in the reference video
H(t) from the multi-viewpoint image I(t) (Step S33).
[0102] The person correlation estimation unit 37 deter-
mines whether an image in which the person information
matches the person information in the reference video
H(t) has been found from the multi-viewpoint image I(t)
(Step S34). When it is determined that an image in which
the person information matches has been found (Step
S34: Yes), the process proceeds to Step S35. On the
other hand, when it is not determined that an image in
which the person information matches has been found
(Step S34: No), the process proceeds to Step S37.
[0103] When it is determined in Step S34 that an image
in which the person information matches has been found,
the person correlation estimation unit 37 further deter-
mines whether the number of persons matches (Step
S35). When it is determined that the number of persons
matches (Step S35: Yes), the process proceeds to Step
S36. On the other hand, when it is not determined that
the number of persons matches (Step S35: No), the proc-
ess proceeds to Step S37.
[0104] When it is determined in Step S35 that the
number of persons matches, the person correlation es-
timation unit 37 automatically associates the subject 80
captured in the reference video H(t) with the subject 90
captured in the multi-viewpoint image I(t) (Step S36).
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Thereafter, the process proceeds to Step S38.
[0105] In a case where it is not determined in Step S34
that an image in which the person information matches
has been found, or in a case where it is not determined
in Step S35 that the number of persons matches, the
person correlation estimation unit 37 causes the operator
of the video processing apparatus 10 to manually asso-
ciate the subject 80 captured in the reference video H(t)
with the subject 90 captured in the multi-viewpoint image
I(t) (Step S37). Thereafter, the process proceeds to Step
S38.
[0106] Subsequent to Step S36 or Step S37, the per-
son correlation estimation unit 37 determines whether
the reference video H(t) has been all processed (Step
S38). When it is determined that the reference video H(t)
has been all processed (Step S38: Yes), the process
returns to the main routine in FIG. 8. On the other hand,
when it is not determined that the reference video H(t)
has been all processed (Step S38: No), the process re-
turns to Step S33.

[1-12. Flow of Virtual Viewpoint Setting Processing]

[0107] A flow of the virtual viewpoint setting processing
will be described with reference to FIG. 12. FIG. 12 is a
flowchart illustrating an example of a flow of the virtual
viewpoint setting processing performed by the video
processing apparatus according to the embodiment.
[0108] The virtual viewpoint setting unit 39 acquires
the camerawork C estimated in the imaging information
estimation processing from the storage device 28 (Step
S41) .
[0109] The virtual viewpoint setting unit 39 acquires,
from the 3D model generation unit 38, the 3D model 90M
of the subject 90 generated from the multi-viewpoint im-
age I(t) (Step S42) .
[0110] The virtual viewpoint setting unit 39 acquires
the association result at the time t between the subject
80 captured in the reference video H(t) and the subject
90 captured in the multi-viewpoint image I(t), the associ-
ation result being estimated by the person correlation
estimation unit 37 (Step S43).
[0111] The virtual viewpoint setting unit 39 determines
whether the time t is a point where a scene change occurs
on the basis of the camerawork C (Step S44). When it is
determined that the time t is a point where a scene change
occurs (Step S44: Yes), the process returns to Step S43.
On the other hand, when it is not determined that the time
t is a point where a scene change occurs (Step S44: No),
the process returns to Step S45.
[0112] When it is not determined in Step S44 that the
time t is a point where a scene change occurs, the virtual
viewpoint setting unit 39 sets the virtual viewpoint V at
the time t so that the subject 90 is captured in the same
arrangement as the associated subject 80 (Step S45).
[0113] The virtual viewpoint setting unit 39 determines
whether the reference video H(t) has been all processed
(Step S46). When it is determined that the reference vid-

eo H(t) has been all processed (Step S46: Yes), the proc-
ess returns to the main routine in FIG. 8. On the other
hand, when it is not determined that the reference video
H(t) has been all processed (Step S46: No), the process
returns to Step S43.

[1-13. Flow of Rendering Processing]

[0114] A flow of the rendering processing will be de-
scribed with reference to FIG. 13. FIG. 13 is a flowchart
illustrating an example of a flow of the rendering process-
ing performed by the video processing apparatus accord-
ing to the embodiment.
[0115] The rendering unit 40 acquires the virtual view-
point V set by the virtual viewpoint setting unit 39 (Step
S51).
[0116] The rendering unit 40 draws the 3D model 90M
of the subject 90 according to the virtual viewpoint V (Step
S52) .
[0117] Furthermore, the rendering unit 40 pastes the
texture information T on the drawn 3D model 90M (Step
S53).
[0118] The rendering unit 40 determines whether all
the virtual viewpoints V have been processed (Step S54).
When it is determined that all the virtual viewpoints V
have been processed (Step S54: Yes), the process re-
turns to the main routine in FIG. 8. On the other hand,
when it is not determined that all the virtual viewpoints V
have been processed (Step S54: No), the process re-
turns to Step S52.

[1-14. Effects of Embodiment]

[0119] As described above, the video processing ap-
paratus 10 (information processing apparatus) of the
present embodiment includes the tracking processing
unit 33 (tracking unit) that tracks a region having a similar
pixel pattern among a plurality of frame images included
in the reference video H(t) (first video) in which the subject
80 (first subject) is captured, and the camerawork esti-
mation unit 35 (first estimation unit) that estimates the
camerawork C for the reference video H(t) on the basis
of a result of tracking by the tracking processing unit 33.
[0120] As a result, with respect to the acquired refer-
ence video H(t), it is possible to estimate the camerawork
C when the reference video H(t) is imaged.
[0121] In addition, the video processing apparatus 10
according to the present embodiment further includes
the subject extraction unit 32 (extraction unit) that ex-
tracts the subject 80 (first subject) from images included
in the reference video H(t) (first video), and the tracking
processing unit 33 (tracking unit) tracks a region having
a similar pixel pattern on a region excluding the subject
80 in the frame image among the plurality of frame im-
ages included in the reference video H(t).
[0122] As a result, even when the subject 80 captured
in the reference video H(t) moves independently of the
camerawork C, the camerawork C can be estimated with
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high accuracy.
[0123] In addition, in the video processing apparatus
10 of the present embodiment, the camerawork estima-
tion unit 35 (first estimation unit) estimates at least one
of a change in the viewpoint position, a change in the
line-of-sight direction, and a change in the viewing angle
at the time of acquiring the reference video H(t) (first vid-
eo) on the basis of the result of the tracking by the tracking
processing unit 33 (tracking unit).
[0124] As a result, it is possible to more accurately es-
timate the camerawork C when the reference video H(t)
is imaged.
[0125] In addition, in the video processing apparatus
10 of the present embodiment, when the tracking
processing unit 33 (tracking unit) cannot track a region
having the pixel pattern, the camerawork estimation unit
35 (first estimation unit) determines that a scene change
occurs in the reference video H(t) (first video).
[0126] As a result, the position of the discontinuous
point of the scene in the reference video H(t) can be es-
timated.
[0127] In addition, the video processing apparatus 10
according to the present embodiment includes:

the multi-viewpoint image acquisition unit 36 (acqui-
sition unit) that acquires the multi-viewpoint image
I(t) obtained by imaging the subject 90 (second sub-
ject) from a plurality of viewpoints;
the 3D model generation unit 38 that generates the
3D model 90M of the subject 90 (second subject) on
the basis of the multi-viewpoint image I(t) acquired
by the multi-viewpoint image acquisition unit 36;
the person information estimation unit 34 (second
estimation unit) that estimates the arrangement and
the posture of the subject 80 (first subject) from the
frame images included in the reference video H(t)
(first video);
the virtual viewpoint setting unit 39 (setting unit) that
sets the virtual viewpoint V moving along the cam-
erawork C estimated by the camerawork estimation
unit 35 (first estimation unit) such that the subject 90
approaches the arrangement and the posture of the
subject 80 estimated by the person information es-
timation unit 34 (second estimation unit);
and the rendering unit 40 (video generation unit) that
generates the virtual image Iv (second video) ob-
tained by observing the 3D model 90M from the vir-
tual viewpoint V set by the virtual viewpoint setting
unit 39.

[0128] As a result, it is possible to generate the virtual
image Iv that imitates the reference video H(t).
[0129] In addition, the video processing apparatus 10
of the present embodiment further includes the person
correlation estimation unit 37 (correlation estimation unit)
that estimates a correspondence relationship between
the arrangement and the posture of the subject 80 (first
subject) estimated by the person information estimation

unit 34 (second estimation unit) and the arrangement and
the posture of the subject 90 in the multi-viewpoint image
I(t) obtained by imaging the subject 90 (second subject)
from a plurality of viewpoints, in which the virtual view-
point setting unit 39 (setting unit) sets the virtual viewpoint
V such that the subject 90 and the subject 80 estimated
to be associated with the subject 90 by the person cor-
relation estimation unit 37 are captured at the same po-
sition, the same direction, and the same size.
[0130] As a result, the virtual viewpoint V can be effi-
ciently set.
[0131] In addition, in the video processing apparatus
10 according to the present embodiment, the person cor-
relation estimation unit 37 (correlation estimation unit)
estimates a correspondence relationship between the
subject 80 and the subject 90 on the basis of the skeleton
of the subject 80 (first subject) and the skeleton of the
subject 90 (second subject).
[0132] As a result, it is possible to easily estimate the
correspondence relationship between the subject 80
captured in the reference video H(t) to be imitated and
the subject 90 captured in the multi-viewpoint image I(t).

[1-15. Modification of Embodiment]

[0133] The above-described embodiments can be
modified into various forms and executed. In the modifi-
cation of the embodiment described below, in a case
where the virtual viewpoint V set by the virtual viewpoint
setting unit 39 of the video processing apparatus 10 is in
the vicinity of the cameras 70 (70a, 70b,...) that have
imaged the subject 90, the camerawork C to be imitated
is changed, and the camerawork C passing through the
cameras 70 that are in the vicinity of the virtual viewpoint
V is generated.
[0134] In a case of generating the virtual image Iv in
which the 3D model 90M of the subject 90 generated
from the multi-viewpoint image I(t) is viewed from the
virtual viewpoint V, the virtual image Iv with higher image
quality can be generated as the virtual viewpoint V is
closer to the installation positions of the cameras 70 that
have imaged the multi-viewpoint image I(t). A video
processing apparatus 10a (not illustrated) of the modifi-
cation of the embodiment is characterized in that the cam-
erawork C is changed in a case where the virtual image
Iv with higher image quality can be obtained instead of
faithfully imitating the camerawork C estimated from the
reference video H(t).
[0135] A hardware configuration of the video process-
ing apparatus 10a of the modification of the embodiment
is the same as the hardware configuration of the video
processing apparatus 10 of the above-described embod-
iment (see FIG. 3). Then, the functional configuration is
also substantially the same as the functional configura-
tion described with reference to FIG. 7. Therefore, the
reference signs used in the above-described embodi-
ments will be used as they are in the description.
[0136] The video processing apparatus 10a includes
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a virtual viewpoint setting unit 39a (not illustrated) instead
of the virtual viewpoint setting unit 39 included in the video
processing apparatus 10 of the embodiment. When the
virtual viewpoint V moving along the camerawork C es-
timated by the camerawork estimation unit 35 (first esti-
mation unit) is set such that the subject 90 (second sub-
ject) approaches the arrangement and the posture of the
subject 80 (first subject) estimated by the person infor-
mation estimation unit 34 (second estimation unit), in a
case where the imaging position of the subject 90 (instal-
lation positions of the cameras 70) is in the vicinity of the
set virtual viewpoint V, the virtual viewpoint setting unit
39a sets the virtual viewpoint V passing through the im-
aging position. Note that the virtual viewpoint setting unit
39a is an example of a setting unit in the present disclo-
sure.
[0137] The function of the virtual viewpoint setting unit
39a included in the video processing apparatus 10a will
be described with reference to FIG. 14. FIG. 14 is a dia-
gram illustrating processing performed by a video
processing apparatus according to a modification of the
embodiment.
[0138] In FIG. 14, it is assumed that the video process-
ing apparatus 10a sets a virtual viewpoint V moving along
camerawork C1 and camerawork C2. That is, it is as-
sumed that camerawork that sequentially traces a virtual
viewpoint Va, a virtual viewpoint Vb, and a virtual view-
point Vc is set. In addition, it is assumed that the multi-
viewpoint image I(t) of the subject 90 is imaged by eight
cameras (camera 70a to camera 70h).
[0139] At this time, the virtual viewpoint setting unit 39a
of the video processing apparatus 10a determines
whether any of the camera 70a to the camera 70h that
have imaged the multi-viewpoint image I(t) exists in the
vicinity of the camerawork C1 and the camerawork C2.
[0140] Specifically, the virtual viewpoint setting unit
39a calculates the distance between the existence posi-
tion of each camera, which is known from the camera
parameters 71, and the camerawork C1 and the camer-
awork C2. Then, in a case where the calculated distance
is smaller than a predetermined threshold value, the vir-
tual viewpoint setting unit 39a deforms the camerawork
C1 or the camerawork C2 so as to pass through the cam-
era.
[0141] For example, in FIG. 14, it is assumed that the
virtual viewpoint setting unit 39a determines that the dis-
tance between the camera 70e and the camerawork C1
is smaller than the threshold value, and the distance be-
tween the camera 70f and the camerawork C1 is smaller
than the threshold value. At this time, the virtual viewpoint
setting unit 39a transforms the camerawork C1 into cam-
erawork Q1 and camerawork Q2. The camerawork Q1
reaches the camera 70e from the virtual viewpoint Va.
The camerawork Q2 reaches the camera 70f from the
camera 70e.
[0142] Furthermore, the virtual viewpoint setting unit
39a transforms the camerawork C2 into camerawork Q3
that reaches the virtual viewpoint Vc from the camera 70f

so that the camerawork Q2 and the camerawork C2 are
continuous.
[0143] That is, in the above-described embodiment,
the video processing apparatus 10 sets the camerawork
C1 and the camerawork C2, whereas the video process-
ing apparatus 10a of the modification of the embodiment
sets the cameraworks Q1, Q2, and Q3.

[1-16. Effects of Modification of Embodiment]

[0144] As described above, in the video processing ap-
paratus 10a according to the modification of the embod-
iment, in a case where the imaging position of the subject
90 (installation positions of the cameras 70) is in the vi-
cinity of the virtual viewpoint V set by the virtual viewpoint
setting unit 39a, the virtual viewpoint setting unit 39a (set-
ting unit) sets the virtual viewpoint V passing through the
imaging position.
[0145] As a result, the virtual image Iv with higher im-
age quality can be generated.

(2. Application Examples of Present Disclosure)

[2-1. Production of Content]

[0146] For example, the 3D model 90M of the subject
90 generated by the 3D model generation unit 38 and
the 3D model managed by another server may be com-
bined to produce a video content. In addition, for exam-
ple, in a case where background data exists in an imaging
device such as a Lidar, it is possible to create a content
as if the subject 90 is at a place indicated by the back-
ground data by combining the 3D model 90M of the sub-
ject 90 generated by the 3D model generation unit 38
and the background data.

[2-2. Experience in Virtual Space]

[0147] For example, the subject 90 generated by the
3D model generation unit 38 can be arranged in a virtual
space that is a place where the user performs commu-
nication as an avatar. In this case, the user becomes an
avatar and can view the live-action subject 90 in the vir-
tual space.

[2-3. Communication with Remote Location]

[0148] For example, by transmitting the 3D model 90M
of the subject 90 generated by the 3D model generation
unit 38 from the transmission unit 14 to a remote location,
a user at the remote location can view the 3D model 90M
of the subject 90 through a reproduction device at the
remote location. For example, by transmitting the 3D
model 90M of the subject 90 in real time, the subject 90
and the user at the remote location can communicate
with each other in real time. For example, a case where
the subject 90 is a teacher and the user is a student, a
case where the subject 90 is a doctor and the user is a
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patient, and the like can be assumed.

[2-4. Others]

[0149] For example, it is also possible to generate a
free viewpoint video of sports or the like on the basis of
the 3D models 90M of a plurality of the subjects 90 gen-
erated by the 3D model generation unit 38. In addition,
an individual can distribute himself/herself generated by
the 3D model generation unit 38 to a distribution platform.
As described above, the contents in the embodiments
described in the present specification can be applied to
various technologies and services.
[0150] Although the present disclosure has been de-
scribed using some embodiments, these embodiments
may be executed in any device. In that case, it is sufficient
that the device has necessary functional blocks and can
obtain necessary information.
[0151] In addition, for example, each step of one flow-
chart may be executed by one device, or may be shared
and executed by a plurality of devices. Furthermore, in
a case where a plurality of processes is included in one
step, the plurality of processes may be executed by one
device, or may be shared and executed by a plurality of
devices. In other words, a plurality of processes included
in one step can also be executed as processes of a plu-
rality of steps. Conversely, the process described as a
plurality of steps can be collectively executed as one step.
[0152] In addition, for example, in a program executed
by the computer, the processes of steps describing the
program may be executed in time series in the order de-
scribed in the present specification, or may be executed
in parallel or individually at necessary timing such as
when the step is called. That is, as long as there is no
contradiction, the process of each step may be executed
in an order different from the above-described order. Fur-
thermore, the processing of steps describing the program
may be executed in parallel with the processing of an-
other program, or may be executed in combination with
the processing of another program.
[0153] In addition, for example, a plurality of tech-
niques related to the present technology can be imple-
mented independently as a single body as long as there
is no contradiction. Of course, a plurality of any present
technologies can be applied and implemented. For ex-
ample, some or all of the present technology described
in any embodiment can be implemented in combination
with some or all of the present technology described in
other embodiments. In addition, some or all of the above-
described any present technology can be implemented
in combination with other technologies not described
above.
[0154] Note that the effects described in the present
specification are merely examples and are not limited,
and other effects may be provided. In addition, the em-
bodiment of the present disclosure is not limited to the
above-described embodiment, and various modifica-
tions can be made without departing from the gist of the

present disclosure.
[0155] In addition, the present disclosure can also have
the following configurations, for example.

(1) An information processing apparatus comprising:

a tracking unit configured to perform tracking of
a region having a similar pixel pattern among a
plurality of frame images included in a first video
in which a first subject is captured; and
a first estimation unit configured to estimate
camerawork for the first video on a basis of a
result of the tracking by the tracking unit.

(2) The information processing apparatus according
to (1), further comprising

an extraction unit configured to extract the first
subject from frame images included in the first
video, wherein
the tracking unit performs the tracking on a re-
gion excluding the first subject in the frame im-
ages among the plurality of frame images includ-
ed in the first video.

(3) The information processing apparatus according
to (1) or (2), wherein
the first estimation unit estimates at least one of a
change in a viewpoint position, a change in a line-
of-sight direction, and a change in a viewing angle
when the first video is acquired on a basis of a result
of the tracking by the tracking unit.
(4) The information processing apparatus according
to any one of (1) to (3), wherein
when the tracking unit cannot track a region having
the pixel pattern, the first estimation unit determines
that a scene change occurs in the first video.
(5) The information processing apparatus according
to any one of (1) to (4), further comprising:

an acquisition unit configured to acquire a multi-
viewpoint image obtained by imaging a second
subject from a plurality of viewpoints;
a 3D model generation unit configured to gen-
erate a 3D model of the second subject on a
basis of the multi-viewpoint image acquired by
the acquisition unit;
a second estimation unit configured to estimate
an arrangement and a posture of the first subject
from frame images included in the first video;
a setting unit configured to set a virtual viewpoint
that moves along the camerawork estimated by
the first estimation unit such that the second sub-
ject approaches the arrangement and the pos-
ture of the first subject estimated by the second
estimation unit; and
a video generation unit configured to generate
a second video obtained by observing the 3D
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model from the virtual viewpoint set by the set-
ting unit.

(6) The information processing apparatus according
to (5), further comprising

a correlation estimation unit configured to esti-
mate a correspondence relationship between
the arrangement and the posture of the first sub-
ject estimated by the second estimation unit and
the arrangement and the posture of the second
subject in the multi-viewpoint image obtained by
imaging the second subject from a plurality of
viewpoints, wherein
the setting unit
sets the virtual viewpoint such that the second
subject and the first subject estimated to be as-
sociated with the second subject by the corre-
lation estimation unit are captured at the same
position, in the same direction, and in the same
size.

(7) The information processing apparatus according
to (6), wherein

the correlation estimation unit
estimates a correspondence relationship be-
tween the first subject and the second subject
on a basis of a skeleton of the first subject and
a skeleton of the second subject.

(8) The information processing apparatus according
to (5) or (6), wherein
in a case where an imaging position of the second
subject is in a vicinity of the virtual viewpoint set by
the setting unit, the setting unit sets a virtual view-
point that passes through the imaging position.
(9) An information processing method comprising:

a tracking step of performing tracking of a region
having a similar pixel pattern among a plurality
of frame images included in a first video in which
a first subject is captured; and
a first estimation step of estimating camerawork
for the first video on a basis of a result of the
tracking by the tracking step.

(10) A program causing a computer to function as:

a tracking unit configured to perform tracking of
a region having a similar pixel pattern among a
plurality of frame images included in a first video
in which a first subject is captured; and
a first estimation unit configured to estimate
camerawork for the first video on a basis of a
result of the tracking by the tracking unit.

Reference Signs List

[0156]

10, 10a VIDEO PROCESSING APPARATUS (IN-
FORMATION PROCESSING APPARATUS)
31 REFERENCE VIDEO ACQUISITION UNIT
32 SUBJECT EXTRACTION UNIT (EXTRACTION
UNIT)
33 TRACKING PROCESSING UNIT (TRACKING
UNIT)
34 PERSON INFORMATION ESTIMATION UNIT
(SECOND ESTIMATION UNIT)
35 CAMERAWORK ESTIMATION UNIT (FIRST ES-
TIMATION UNIT)
36 MULTI-VIEWPOINT IMAGE ACQUISITION
UNIT (ACQUISITION UNIT)
37 PERSON CORRELATION ESTIMATION UNIT
(CORRELATION ESTIMATION UNIT)
38 3D MODEL GENERATION UNIT
39, 39a VIRTUAL VIEWPOINT SETTING UNIT
(SETTING UNIT)
40 RENDERING UNIT (VIDEO GENERATION
UNIT)
60, 70, 70a, 70b, 70c, 70e, 70f, 70h CAMERA
71, 71a, 71b, 71c CAMERA PARAMETER
80 SUBJECT (FIRST SUBJECT)
80a, 80b, 90a, 90b PERSON
90 SUBJECT (SECOND SUBJECT)
90M, 90Ma, 90Mb 3D MODEL
C, C1, C2, Q1, Q2, Q3 CAMERAWORK
F1, F2, F3, F4, F5 FRAME IMAGE
H(t) REFERENCE VIDEO (FIRST VIDEO)
I(t) MULTI-VIEWPOINT IMAGE
Ia(t), Ib(t), Ic(t) TWO-DIMENSIONAL IMAGE
Iv, Iva, Ivb VIRTUAL IMAGE (SECOND VIDEO)
M POLYGON MESH DATA
T TEXTURE INFORMATION
V, Va, Vb, Vc VIRTUAL VIEWPOINT

Claims

1. An information processing apparatus comprising:

a tracking unit configured to perform tracking of
a region having a similar pixel pattern among a
plurality of frame images included in a first video
in which a first subject is captured; and
a first estimation unit configured to estimate
camerawork for the first video on a basis of a
result of the tracking by the tracking unit.

2. The information processing apparatus according to
claim 1, further comprising

an extraction unit configured to extract the first
subject from frame images included in the first
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video, wherein
the tracking unit performs the tracking on a re-
gion excluding the first subject in the frame im-
ages among the plurality of frame images includ-
ed in the first video.

3. The information processing apparatus according to
claim 1, wherein
the first estimation unit estimates at least one of a
change in a viewpoint position, a change in a line-
of-sight direction, and a change in a viewing angle
when the first video is acquired on a basis of a result
of the tracking by the tracking unit.

4. The information processing apparatus according to
claim 1, wherein
when the tracking unit cannot track a region having
the pixel pattern, the first estimation unit determines
that a scene change occurs in the first video.

5. The information processing apparatus according to
claim 1, further comprising:

an acquisition unit configured to acquire a multi-
viewpoint image obtained by imaging a second
subject from a plurality of viewpoints;
a 3D model generation unit configured to gen-
erate a 3D model of the second subject on a
basis of the multi-viewpoint image acquired by
the acquisition unit;
a second estimation unit configured to estimate
an arrangement and a posture of the first subject
from frame images included in the first video;
a setting unit configured to set a virtual viewpoint
that moves along the camerawork estimated by
the first estimation unit such that the second sub-
ject approaches the arrangement and the pos-
ture of the first subject estimated by the second
estimation unit; and
a video generation unit configured to generate
a second video obtained by observing the 3D
model from the virtual viewpoint set by the set-
ting unit.

6. The information processing apparatus according to
claim 5, further comprising

a correlation estimation unit configured to esti-
mate a correspondence relationship between
the arrangement and the posture of the first sub-
ject estimated by the second estimation unit and
the arrangement and the posture of the second
subject in the multi-viewpoint image obtained by
imaging the second subject from a plurality of
viewpoints, wherein
the setting unit
sets the virtual viewpoint such that the second
subject and the first subject estimated to be as-

sociated with the second subject by the corre-
lation estimation unit are captured at the same
position, in the same direction, and in the same
size.

7. The information processing apparatus according to
claim 6, wherein

the correlation estimation unit
estimates a correspondence relationship be-
tween the first subject and the second subject
on a basis of a skeleton of the first subject and
a skeleton of the second subject.

8. The information processing apparatus according to
claim 5, wherein
in a case where an imaging position of the second
subject is in a vicinity of the virtual viewpoint set by
the setting unit, the setting unit sets a virtual view-
point that passes through the imaging position.

9. An information processing method comprising:

a tracking step of performing tracking of a region
having a similar pixel pattern among a plurality
of frame images included in a first video in which
a first subject is captured; and
a first estimation step of estimating camerawork
for the first video on a basis of a result of the
tracking by the tracking step.

10. A program causing a computer to function as:

a tracking unit configured to perform tracking of
a region having a similar pixel pattern among a
plurality of frame images included in a first video
in which a first subject is captured; and
a first estimation unit configured to estimate
camerawork for the first video on a basis of a
result of the tracking by the tracking unit.
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