
THAI MAMMA WA MATATA LA WA WA MATATI US 20180276163A1 
( 19 ) United States 
( 12 ) Patent Application Publication ( 10 ) Pub . No . : US 2018 / 0276163 A1 

Hamilton , II et al . ( 43 ) Pub . Date : Sep . 27 , 2018 

( 54 ) USE OF PHYSICAL BLOCKS TO DEVELOP 
MICROSERVICES 

( 52 ) U . S . CI . 
CPC . . . . . . . . . . . G06F 13 / 4027 ( 2013 . 01 ) ; G06F 9 / 54 

( 2013 . 01 ) ; G06F 9 / 44505 ( 2013 . 01 ) 
( 71 ) Applicant : INTERNATIONAL BUSINESS 

MACHINES CORPORATION , 
ARMONK , NY ( US ) 

( 72 ) Inventors : Rick A . Hamilton , II , Charlottesville , 
VA ( US ) ; Jinho Hwang , Ossining , NY 
( US ) ; Agueda Martinez Hernandez 
Magro , Jalisco ( MX ) ; Maja Vukovic , 
New York , NY ( US ) 

( 57 ) ABSTRACT 

A computer - implemented method includes detecting , using 
a processor , an arrangement of a plurality of blocks that are 
interconnected , where each block of the plurality of blocks 
is a physical block representing a corresponding atomic 
service . It is determined , using the processor , whether each 
atomic service represented by a block in the plurality of 
blocks is configured to communicate with each other atomic 
service represented by an other block with which the block 
is interconnected in the plurality of blocks . Based at least in 
part on determining that each atomic service represented by 
a block in the plurality of blocks is configured to commu 
nicate with each other atomic service represented by an 
other block with which the block is interconnected in the 
plurality of blocks , a microservice represented by the 
arrangement of the plurality of blocks is defined . The 
microservice is deployed . 

( 21 ) Appl . No . : 15 / 464 , 963 

( 22 ) Filed : Mar . 21 , 2017 

( 51 ) 
Publication Classification 

Int . Ci . 
G06F 13 / 40 ( 2006 . 01 ) 
G06F 9 / 445 ( 2006 . 01 ) 

190 
eee 185 

Data 180 
LAAA185 

Account | Product L 180 
Management Management 

| Service Service eaae 
Web App - UI 

180 180 



Patent Application Publication Sep . 27 , 2018 Sheet 1 of 8 US 2018 / 0276163 A1 

- - - - - - - - - - - - 

0 180 155 

180 180 
COGNITIVE 
SYSTEM 

L - - - - - - - - - - - 

110 150 
CONNECTIVITY 
HANDLER WWWWWWWWWWW SERVICES 

ACTIVITY 
ANALYZER 

120 

116IIIIIIIIIIIIIIIIIIIIIIIIIII SENSOR 
HANDLER 177MINI 

160 
SERVICE DISPLAY 

HANDLER WAIW77777777777777777 
W 

130 

1711FIIIIIIIIIIIIIIIIIII METADATA 
HANDLER 

WF / WIKI WIWIC 
170 

SERVICE 
DISCOVERY UNIT 77777777777777777777777 

140 

ALIIIIIIHIIIIIIIIIII API HANDLER CIUNIIKINMANIIII i 190 

MICROSERVICE 
- - - 

105 
FIG . 1 CLOUD 



Patent Application Publication Sep . 27 , 2018 Sheet 2 of 8 US 2018 / 0276163 A1 

SOS 

Data 180 - ADD 
DAR 1804 ADP AAA 180 180 App 

Runtime BAA 
180 

Middleware 

Os pre 180 
Virtualization ? 

OS AAA 
180 

Servers 

Aaa 185 
180 

Storage strage 
eeeee 

180 
BAA 
180 

Networking Networking 

FIG . 2A 



Patent Application Publication Sep . 27 , 2018 Sheet 3 of 8 US 2018 / 0276163 A1 

App App 
180 Data 
180 

Runtime 

180 
Middleware 

180 
OS 

180 
Virtualization 

180 
Servers 

180 
Storage 

180 
Networking 

FIG . 2B 



Patent Application Publication Sep . 27 , 2018 Sheet 4 of 8 US 2018 / 0276163 A1 

na = = = 

Data 

185 
- 180 
LAAA 185 Diens Account 

Management 
, Service 

Product L 180 
Management 

Service AAAA 185 
Web App - UI 

180 180 Fig . 3 



Patent Application Publication Sep . 27 , 2018 Sheet 5 of 8 US 2018 / 0276163 A1 

400 

BLOCKS TRANSMIT CONNECTIONS SENSED AMONG ARRANGED L 
BLOCKS 

E410 

EVALUATE ASSEMBLY OF THE BLOCKS TO DETERMINE WHETHER 
INTERFACES ARE SATISFIED 

E - 415 

420 ANY ERRORS 

Yes 

NOTIFY USER OF THE ERROR 

FORMALLY DEFINE MICROSERVICE REPRESENTED BY THE 
ASSEMBLY OF BLOCKS 

DEPLOY MICROSERVICE TO CLOUD 435 435 

FIG . 4 



Patent Application Publication Sep . 27 , 2018 Sheet 6 of 8 US 2018 / 0276163 A1 

530 

Processor 505 
Cache 570 

Display 
Controller 525 500 

Storage 520 Memory 510 Memory 
Controller 515 

Network 
Interface 560 O / S 511 

Input / Output 
Controller 535 

Output 
Device 540 

5554 550 

? Network 565 Network 565 FIG . 5 



Patent Application Publication Sep . 27 , 2018 Sheet 7 of 8 US 2018 / 0276163 A1 

? ? ? 5 ? ? ?? 

?????? ee " : 

?? * ??? 
“ 

y 

??????? ? 
?t 

HTTPYRIGHTERNMENSHINA 

99999999WW99 54 

???? 
??? , ??? ? 

??????????? 

FIG . 6 



Patent Application Publication Sep . 27 , 2018 Sheet 8 of 8 US 2018 / 0276163 A1 

91 92 93 94 95 96 

{ Fkpads 

81 

Management 

w 

/ / / / / / / / / 
q9900 
U19 999 

Virtualization 

61 67 62 
Hardware and Software 

60 

FIG . 7 



US 2018 / 0276163 A1 Sep . 27 , 2018 

USE OF PHYSICAL BLOCKS TO DEVELOP 
MICROSERVICES 

BACKGROUND 

[ 0001 ] The present invention relates in general to com 
puter architectures and , more specifically , to the use of 
physical blocks to develop microservice computer architec 
tures . 
[ 0002 ] The term “ microservice ” describes an approach to 
computer architecture and application design in which a 
single application is developed as a suite of small services or 
components based on function definitions , each correspond 
ing to one function definition , and each running in its own 
process and communicating by way of lightweight mecha 
nisms . The small services or components are often referred 
to as “ atomic services . ” Each atomic service is a lightweight 
component for independently performing a modular service . 
For example , an atomic service might receive and combine 
keywords , process an algorithm , or make a decision based 
on the result of algorithm processing . 
[ 0003 ] Microservices often operate in a cloud computing 
environment and can be “ born on the cloud , ” such that they 
combine existing cloud services into a resulting cloud ser 

10006 ] . In yet another embodiment , a computer - program 
product for composing a microservice includes a computer 
readable storage medium having program instructions 
embodied therewith . The program instructions are execut 
able by a processor to cause the processor to perform a 
method . The method includes detecting an arrangement of a 
plurality of blocks that are interconnected , where each block 
of the plurality of blocks is a physical block representing a 
corresponding atomic service . Further according to the 
method , it is determined whether each atomic service rep 
resented by a block in the plurality of blocks is configured 
to communicate with each other atomic service represented 
by an other block with which the block is interconnected in 
the plurality of blocks . Based at least in part on determining 
that each atomic service represented by a block in the 
plurality of blocks is configured to communicate with each 
other atomic service represented by an other block with 
which the block is interconnected in the plurality of blocks , 
a microservice represented by the arrangement of the plu 
rality of blocks is defined . The microservice is deployed . 
[ 0007 ] Additional features and advantages are realized 
through the techniques of the present invention . Other 
embodiments and aspects of the invention are described in 
detail herein and are considered a part of the claimed 
invention . For a better understanding of the invention with 
the advantages and the features , refer to the description and 
to the drawings . 

vice . 

SUMMARY 
( 0004 ] According to an embodiment of this invention , a 
computer - implemented method includes detecting , using a processor , an arrangement of a plurality of blocks that are 
interconnected , where each block of the plurality of blocks 
is a physical block representing a corresponding atomic 
service . It is determined , using the processor , whether each 
atomic service represented by a block in the plurality of 
blocks is configured to communicate with each other atomic 
service represented by an other block with which the block 
is interconnected in the plurality of blocks . Based at least in 
part on determining that each atomic service represented by 
a block in the plurality of blocks is configured to commu 
nicate with each other atomic service represented by an 
other block with which the block is interconnected in the 
plurality of blocks , a microservice represented by the 
arrangement of the plurality of blocks is defined . The 
microservice is deployed . 
[ 0005 ] In another embodiment , a system includes a 
memory having computer - readable instructions and one or 
more processors for executing the computer - readable 
instructions . The computer - readable instructions include 
detecting an arrangement of a plurality of blocks that are 
interconnected , where each block of the plurality of blocks 
is a physical block representing a corresponding atomic 
service . Further according to the computer - readable instruc 
tions , it is determined whether each atomic service repre 
sented by a block in the plurality of blocks is configured to 
communicate with each other atomic service represented by 
an other block with which the block is interconnected in the 
plurality of blocks . Based at least in part on determining that 
each atomic service represented by a block in the plurality 
of blocks is configured to communicate with each other 
atomic service represented by an other block with which the 
block is interconnected in the plurality of blocks , a micros 
ervice represented by the arrangement of the plurality of 
blocks is defined . The microservice is deployed . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0008 ] The subject matter regarded as the invention is 
particularly pointed out and distinctly claimed in the claims 
at the conclusion of the specification . The foregoing and 
other features and advantages of the invention are apparent 
from the following detailed description taken in conjunction 
with the accompanying drawings in which : 
[ 0009 ] FIG . 1 is a diagram of a composition system 
according to some embodiments of this invention ; 
[ 0010 ] FIG . 2A illustrates blocks useable by the compo 
sition system to create a microservice according to some 
embodiments of this invention ; 
[ 0011 ] FIG . 2B illustrates blocks useable by the compo 
sition system to create a microservice , according to some 
embodiments of this invention ; 
[ 0012 ] FIG . 3 is a diagram of a set of blocks arranged to 
represent a microservice according to some embodiments of 
this invention ; 
[ 0013 ] FIG . 4 is a flow diagram of a method for creating 
a microservice according to some embodiments of this 
invention ; 
[ 0014 ] FIG . 5 is a diagram of a computer system for 
implementing some or all aspects of the composition system 
according to some embodiments of this invention ; 
[ 0015 ) FIG . 6 depicts a cloud computing environment 
according to an embodiment of the present invention ; and 
[ 0016 ] FIG . 7 depicts abstraction model layers according 
to an embodiment of the present invention . 

DETAILED DESCRIPTION 
[ 0017 ] Conventionally , there is no systematic way to guide 
the development of cloud - born services with low complex 
ity . Further , software designers are likely to be inexperi 
enced in combining atomic services into microservices , and 
there is conventionally no systematic way to reskill software 
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designers to enable them to create scalable , adaptive , and 
componentized applications in the microservices approach . 
[ 0018 ] Turning now to an overview of aspects of the 
present invention , some embodiments of the invention pro 
vide a composition system configured to dynamically com 
pose services , such as infrastructure as a service ( IaaS ) , 
platform as a service ( PaaS ) , or software as a service ( SaaS ) 
services , based on assemblies of sensor - augmented physical 
components . The physical components , or blocks , may each 
represent an atomic service . When arranged by a user , the 
blocks can therefore together represent a microservice . In 
some embodiments , the composition system constructs the 
microservice represented by the arrangement of blocks , 
notifying of any errors in the case of missing or insufficient 
interfaces between atomic services represented by intercon - 
nected blocks . Use of the blocks can allow recognition of 
patterns not seen in logical representations , and can further 
allow ease of assembly and replacement in various contexts . 
[ 0019 ] FIG . 1 is a block diagram of a composition system 
100 , according to some embodiments of this invention . As 
shown , the composition system 100 may take as input a 
configuration of blocks 180 , which can be arranged manu 
ally by a software designer or other user . The composition 
system 100 may output a microservice 190 . This output may 
go to a display for user to view , to a printer , or to a cloud , 
where the microservice 190 may be useable as a cloud 
service . Specifically , if the microservice 190 is made up of 
existing atomic services already deployed to a cloud 105 , 
output of the service may include deployment of a definition 
of the microservice 190 , thereby making the microservice 
190 useable by others with access to the cloud 105 . 
[ 0020 ] In some embodiments , the composition system 100 
includes one or more of the following , each of which may 
include hardware , software , or a combination of both : a 
connectivity handler 110 , a sensor handler 120 , a metadata 
handler 130 , an application programming interface ( API ) 
handler 140 , a service activity analyzer 150 , a service 
display handler 160 , and a service discovery unit 170 . 
Although these components are illustrated in FIG . 1 as being 
distinct , it will be understood that this need not be the case , 
and these components may alternatively be grouped in 
various ways or further divided . Further , in some embodi 
ments , the connectivity handler 110 , the sensor handler 120 , 
the metadata handler 130 , the API handler 140 , the service 
activity analyzer 150 , the service display handler 160 , and 
the service discovery unit 170 are integrated into a computer . 
[ 0021 ] The connectivity handler 110 may manage a con 
nection between the composition system 100 and the blocks 
180 and , as a result , may detect a current configuration of the 
blocks 180 . After a connection is established , the sensor 
handler 120 may obtain information from the block 180 , 
specifically , from sensors in the blocks 180 , to determine 
how the blocks 180 are connected to one another . Based on 
the detected connections , the metadata handler 130 may 
identify the appropriate interfaces needed for each connec 
tion between blocks . The API handler 140 may expose or 
display the appropriate interfaces using reading specifica 
tions . The services activity analyzer 150 may connect to 
cognitive systems 155 , such as International Business 
Machines ( IBM ) Watson® , and may use such systems to 
gather feedback for composing new service solutions , exam - 
ining other service solutions , or learning from user interac 
tions with service components represented by the blocks 
180 . The service display handler 160 may display to the user 

information about atomic services available and how those 
atomic services are represented by the blocks 180 . The 
services discovery unit 170 may connect to existing ser 
vices , such as PaaS services , such as IBM Bluemix® , to 
expose recently created services for PaaS users . 
[ 0022 ] FIGS . 2A - 2B illustrate an example set of blocks 
180 available for use by a user , such as a software designer 
or developer , according to some embodiments of this inven 
tion . Each block 180 may be associated with and may 
represent an atomic service . The blocks 180 may take many 
forms . For example , and not by way of limitation , each 
block 180 may be a modified toy building brick , or may be 
some other form of interconnectable piece manipulable by 
human tools or hands . For instance , to enable interconnec 
tion , each block 180 may include one or more physical 
projections and one or more receivers , or holes , such that the 
projections of one block 180 fit into the receivers of the other 
blocks 180 . In some embodiments , each block 180 is colored 
in correspondence with the atomic service it represents . In 
this case , there may be a one - to - one correspondence 
between colors and atomic services , such that based on a 
color , the atomic service represented by a block 180 may be 
uniquely determined . 
[ 0023 ] Each atomic service may have a service interface , 
or API , which may define expected input and output , as well 
as any applicable preconditions and postconditions for use 
of the atomic service . This interface may enable another 
atomic service to easily communicate with the atomic ser 
vice in question , by simply meeting the precondition and 
supplying the input in the required format . 
[ 0024 ] In some embodiments , each block 180 includes a 
memory card containing metadata that identifies itself to 
other aspects of the composition system 100 . For example , 
and not by way of limitation , that metadata may identify the 
corresponding atomic service as well as the interface to 
access the atomic service . Further , each block 180 may 
include wireless communication capability , such as WiFi or 
Bluetooth . As such , each block may communicate with other 
aspects of the composition system 100 as needed . 
[ 0025 ] . Each block 180 may include one or more sensors 
185 for detecting whether it is connected to other blocks 180 
and , more specifically , which other blocks 180 it is con 
nected to . For ease of illustration , only one sensor 185 is 
provided with a reference number in FIGS . 2A - 2B . In some 
embodiments , a first block 180 and a second block 180 are 
deemed connected when they are interconnected , or are in 
sufficient proximity , either top to bottom or side to side . 
However , in some other embodiments , a first block 180 and 
a second block 180 are deemed connected only when they 
are attached together , or are in sufficient proximity , top to 
bottom . Specifically , each sensor 185 of a block 180 may 
include a color detector , enabling that sensor 185 to detect 
the color of the blocks 180 to which the block 180 in 
question is connected . Thus , by detecting the color of a 
connected other block 180 , a specific atomic service of the 
connected other block 180 may be determined . 
10026 ] As shown , FIG . 2A illustrates the blocks 180 
without any particular arrangement . In this example , the 
blocks 180 represent the following atomic services , as 
labeled in FIG . 2A : networking , storage , servers , virtualiza 
tion , operating system ( OS ) , middleware , runtime , data , and 
application ( App ) . Specifically , in some embodiments , each 
distinct application is associated with a corresponding block 
180 . 
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10027 ] FIG . 2B illustrates an example arrangement of 
these blocks 180 to compose a microservice 190 according 
to some embodiments . As shown , the blocks 180 may be 
stacked in the following order , from bottom to top : network 
ing , storage , servers , virtualization , OS , middleware , run 
time , data , and applications . A user may connect the blocks 
180 together in this manner , as shown or in other arrange 
ments , to represent a microservice made up on the atomic 
services represented by the arranged blocks 180 . In other 
words , to construct a micrososervice , in the example of FIG . 
2B , the user connects the blocks together 180 by stacking 
them as shown . The composition system 100 may then 
receive from the blocks 180 notification of the connections 
between blocks 180 , which define a microservice , and the 
composition system 100 may therefore formally define that 
microservice using the existing interfaces of the applicable 
atomic services . 
[ 0028 ] In this case , each pair of blocks 180 connected 
together may represent a pair of respective components , 
such as atomic services , each having an interface connect 
able to a complementary interface of the other component in 
the pair . For instance , the networking block 180 is connected 
to the storage block 180 in this example . Thus , the network 
ing block 180 may represent a set of one or more networks 
having an interface for communicating with a storage com 
ponent , represented by the storage block 180 . 
[ 0029 ] FIG . 3 illustrates another example arrangement of 
blocks 180 , representing a microservice , according to some 
embodiments . As shown , the blocks 180 used may differ 
from those shown in the example of FIGS . 2A - 2B . Specifi 
cally , in this example , a full set of blocks 180 available may 
include , among others , blocks 180 representing atomic ser 
vices for a web application user interface , an account 
management service , a product management service , and 
data . Further , as shown , a user may arrange those blocks 180 
to place the account management service and product man 
agement service in parallel in communication with the web 
application user interface , and may place the data in com 
munication with the account management service . Given 
this arrangement , the composition system 100 may formally 
define a microservice , useable by others because the atomic 
services already exist in the cloud 105 . 
[ 0030 ] When the blocks 180 are arranged together , as 
shown in FIG . 2B , FIG . 3 , or otherwise , the sensors 185 on 
the blocks 180 may detect which blocks 180 are connected 
together . The blocks 180 may then transmit indications of 
these connections to another aspect of the composition 
system 100 , such as to the connectivity handler 110 . More 
specifically , for instance , each block 180 may transmit a 
report indicating the other blocks 180 with which it is 
connected . The composition system 100 may receive the 
indications from the blocks 180 , and may thus compile a list 
of connected pairs of blocks 180 . Each such connected pair 
may represent a pair of atomic services desired by the user 
to be in communication with each other in the microservice 
190 represented by the arrangement of blocks 180 . 
[ 0031 ] As discussed above , each atomic service may have 
an interface . For instance , an application may include an 
interface for communicating with a set of data , and a server 
may have an interface for communicating with a virtualiza 
tion service . The composition system 100 may have access 
to information about each atomic service represented by a 
block 180 . Thus , upon receiving information about the 
connected pairs of blocks 180 , the composition system 100 

may determine whether an interface exists enabling each 
pair of atomic services , represented by each connected pair 
of blocks 180 , to communicate with one another . If it is 
determined that a pair of atomic services represented by a 
connected pair of blocks 180 is unable to communicate with 
each other , due to lacking the applicable interfaces , the 
composition system 100 may indicate an error . 
[ 0032 ] Specifically , indicating an error may be performed 
by various mechanisms . For example , and not by way of 
limitation , an alert may be output to a display or to a printer 
notifying which pair of blocks 180 , or which associated 
atomic services , lack the applicable interfaces . Upon receiv 
ing the error indication , a software developer may modify 
the atomic services as needed , such as by way of manual 
coding . For instance , the software developer may modify the 
existing atomic services or interfaces to enable the desired 
communication . The atomic services may then be updated , 
and the composition system 100 may receive updated infor 
mation describing the atomic services . More specifically , for 
example , if the atomic services preexist in a cloud , then the 
updates may be deployed to the cloud , and further , any 
metadata stored on the corresponding blocks 180 may be 
updated as needed . 
[ 0033 ] In some embodiments , if no errors are found ( e . g . , 
all pairs of atomic services representing connected pairs of 
blocks 180 have the necessary interfaces ) , then the atomic 
services that need to communicate with one another are 
already configured to do so . Thus , when no errors are found , 
the composition system 100 may deploy the microservice 
190 represented by the blocks 180 . This may be performed 
by exposing the new interface microservice 190 for use , 
such as by formally defining that microservice 190 and 
deploying the definition to the cloud 105 . In some embodi 
ments , this deployment is performed only after confirmation 
from the user . 
[ 0034 ] Further , in some embodiments , the composition 
system 100 detects when the arrangement of blocks 180 
changes , such as by the blocks 180 transmitting any new or 
removed connections among themselves . In this case , the 
composition system 100 may once again check for errors . 
[ 0035 ] Some embodiments of the composition system 100 
can be used to build infrastructure as a service ( IaaS ) , PaaS , 
or software as a service ( SaaS ) services . Each of IaaS , PaaS , 
and SaaS can include networking , storage , servers , virtual 
ization , OS , middleware , runtime , data , and applications . In 
the case of IaaS , a provider generally composes and man 
ages networking , storage , servers , and virtualization , while 
a customer composes and manages the OS , middleware , 
runtime , data , and applications . In the case of Paas , the 
customer generally manages only the data and applications . 
Lastly , in the case of SaaS , the provider generally manages 
all of these components . In each of these cases , however , 
some entity must determine how to fit together these various 
components , which can be implemented by atomic services . 
Further , in the case , of IaaS and PaaS , the customer must 
also determine how to build their own components on top of 
the provider ' s . 
100361 According to some embodiments , designers , work 
ing on behalf of either the provider or the customer , can 
arrange the blocks 180 in such a way that no errors are 
produced , or may address any errors by modifying the 
applicable atomic services . As a result , an IaaS , PaaS , or 
SaaS service may be developed through the assistance of the 
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blocks 180 , which provide haptic feedback and easily visible 
and comprehendible structures in their arrangement . 
[ 0037 ] Further , regardless of the type of service being 
built , a designer can easily arrange and rearrange the blocks 
180 , and thus the corresponding atomic services , to modify 
the size of a resulting microservice 190 , to modify which 
atomic services are used , and to reduce or eliminate errors . 
Thus , in many cases , the composition system 100 acts as a 
useful tool for composing and recomposing services efli 
ciently to meet desired goals . 
10038 ] In some circumstances , it may be determined that 
a new atomic service is needed . In that case , a developer can 
generate the code for the new atomic service , deploy the new 
atomic service to the cloud 105 , and expose the interface for 
the new atomic service . Due to the exposed interface , the 
composition system 100 may detect that the new atomic 
service exists . Further , as other new atomic services are 
added to the cloud and their interfaces exposed , the com 
position system 100 may detect those as well . For example , 
in some embodiments , the composition system 100 may 
monitor the cloud 105 to detect new atomic services . The 
composition system 100 may then program an unused block 
180 to represent the new atomic service . This programming 
may include , for example , updating the metadata stored in 
the block 180 to include identifying information about the 
new atomic service . Further , as needed , a user may color the 
block 180 to correspond to the applicable type of the new 
atomic service . Users may then use the newly programmed 
block 180 along with other blocks 180 of the composition 
system 100 . 
[ 0039 ] FIG . 4 is a flow diagram of a method 400 for 
developing a microservice 190 , according to some embodi 
ments of this invention . Before the method 400 begins , a 
user arranges one or more blocks 180 to represent a desired 
microservice 190 made up of the atomic services associated 
with the blocks 180 . As shown in FIG . 4 , at diagram block 
410 , the blocks 180 may transmit to other aspects of the 
composition system 100 , such as to the sensor handler 120 , 
indications of the various connections between the arranged 
blocks 180 . 
[ 0040 ] At diagram block 415 , the composition system 100 
may evaluate the assembly of blocks 180 to determine 
whether all necessary interfaces are satisfied . In other words , 
for instance , the composition system 100 may ensure that , 
for each first atomic service represented by a block 180 , each 
other atomic service represented by a connected block 180 
has an interface configured to communicate with the first 
atomic service . For example , and not by limitation , if a first 
atomic service and a second atomic service are desired to be 
connected , as deemed by a connection between the corre 
sponding blocks 180 , it may be determined whether the 
output of the first atomic service meets the requirements of 
the input of the second atomic service , and vice versa . At 
decision diagram block 420 , it may be determined whether 
any errors exist . Specifically , an error may occur when the 
requirements of an interface of at least one of the atomic 
services represented by the blocks 180 in the arrangement 
are not met . 
10041 ] If an error occurs , then at diagram block 425 the 
composition system 100 may notify a user of that error . 
However , if no error occurs , then at diagram block 430 , the 
microservice 190 represented by the arrangement may be 
defined . For example , this may include generating a formal 
service definition , including operation of the microservice 

190 and describing the interface . At diagram block 435 , the 
definition of the microservice 190 may be output , such as 
being deployed to the cloud 105 for others to use . 
[ 0042 ] FIG . 5 illustrates a block diagram of a computer 
system 500 for use in implementing a composition system 
100 or method according to some embodiments . The com 
position systems 100 and methods described herein may be 
implemented in hardware , software ( e . g . , firmware ) , or a 
combination thereof . In some embodiments , the methods 
described may be implemented , at least in part , in hardware 
and may be part of the microprocessor of a special or 
general - purpose computer system 500 , such as a personal 
computer , workstation , minicomputer , or mainframe com 
puter . 
[ 0043 ] In some embodiments , as shown in FIG . 5 , the 
computer system 500 includes a processor 505 , memory 510 
coupled to a memory controller 515 , and one or more input 
devices 545 and / or output devices 540 , such as peripherals , 
that are communicatively coupled via a local 1 / 0 controller 
535 . These devices 540 and 545 may include , for example , 
a printer , a scanner , a microphone , and the like . Input 
devices such as a conventional keyboard 550 and mouse 555 
may be coupled to the I / O controller 535 . The I / O controller 
535 may be , for example , one or more buses or other wired 
or wireless connections , as are known in the art . The I / O 
controller 535 may have additional elements , which are 
omitted for simplicity , such as controllers , buffers ( caches ) , 
drivers , repeaters , and receivers , to enable communications . 
[ 0044 ] The 1 / 0 devices 540 , 545 may further include 
devices that communicate both inputs and outputs , for 
instance disk and tape storage , a network interface card 
( MC ) or modulator / demodulator ( for accessing other files , 
devices , systems , or a network ) , a radio frequency ( RF ) or 
other transceiver , a telephonic interface , a bridge , a router , 
and the like . 
10045 ] . The processor 505 is a hardware device for execut 
ing hardware instructions or software , particularly those 
stored in memory 510 . The processor 505 may be a custom 
made or commercially available processor , a central pro 
cessing unit ( CPU ) , an auxiliary processor among several 
processors associated with the computer system 500 , a 
semiconductor based microprocessor in the form of a 
microchip or chip set ) , a macroprocessor , or other device for 
executing instructions . The processor 505 includes a cache 
570 , which may include , but is not limited to , an instruction 
cache to speed up executable instruction fetch , a data cache 
to speed up data fetch and store , and a translation lookaside 
buffer ( TLB ) used to speed up virtual - to - physical address 
translation for both executable instructions and data . The 
cache 570 may be organized as a hierarchy of more cache 
levels ( L1 , L2 , etc . ) . 
f0046 ] . The memory 510 may include one or combinations 
of volatile memory elements ( e . g . , random access memory , 
RAM , such as DRAM , SRAM , SDRAM , etc . ) and nonvola 
tile memory elements ( e . g . , ROM , erasable programmable 
read only memory ( EPROM ) , electronically erasable pro 
grammable read only memory ( EEPROM ) , programmable 
read only memory ( PROM ) , tape , compact disc read only 
memory ( CD - ROM ) , disk , diskette , cartridge , cassette or the 
like , etc . ) . Moreover , the memory 510 may incorporate 
electronic , magnetic , optical , or other types of storage 
media . Note that the memory 510 may have a distributed 
architecture , where various components are situated remote 
from one another but may be accessed by the processor 505 . 
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[ 0047 ] The instructions in memory 510 may include one 
or more separate programs , each of which comprises an 
ordered listing of executable instructions for implementing 
logical functions . In the example of FIG . 5 , the instructions 
in the memory 510 include a suitable operating system ( OS ) 
511 . The operating system 511 essentially may control the 
execution of other computer programs and provides sched 
uling , input - output control , file and data management , 
memory management , and communication control and 
related services . 
[ 0048 ] Additional data , including , for example , instruc 
tions for the processor 505 or other retrievable information , 
may be stored in storage 520 , which may be a storage device 
such as a hard disk drive or solid state drive . The stored 
instructions in memory 510 or in storage 520 may include 
those enabling the processor to execute one or more aspects 
of the composition systems 100 and methods of this disclo 
sure . 
[ 0049 ] The computer system 500 may further include a 
display controller 525 coupled to a display 530 . In some 
embodiments , the computer system 500 may further include 
a network interface 560 for coupling to a network 565 . The 
network 565 may be an IP - based network for communica 
tion between the computer system 500 and an external 
server , client and the like via a broadband connection . The 
network 565 transmits and receives data between the com 
puter system 500 and external systems . In some embodi 
ments , the network 565 may be a managed IP network 
administered by a service provider . The network 565 may be 
implemented in a wireless fashion , e . g . , using wireless 
protocols and technologies , such as WiFi , WiMax , etc . The 
network 565 may also be a packet - switched network such as 
a local area network , wide area network , metropolitan area 
network , the Internet , or other similar type of network 
environment . The network 565 may be a fixed wireless 
network , a wireless local area network ( LAN ) , a wireless 
wide area network ( WAN ) a personal area network ( PAN ) , 
a virtual private network ( VPN ) , intranet or other suitable 
network system and may include equipment for receiving 
and transmitting signals . 
[ 0050 ] Composition systems 100 and methods according 
to this disclosure may be embodied , in whole or in part , in 
computer program products or in computer systems 500 , 
such as that illustrated in FIG . 5 . 
[ 0051 ] It is to be understood that although this disclosure 
includes a detailed description on cloud computing , imple 
mentation of the teachings recited herein are not limited to 
a cloud computing environment . Rather , embodiments of the 
present invention are capable of being implemented in 
conjunction with any other type of computing environment 
now known or later developed . 
[ 0052 ] Cloud computing is a model of service delivery for 
enabling convenient , on - demand network access to a shared 
pool of configurable computing resources ( e . g . , networks , 
network bandwidth , servers , processing , memory , storage , 
applications , virtual machines , and services ) that can be 
rapidly provisioned and released with minimal management 
effort or interaction with a provider of the service . This cloud 
model may include at least five characteristics , at least three 
service models , and at least four deployment models . 
[ 0053 ] Characteristics are as follows : 
[ 0054 ] On - demand self - service : a cloud consumer can 
unilaterally provision computing capabilities , such as server 

time and network storage , as needed automatically without 
requiring human interaction with the service ' s provider . 
[ 0055 ] Broad network access : capabilities are available 
over a network and accessed through standard mechanisms 
that promote use by heterogeneous thin or thick client 
platforms ( e . g . , mobile phones , laptops , and PDAs ) . 
[ 0056 ] Resource pooling : the provider ' s computing 
resources are pooled to serve multiple consumers using a 
multi - tenant model , with different physical and virtual 
resources dynamically assigned and reassigned according to 
demand . There is a sense of location independence in that 
the consumer generally has no control or knowledge over 
the exact location of the provided resources but may be able 
to specify location at a higher level of abstraction ( e . g . , 
country , state , or datacenter ) . 
[ 0057 ] Rapid elasticity : capabilities can be rapidly and 
elastically provisioned , in some cases automatically , to 
quickly scale out and rapidly released to quickly scale in . To 
the consumer , the capabilities available for provisioning 
often appear to be unlimited and can be purchased in any 
quantity at any time . 
10058 ] Measured service : cloud systems automatically 
control and optimize resource use by leveraging a metering 
capability at some level of abstraction appropriate to the 
type of service ( e . g . , storage , processing , bandwidth , and 
active user accounts ) . Resource usage can be monitored , 
controlled , and reported , providing transparency for both the 
provider and consumer of the utilized service . 
[ 0059 ] Service Models are as follows : 
[ 0060 ] Software as a Service ( SaaS ) : the capability pro 
vided to the consumer is to use the provider ' s applications 
running on a cloud infrastructure . The applications are 
accessible from various client devices through a thin client 
interface such as a web browser ( e . g . , web - based e - mail ) . 
The consumer does not manage or control the underlying 
cloud infrastructure including network , servers , operating 
systems , storage , or even individual application capabilities , 
with the possible exception of limited user - specific applica 
tion configuration settings . 
[ 0061 ] Platform as a Service ( PaaS ) : the capability pro 
vided to the consumer is to deploy onto the cloud infra 
structure consumer - created or acquired applications created 
using programming languages and tools supported by the 
provider . The consumer does not manage or control the 
underlying cloud infrastructure including networks , servers , 
operating systems , or storage , but has control over the 
deployed applications and possibly application hosting envi 
ronment configurations . 
[ 0062 ] Infrastructure as a Service ( IaaS ) : the capability 
provided to the consumer is to provision processing , storage , 
networks , and other fundamental computing resources 
where the consumer is able to deploy and run arbitrary 
software , which can include operating systems and applica 
tions . The consumer does not manage or control the under 
lying cloud infrastructure but has control over operating 
systems , storage , deployed applications , and possibly lim 
ited control of select networking components ( e . g . , host 
firewalls ) . 
[ 0063 ] Deployment Models are as follows : 
[ 0064 ] Private cloud : the cloud infrastructure is operated 
solely for an organization . It may be managed by the 
organization or a third party and may exist on - premises or 
off - premises . 
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[ 0065 ) Community cloud : the cloud infrastructure is 
shared by several organizations and supports a specific 
community that has shared concerns ( e . g . , mission , security 
requirements , policy , and compliance considerations ) . It 
may be managed by the organizations or a third party and 
may exist on - premises or off - premises . 
[ 0066 ] Public cloud : the cloud infrastructure is made 
available to the general public or a large industry group and 
is owned by an organization selling cloud services . 
[ 0067 ] Hybrid cloud : the cloud infrastructure is a compo 
sition of two or more clouds ( private , community , or public ) 
that remain unique entities but are bound together by stan 
dardized or proprietary technology that enables data and 
application portability ( e . g . , cloud bursting for load - balanc 
ing between clouds ) . 
[ 0068 ] A cloud computing environment is service oriented 
with a focus on statelessness , low coupling , modularity , and 
semantic interoperability . At the heart of cloud computing is 
an infrastructure that includes a network of interconnected 
nodes . 
[ 0069 ] Referring now to FIG . 6 , illustrative cloud com 
puting environment 50 is depicted . As shown , cloud com 
puting environment 50 includes one or more cloud comput 
ing nodes 10 with which local computing devices used by 
cloud consumers , such as , for example , personal digital 
assistant ( PDA ) or cellular telephone 54A , desktop com 
puter 54B , laptop computer 54C , and / or automobile com 
puter system 54N may communicate . Nodes 10 may com 
municate with one another . They may be grouped ( not 
shown ) physically or virtually , in one or more networks , 
such as Private , Community , Public , or Hybrid clouds as 
described hereinabove , or a combination thereof . This 
allows cloud computing environment 50 to offer infrastruc 
ture , platforms and / or software as services for which a cloud 
consumer does not need to maintain resources on a local 
computing device . It is understood that the types of com 
puting devices 54A - N shown in FIG . 6 are intended to be 
illustrative only and that computing nodes 10 and cloud 
computing environment 50 can communicate with any type 
of computerized device over any type of network and / or 
network addressable connection ( e . g . , using a web browser ) . 
[ 0070 ] Referring now to FIG . 7 , a set of functional 
abstraction layers provided by cloud computing environ 
ment 50 ( FIG . 6 ) is shown . It should be understood in 
advance that the components , layers , and functions shown in 
FIG . 7 are intended to be illustrative only and embodiments 
of the invention are not limited thereto . As depicted , the 
following layers and corresponding functions are provided : 
10071 ] Hardware and software layer 60 includes hardware 
and software components . Examples of hardware compo 
nents include : mainframes 61 ; RISC ( Reduced Instruction 
Set Computer ) architecture based servers 62 ; servers 63 ; 
blade servers 64 ; storage devices 65 ; and networks and 
networking components 66 . In some embodiments , software 
components include network application server software 67 
and database software 68 . 
[ 0072 ] Virtualization layer 70 provides an abstraction 
layer from which the following examples of virtual entities 
may be provided : virtual servers 71 ; virtual storage 72 ; 
virtual networks 73 , including virtual private networks ; 
virtual applications and operating systems 74 ; and virtual 
clients 75 . 
10073 ] In one example , management layer 80 may provide 
the functions described below . Resource provisioning 81 

provides dynamic procurement of computing resources and 
other resources that are utilized to perform tasks within the 
cloud computing environment . Metering and Pricing 82 
provide cost tracking as resources are utilized within the 
cloud computing environment , and billing or invoicing for 
consumption of these resources . In one example , these 
resources may include application software licenses . Secu 
rity provides identity verification for cloud consumers and 
tasks , as well as protection for data and other resources . User 
portal 83 provides access to the cloud computing environ 
ment for consumers and system administrators . Service level 
management 84 provides cloud computing resource alloca 
tion and management such that required service levels are 
met . Service Level Agreement ( SLA ) planning and fulfill 
ment 85 provide pre - arrangement for , and procurement of , 
cloud computing resources for which a future requirement is 
anticipated in accordance with an SLA . 
[ 0074 ] Workloads layer 90 provides examples of function 
ality for which the cloud computing environment may be 
utilized . Examples of workloads and functions which may 
be provided from this layer include : mapping and navigation 
91 ; software development and lifecycle management 92 ; 
virtual classroom education delivery 93 ; data analytics pro 
cessing 94 ; transaction processing 95 ; and microservice 
composition 96 . 
[ 0075 ] Technical effects and benefits of some embodi 
ments include simplifying the process of building micros 
ervices 190 , by enabling users to see and manipulate con 
figurations through physical contact with three - dimensional 
shapes . This permits a new way of viewing , understanding , 
and optimizing designs , because the blocks 180 can proved 
a rich development experience with both visual and haptic 
feedback . By way of the composition system 100 , users can 
actively learn composable patterns through their own and 
others ' interactions with physical blocks 180 , and they can 
anticipate opportunities for new atomic components . 
[ 0076 ] The terminology used herein is for the purpose of 
describing particular embodiments only and is not intended 
to be limiting of the invention . As used herein , the singular 
forms “ a ” , “ an ” and “ the ” are intended to include the plural 
forms as well , unless the context clearly indicates otherwise . 
It will be further understood that the terms " comprises " 
and / or “ comprising , " when used in this specification , specify 
the presence of stated features , integers , steps , operations , 
elements , and / or components , but do not preclude the pres 
ence or addition of one or more other features , integers , 
steps , operations , elements , components , and / or groups 
thereof . 
[ 0077 ] The corresponding structures , materials , acts , and 
equivalents of all means or step plus function elements in the 
claims below are intended to include any structure , material , 
or act for performing the function in combination with other 
claimed elements as specifically claimed . The description of 
the present invention has been presented for purposes of 
illustration and description , but is not intended to be exhaus 
tive or limited to the invention in the form disclosed . Many 
modifications and variations will be apparent to those of 
ordinary skill in the art without departing from the scope and 
spirit of the invention . The embodiments were chosen and 
described in order to best explain the principles of the 
invention and the practical application , and to enable others 
of ordinary skill in the art to understand the invention for 
various embodiments with various modifications as are 
suited to the particular use contemplated . 

ne 
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[ 0078 ] The present invention may be a system , a method , 
and / or a computer program product at any possible technical 
detail level of integration . The computer program product 
may include a computer readable storage medium ( or media ) 
having computer readable program instructions thereon for 
causing a processor to carry out aspects of the present 
invention . 
10079 ] The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 
( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e . g . , light pulses passing 
through a fiber - optic cable ) , or electrical signals transmitted 
through a wire . 
[ 0080 ] Computer readable program instructions described 
herein can be downloaded to respective computing / process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing / processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing / processing 
device . 
[ 0081 ] Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , con 
figuration data for integrated circuitry , or either source code 
or object code written in any combination of one or more 
programming languages , including an object oriented pro 
gramming language such as Smalltalk , C + + , or the like , and 
procedural programming languages , such as the “ C ” pro 
gramming language or similar programming languages . The 
computer readable program instructions may execute 
entirely on the user ' s computer , partly on the user ' s com 
puter , as a stand - alone software package , partly on the user ' s 
computer and partly on a remote computer or entirely on the 
remote computer or server . In the latter scenario , the remote 
computer may be connected to the user ' s computer through 

any type of network , including a local area network ( LAN ) 
or a wide area network ( WAN ) , or the connection may be 
made to an external computer ( for example , through the 
Internet using an Internet Service Provider ) . In some 
embodiments , electronic circuitry including , for example , 
programmable logic circuitry , field - programmable gate 
arrays ( FPGA ) , or programmable logic arrays ( PLA ) may 
execute the computer readable program instructions by 
utilizing state information of the computer readable program 
instructions to personalize the electronic circuitry , in order to 
perform aspects of the present invention . 
[ 0082 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 
[ 0083 ] These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com 
puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
[ 0084 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0085 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the blocks may occur out of the order 
noted in the Figures . For example , two blocks shown in 
succession may , in fact , be executed substantially concur 
rently , or the blocks may sometimes be executed in the 
reverse order , depending upon the functionality involved . It 
will also be noted that each block of the block diagrams 
and / or flowchart illustration , and combinations of blocks in 
the block diagrams and / or flowchart illustration , can be 
implemented by special purpose hardware - based systems 
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that perform the specified functions or acts or carry out 
combinations of special purpose hardware and computer 
instructions . 
10086 ) . The descriptions of the various embodiments of the 
present invention have been presented for purposes of 
illustration , but are not intended to be exhaustive or limited 
to the embodiments disclosed . Many modifications and 
variations will be apparent to those of ordinary skill in the 
art without departing from the scope and spirit of the 
described embodiments . The terminology used herein was 
chosen to best explain the principles of the embodiments , the 
practical application or technical improvement over tech 
nologies found in the marketplace , or to enable others of 
ordinary skill in the art to understand the embodiments 
disclosed herein . 
What is claimed is : 
1 . A computer - implemented method comprising : 
detecting , using a processor , an arrangement of a plurality 

of blocks that are interconnected , wherein each block of 
the plurality of blocks is a physical block representing 
a corresponding atomic service ; 

determining , using the processor , whether each atomic 
service represented by a block in the plurality of blocks 
is configured to communicate with each other atomic 
service represented by an other block with which the 
block is interconnected in the plurality of blocks ; 

based at least in part on determining that each atomic 
service represented by a block in the plurality of blocks 
is configured to communicate with each other atomic 
service represented by an other block with which the 
block is interconnected in the plurality of blocks , 
defining a microservice represented by the arrangement 
of the plurality of blocks ; and 

deploying the microservice . 
2 . The computer - implemented method of claim 1 , further 

comprising : 
based at least in part on determining that a first atomic 

service represented by a first block in the plurality of 
blocks is not configured to communicate with a second 
atomic service represented by a second block intercon 
nected with the first block , notifying of an error . 

3 . The computer - implemented method of claim 1 , 
wherein the detecting the arrangement of the plurality of 
blocks that are interconnected comprises receiving from 
each block an indication of which other blocks are con 
nected to the block . 

4 . The computer - implemented method of claim 1 , further 
comprising : 

detecting a new arrangement of the plurality of blocks ; 
and 

defining a new microservice based on the new arrange 
ment of the plurality of blocks . 

5 . The computer - implemented method of claim 1 , 
wherein each corresponding atomic service of each of the 
plurality of blocks exists in a cloud , and further comprising : 

detecting from the cloud a change to a first atomic service 
represented by a first block of the plurality of blocks ; 

7 . The computer - implemented method of claim 6 , 
wherein the plurality of blocks are color - coded according to 
the atomic services represented by the plurality of blocks , 
and wherein the one or more sensors of each block detect a 
color or each other block connected to the block . 

8 . A system comprising : 
a memory having computer - readable instructions ; and 
one or more processors for executing the computer 

readable instructions , the computer - readable instruc 
tions comprising : 

detecting an arrangement of a plurality of blocks that are 
interconnected , wherein each block of the plurality of 
blocks is a physical block representing a corresponding 
atomic service ; 

determining whether each atomic service represented by 
a block in the plurality of blocks is configured to 
communicate with each other atomic service repre 
sented by an other block with which the block is 
interconnected in the plurality of blocks ; 

based at least in part on determining that each atomic 
service represented by a block in the plurality of blocks 
is configured to communicate with each other atomic 
service represented by an other block with which the 
block is interconnected in the plurality of blocks , 
defining a microservice represented by the arrangement 
of the plurality of blocks ; and 

deploying the microservice . 
9 . The system of claim 8 , the computer - readable instruc 

tions further comprising : 
based at least in part on determining that a first atomic 

service represented by a first block in the plurality of 
blocks is not configured to communicate with a second 
atomic service represented by a second block intercon 
nected with the first block , notifying of an error . 

10 . The system of claim 8 , wherein the detecting the 
arrangement of the plurality of blocks that are intercon 
nected comprises receiving from each block an indication of 
which other blocks are connected to the block . 

11 . The system of claim 8 , the computer - readable instruc 
tions further comprising : 

detecting a new arrangement of the plurality of blocks ; 
and 

defining a new microservice based on the new arrange 
ment of the plurality of blocks . 

12 . The system of claim 8 , wherein each corresponding 
atomic service of each of the plurality of blocks exists in a 
cloud , and the computer - readable instructions further com 
prising : 

detecting from the cloud a change to a first atomic service 
represented by a first block of the plurality of blocks ; 
and 

updating metadata associated with the first block , respon 
sive to the change to the first atomic service . 

13 . The system of claim 8 , wherein each block of the 
plurality of blocks comprises one or more sensors for 
detecting which other blocks of the plurality of blocks are 
connected to the block . 

14 . The system of claim 13 , wherein the plurality of 
blocks are color - coded according to the atomic services 
represented by the plurality of blocks , and wherein the one 
or more sensors of each block detect a color or each other 
block connected to the block . 

15 . A computer - program product for composing a micros 
ervice , the computer - program product comprising a com 

and 
updating metadata associated with the first block , respon 

sive to the change to the first atomic service . 
6 . The computer - implemented method of claim 1 , 

wherein each block of the plurality of blocks comprises one 
or more sensors for detecting which other blocks of the 
plurality of blocks are connected to the block . 
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puter - readable storage medium having program instructions 
embodied therewith , the program instructions executable by 
a processor to cause the processor to perform a method 
comprising : 

detecting an arrangement of a plurality of blocks that are 
interconnected , wherein each block of the plurality of 
blocks is a physical block representing a corresponding 
atomic service ; 

determining whether each atomic service represented by 
a block in the plurality of blocks is configured to 
communicate with each other atomic service repre 
sented by an other block with which the block is 
interconnected in the plurality of blocks ; 

based at least in part on determining that each atomic 
service represented by a block in the plurality of blocks 
is configured to communicate with each other atomic 
service represented by an other block with which the 
block is interconnected in the plurality of blocks , 
defining a microservice represented by the arrangement 
of the plurality of blocks ; and 

deploying the microservice . 
16 . The computer - program product of claim 15 , the 

method further comprising : 
based at least in part on determining that a first atomic 

service represented by a first block in the plurality of 

blocks is not configured to communicate with a second 
atomic service represented by a second block intercon 
nected with the first block , notifying of an error . 

17 . The computer - program product of claim 15 , wherein 
the detecting the arrangement of the plurality of blocks that 
are interconnected comprises receiving from each block an 
indication of which other blocks are connected to the block . 

18 . The computer - program product of claim 15 , wherein 
each corresponding atomic service of each of the plurality of 
blocks exists in a cloud , and the method further comprising : 

detecting from the cloud a change to a first atomic service 
represented by a first block of the plurality of blocks ; 
and 

updating metadata associated with the first block , respon 
sive to the change to the first atomic service . 

19 . The computer - program product of claim 15 , wherein 
each block of the plurality of blocks comprises one or more 
sensors for detecting which other blocks of the plurality of 
blocks are connected to the block . 
20 . The computer - program product of claim 19 , wherein 

the plurality of blocks are color - coded according to the 
atomic services represented by the plurality of blocks , and 
wherein the one or more sensors of each block detect a color 
or each other block connected to the block . 

* * * * * 


