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Aspects of the present disclosure provide methods , appara 
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sleep assistance device outputs a sound . In response to 
detecting a sound that exhibits one or more predetermined 
sound properties , actions are taken to adjusting the sound in 
an effort to wake the subject . Examples of predetermined 
sound properties include any sound detected over a thresh 
old decibel level , sounds detected at a certain frequency 
spectrum . According to aspects , subject may further config 
ure the system to alert the subject based on a set of 
personalized sounds the subjects considers to be important . 
According to aspects , the audio device or system is config 
ured to determine the subject is awake based on collected 
biosignal parameters . The audio device or system takes 
further actions to disrupt the subject's sleep until the subject 
is determined to be awake . 

Publication Classification 

( 51 ) Int . Ci . 
GIOK 11/175 ( 2006.01 ) 
GO8B 7/06 ( 2006.01 ) 
G08B 6/00 ( 2006.01 ) 
H04R 29/00 ( 2006.01 ) 
A61M 21/02 ( 2006.01 ) 

100 

-102 
TRANSDUCER 

-104 

MICROPHONE 

106 -108 

TRANSCEIVER 

MEMORY 
PROCESSOR 

1-110 

BIOSENSOR 

1-112 
COMMUNICATION 

UNIT 



Patent Application Publication Aug. 20 , 2020 Sheet 1 of 4 US 2020/0265824 A1 

100 

-102 

TRANSDUCER 

104 

MICROPHONE 

106 -108 

TRANSCEIVER 

MEMORY / 
PROCESSOR 

-110 

BIOSENSOR 

112 
COMMUNICATION 

UNIT 

FIG . 1 



200 

( 

BEDSIDE UNIT 
208 SMART PHONE 

202 

Patent Application Publication 

HEADPHONES 204 

Aug. 20 , 2020 Sheet 2 of 4 

SMARTWATCH 206 

US 2020/0265824 A1 

FIG . 2 



Patent Application Publication Aug. 20 , 2020 Sheet 3 of 4 US 2020/0265824 A1 

o 

?? 11 RoHEN 

312 304 9 

FIG . 3 

310 

302 

id 
300 



Patent Application Publication Aug. 20 , 2020 Sheet 4 of 4 US 2020/0265824 A1 

400 

402 

OUTPUT A MASKING SOUND 

404 

DETECT ONE OR MORE SOUNDS IN A VICINITY OF 
THE SUBJECT 

406 

DETERMINE WHETHER THE DETECTED SOUND EXHIBITS 
ONE OR MORE PREDETERMINED SOUND PROPERTIES 

408 

ADJUST THE MASKING SOUND TO ALERT THE SUBJECT 
OF THE ONE OR MORE DETECTED SOUNDS 

410 

OUTPUT THE ADJUSTED MASKING SOUND 

412 

DETECT A BIOSIGNAL PARAMETER OF THE SUBJECT 
WHILE OUTPUTTING THE ADJUSTED MASKING SOUND 

414 
I DETERMINE BASED AT LEAST IN PART ON THE DETECTED | 
1 BIOSIGNAL PARAMETER , THE SUBJUCT IS SLEEPING 1 

416 
? 
i FURTHER ADJUSTING THE ADJUSTED MASKING SOUND IN 

AN EFFORT TO ALERT THE SUBJECT OF THE DETECTED 
I ONE OR MORE SOUNDS 

1 

FIG . 4 



US 2020/0265824 Al Aug. 20 , 2020 
1 

SMART - SAFE MASKING AND ALERTING 
SYSTEM 

FIELD 

[ 0001 ] Aspects of the present disclosure generally relate to 
adjusting a sound in response to determining a detected 
sound exhibits one or more predetermined sound qualities . 
More particularly , aspects adjust a masking sound in an 
effort to allow a subject to hear sounds of importance . 

BACKGROUND 

[ 0002 ] Disruptions to a subject's sleep may result in poor 
sleep which negatively affects the subject's health . Sleep 
disruptions may be caused by environmental or ambient 
noises in the subject's sleeping environment that interrupt 
the subject's sleep . To try to block or compensate for such 
noises , a masking sound may be output in the subject's 
sleeping environment . 
[ 0003 ] Masking sounds may help protect the subject's 
sleep ; however , it may cover up the perception of sounds of 
importance in the subject's environment . Therefore , out of 
concern for missing important sounds , certain subjects may 
avoid use of sleep assistance devices . While a sleep assis 
tance device of any kind ( masking or otherwise ) may help 
improve the subject's sleep , a need exists for a sleep 
protection device or system that both helps a subject sleep 
and allows certain sounds to be heard or perceived by the 
sleeping subject to awaken them . 

SUMMARY 

[ 0004 ] All examples and features mentioned herein can be 
combined in any technically possible manner . 
[ 0005 ] According to aspects , an audio device or system is 
configured to output a sound , detect one or more sounds of 
importance in a sleeping environment , and take action to 
alert the subject of the detected sounds . Such actions used to 
enhance the subject's ability to hear the sounds of impor 
tance may include ceasing the masking sound , introducing 

alert , or both . 
[ 0006 ] In an aspect , the sounds may be output to protect 
the subject's sleep from noise - induced sleep disruption . 
Further , in aspects , one or more sounds of importance are 
detected in a sleeping environment to potentially take action 
if that sound is of significance to the sleep ( e.g. , fire alarm ) . 
Actions to enhance the sleeper's ability to hear the important 
sound can include ceasing masking sound , or introducing an 
alert , or both , to alert the subject of the detected sounds . 
[ 0007 ] As will be described in more detail herein , in 
aspects , the audio device or system is configured to monitor 
biosignal parameters of the subject in an effort to confirm the 
subject is awake . According to aspects , the audio device or 
system is customized to monitor a combination of sounds 
having predetermined sound properties and sounds input by 
the subject . Accordingly , the method described herein pro 
vides a personalized sleep assistance experience for subjects 
while taking active steps to ensure the perception of sounds 
of importance are not covered up . 
[ 0008 ] In one aspect , an audio device comprises a speaker 
configured to output a masking sound , at least one micro 
phone configured to detect one or more sounds in a sleeping 
environment , and a processing unit . The processing unit is 
configured to determine whether the detected sound exhibits 
one or more predetermined sound properties , and , if so , 

adjust the masking sound to alert a subject of the one or more 
sounds while the subject is wearing the audio device in the 
sleeping environment . The speaker is further configured to 
output the adjusted masking sound . 
[ 0009 ] The processing unit may be further configured to 
amplifying an intensity of the detected one or more sounds , 
and the speaker may be further configured to output the 
amplified detected one or more sounds . The processing unit 
may be configured to adjust the masking sound by reducing 
a sound intensity of the masking sound . The processing unit 
may be further configured to introduce at least one haptic 
output to alert the subject of the one or more sounds while 
the subject is wearing the audio device in the sleep envi 
ronment . The processing unit may be further configured to 
introduce at least one visual cue to alert the subject of the 
one or more sounds while the subject is wearing the audio 
device in the sleep environment , and may further comprise 
a transceiver configured to wirelessly transmit a command to 
introduce the visual cue in the sleeping environment . 
[ 0010 ] The audio device may further comprise a trans 
ceiver configured to wirelessly detect the one or more 
sounds . The audio device may further comprise at least one 
biosensor configured to measure at least one biosignal 
parameter of the subject while the subject is wearing the 
wearable audio device and the speaker is outputting the 
adjusted masking sound , and the processing unit may be 
further configured to determine the subject is sleeping based 
on the biosignal parameter , and in response to determining 
the subject is sleeping , performing at least one of : further 
decreasing an intensity of the adjusted masking sound , 
introducing haptics , amplifying an intensity of the detected 
one or more sounds , or wirelessly transmitting , via a trans 
ceiver , a command to introduce a visual cue in the sleep 
environment in an effort to alert the subject of the one or 
more sounds . 
[ 0011 ] The audio device may further comprise transceiver 
configured to wirelessly receive input from the subject 
indicating at least one of the one or more sounds . The one 
or more predetermined sound properties may comprise noise 
over a predetermined decibel level . The one or more pre 
determined sound properties may comprise noise over a 
predetermined decibel level within a predetermined fre 
quency spectrum . 
[ 0012 ] In another aspect , a method for alerting a subject 
comprises outputting a masking sound , detecting one or 
more sounds in a vicinity of the subject , determining 
whether the detected sound exhibits one or more predeter 
mined sound properties , and in response to determining that 
the detected sound exhibits the one or more predetermined 
sound properties , adjusting the masking sound to alert the 
subject of the one or more detected sounds . The method 
further comprises outputting the adjusted masking sound , 
detecting a biosignal parameter of the subject while output 
ting the adjusted masking sound , determining , based at least 
in part on the detected biosignal parameter , the subject is 
sleeping , and further adjusting the adjusted masking sound 
in an effort to alert the subject of the detected one or more 
sounds . 
[ 0013 ] Adjusting the masking sound may comprises at 
least one of : reducing a sound pressure level of the masking 
sound or altering a frequency spectrum of the masking 
sound . The method may further comprise in response to 
determining the subject is sleeping , introducing at least one 
of a visual cue or haptic output in an effort to alert the subject 
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DETAILED DESCRIPTION of the detected one or more sounds , monitoring the biosignal 
parameter of the subject while introducing the visual cue or 
haptic output , determining the subject is not awake based on 
the monitored biosignal parameter , and in response to deter 
mining the subject is not awake , continuing the visual cue or 
the haptic output . 
[ 0014 ] The method may further comprise determining the 
subject is awake based on the monitored biosignal param 
eter , and in response to determining the subject is awake , 
stopping the visual cue or the haptic output . The method may 
further comprise in response to determining the subject is 
sleeping , gradually increasing a sound pressure level of the 
masking sound until the subject is determined to be awake . 
The subject may be determined to be awake based on a 
determined biosignal parameter . The subject may be deter 
mined to be awake based on input received from the subject . 
[ 0015 ] The one or more sounds may comprise a combi 
nation of preconfigured safety alarms and sounds selected by 
the subject . At least one of the sounds selected by the subject 
may comprise a sound recorded by the subject . Detecting the 
one or more sounds in the vicinity of the subject may 
comprise wirelessly receiving an indication of the detected 
one or more sounds . 
[ 0016 ] In yet another aspect , a wearable audio device 
comprises a speaker configured to output a masking sound 
at a first sound pressure level ( SPL ) , at least one microphone 
configured to detect a noise greater than a threshold decibel 
value in a sleeping environment , and a processing unit 
configured to decrease the masking sound from the first SPL 
to a second SPL , in an effort to alert a subject of the detected 
noise while the subject is wearing the audio device in the 
sleeping environment . The speaker is further configured to 
output the masking sound at the second SPL . The wearable 
audio device further comprises a biosensor configured to 
detect a biosignal parameter of the subject while the subject 
is wearing the wearable audio device and the speaker is 
outputting the masking sound at the second SPL . The 
processing unit is configured to determine the subject is not 
awake based on the biosignal parameter , and in response to 
the determination , wirelessly introduce a visual cue or a 
haptic output until the subject is determined to be awake 
based on a detected biosignal parameter . 
[ 0017 ] The processing unit may be further configured to 
amplify the detected noise in response to determining the 
subject is not awake . 
[ 0018 ] Advantages of alerting a subject by adjusting a 
masking sound in response to a detected sound exhibiting 
one or more predetermined sound properties will be appar 
ent from the description and the claims . 

[ 0023 ] A sleep assistance or sleep protection device out 
puts masking sounds to help subjects fall and stay asleep . A 
limitation to exposing a subject to masking sound while 
sleeping is that the subject may not hear sounds of impor 
tance . Based on the subject - selected volume of a mask , 
certain sleep assistance devices provide a warning indicating 
that the subject may not be able to hear sounds of impor 
tance . Sounds of importance include fire alarms , home 
safety alarms , telephone calls from certain people , or any 
other alarms , alerts , or noises the subject desires to hear or 
should hear for safety reasons . Sounds of importance may be 
customized by a subject to include subject - specific sounds of 
importance , such as a baby crying . Currently , some subjects 
avoid use of sleep assistance devices because they fear 
sleeping through sounds of importance . Others set a volume 
of masking output by the sleep assistance device to be so low 
that the masking is not effective at protecting sleep . 
[ 0024 ] In an effort to address this limitation while still 
providing the benefits of a sleep assistance device , aspects 
describe methods , apparatus , and systems for outputting a 
masking sound , identifying sounds in a subject's sleeping 
environment , determining if the sounds exhibits one or more 
predetermined sound properties , and , if so , adjusting a 
masking sound . As described below , adjusting the masking 
sound includes any combination of reducing the sound 
pressure level of a mask , refraining from masking , altering 
a spectral content of a mask , introducing and outputting a 
new alert , or notching the detected sound exhibiting the 
predetermined sound properties so the frequency of the 
sound of importance passes through a notch filter . According 
to aspects , the methods , apparatus , and systems are further 
configured to monitor a biosignal parameter in an effort to 
determine if the subject is still sleeping . When the subject is 
determined not to be awake , the audio device or system 
takes further action in an attempt to wake the subject . The 
apparatus may include an audio device , a wearable , or a 
bedside unit . A system may include any combination of 
apparatuses wherein one or more of the apparatuses may 
communicate with sensors or alarms in a subject's sleep 
environment . While the term “ masking sound ” is used 
throughout , the described methods , apparatus , and systems 
are not limited to only masking sounds , and the term 
“ masking sound ” as used herein includes other such sounds 
to be played in a sleeping environment , such as soothing 
sounds , audio therapeutics , relaxation soundtracks , entrain 
ment soundtracks , etc. 
[ 0025 ] FIG . 1 illustrates example components of an audio 
device 100 , in accordance with certain aspects of the present 
disclosure . In an example , the audio device is a headphone 
that fits around , on , or in an ear and that radiates acoustic 
energy into the ear canal . Headphones may be referred to as 
earphones , earpieces , headsets , earbuds , or sport head 
phones , and can be wired or wireless . In an aspect , the audio 
device 100 is configured to perform active noise reduction 
( ANR ) . Any or all of the components in FIG . 1 may be 
combined into multi - function components . 
[ 0026 ] In one example , the audio device 100 includes an 
audio output transducer or speaker 102 , a microphone 104 , 
and a memory and processor 106. The audio device 100 
optionally includes a transceiver 108 , a biosensor 110 , and 
a communication unit 112 . 
[ 0027 ] The audio output transducer 102 may be also 
known as a driver or speaker . In some examples , more than 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0019 ] FIG . 1 illustrates example components of an audio 
device . 

[ 0020 ] FIG . 2 illustrates an example system in an example 
sleep environment . 
[ 0021 ] FIG . 3 illustrates an example of a sleep environ 
ment that may include the sleep environment illustrated in 
FIG . 2 . 

[ 0022 ] FIG . 4 illustrates an example method adjusting a 
mask to alert a subject of sounds of importance that 
performed by an audio device or a system of devices . 

may be 
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one output transducer is used . The transducer converts 
electrical signals into sound and converts sound into elec 
trical signals . The speaker is configured to output a masking 
sound . Further , the speaker is configured to output the 
adjusted masking sound based on determining a detected 
sound exhibits one or more predetermined sound properties . 
While the term “ masking sound ” is used throughout , the 
speaker is not limited to outputting and adjusting only 
masking sounds . The term “ masking sound ” as used herein 
includes other such sounds to be played in a sleeping 
environment , such as soothing sounds , audio therapeutics , 
relaxation soundtracks , entrainment soundtracks , etc. 
[ 0028 ] The microphone 104 is configured to detect the 
sounds in the subject's sleeping environment . The micro 
phone is configured to convert the detected noise into 
electrical signals . The terms " noise " and " sound ” are used 
interchangeably in this document . 
[ 0029 ] The memory and processor ( processing unit ) 106 
control the operations of the audio device 100. The memory 
stores program code for controlling the memory and pro 
cessor 106. The memory may include Read Only Memory 
( ROM ) , a Random Access Memory ( RAM ) , and / or a flash 
ROM . 
[ 0030 ] The processor 106 controls the general operation of 
the audio device 100. The processor 106 performs process 
and control for audio and / or data communication . In addi 
tion to the general operation , the processor 106 is configured 
to determine whether a sound detected by the microphone is 
a sound of importance to the subject . Sounds of importance 
exhibit a certain sound property such as exceeding a thresh 
old decibel level , occupying a specific frequency spectrum , 
or being specific to a subject . Example sounds of importance 
include alarms , alerts , and other safety notifications . 
[ 0031 ] Sounds of importance may be personal to the 
subject . In an example , co - parents may split nighttime care 
responsibilities of a baby . A subject may wish to hear a 
crying baby one night and the subject may wish to sleep 
though crying noises another night , such as when a co - parent 
is assuming primary caregiving responsibilities . In another 
example , a pilot may use a masking device to block certain 
noises in an airplane ; however , the pilot may wish to always 
hear certain alarms and sounds . In another example , two 
co - pilots alternate flying responsibilities and each may use a 
masking device to block noises on board the flight . When 
off - duty , a co - pilot may wish to hear certain emergency 
alarms only and the on - duty co - pilot may wish to hear more 
alerts than just emergency alarms . Each co - pilot is able to 
select sounds of importance . Stated otherwise , each co - pilot 
is able to choose , in general or per situation , certain sounds 
to be blocked and certain sounds to be unblocked . 
[ 0032 ] If a detected sound is determined to be a sound of importance , the processor is configured to adjust a masking 
sound to alert the subject of the detected sound of impor 
tance . Adjusting the masking sound may comprise stopping 
the masking sound from being output and introducing an 
alerting sound . In aspects , adjusting a masking sound 
includes reducing a sound pressure level of the masking 
sound and adjusting a spectral content of the mask . Accord 
ing to aspects , the processor 106 is further configured to 
introduce at least one haptic output and / or visual cue . 
[ 0033 ] In aspects , the audio device includes a communi 
cation unit 112 that facilitates a wireless connection with one 
or more other devices . For example , the communication unit 
112 may include one or more wireless protocol engines such 

as a Bluetooth engine . While Bluetooth is used as an 
example protocol , other communication protocols may also 
be used . Some examples include Bluetooth Low Energy 
( BLE ) , Near Field Communications ( NFC ) , IEEE 802.11 , or 
other local area network ( LAN ) or personal area network 
( PAN ) protocols . 
[ 0034 ] In aspects , the communication unit 112 wirelessly 
communicates with a handheld device such as a tablet or cell 
phone . In an example , an application executed on the audio 
device or an external handheld device presents a list of 
potentially important sounds . The subject selects which of 
the sounds are important . Example sounds include crying 
baby , dishwasher noises , loud bang , door bell , and car alarm . 
For safety reasons , certain sounds , such as fire alarms , are 
preconfigured to be sounds of importance . The subject may 
further select one or more sounds to block . In aspects , a 
subject records sound of importance . In an example , the 
subject records a crying baby or other specific sounds the 
subject would like to hear . The processor 106 is configured 
to match sounds detected by the microphone with the 
previously - recorded sound to identify sounds of importance . 
[ 0035 ] In an example , the subject wearing the audio 
device 100 experiences a sleep disruption . The subject 
inputs information indicating the time or an approximate 
time the subject woke up at certain times during a sleeping 
period in an application on a handheld device . The processor 
106 correlates the time of subject - entered sleep disruption 
with sounds in the sleeping environment to learn which 
sounds disturbed the subject . An application executed on the 
audio device or a separate handheld device may include 
sounds determined to have disrupted a subject's sleep in the 
set of sounds from which the subject selects sounds of 
importance . 
[ 0036 ] In an aspect , the communication unit 112 receives 
information associated with a subject's biosignal param 
eters , obtained via a contactless sensor . Examples of con 
tactless sensors include a radio frequency ( RF ) sensor or an 
under - bed accelerometer . 
[ 0037 ] In aspects , a transceiver 108 transmits and receives 
information via one or more antennae to exchange informa 
tion with one or more other devices . The one or more other 
devices include the devices illustrated in FIG . 2 as well as 
sensors and microphones that are distributed throughout a 
subject's sleeping environment 200 , 300. The transceiver 
108 is not necessarily a distinct component . The transceiver 
108 is configured to transmit and receive information from 
an application running on an external wireless device , such 
as a handheld device . According to aspects , the transceiver 
108 in combination with the communication unit 112 com 
municates with the internet , networks , or hub services such 
as the cloud . 
[ 0038 ] According to aspects , a biosensor 110 is configured 
to sense or calculate a biosignal parameter of a subject 
wearing the audio device 100. According to an example , the 
biosensor 110 is one of a photoplethysmography ( PPG ) 
sensor , electroencephalogram ( EEG ) sensor , electrocardio 
gram ( ECG ) sensor , electrooculogram ( EOG ) sensor , elec 
tromyogram ( EMG ) sensor , accelerometer , a microphone , or 
other suitable devices . The biosensor 110 may be any sensor 
configured to determine , sense , or calculate a subject's 
biosignal parameter . In one example , the biosensor 110 is 
located on an ear tip of at least one earpiece , thereby 
contacting the subject's skin when inserted in the subject's 
ear . 
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[ 0039 ] In an example , the biosensor 110 is configured to 
determine if the subject is awake or asleep . In an example , 
the subject's biosignal parameter , or values of a biosignal 
parameter over a period of time , is compared to benchmark 
biosignal parameters to determine if the subject is awake . 
Benchmarks may be associated with collected parameters 
from a subset of the population . In aspects , the benchmarks 
are specific to a gender , age range , or combination of gender 
and age range . Based on the subject's gender and age , the 
audio device compares the subject's collected biosignal 
parameters with the benchmark data to determine if the 
subject is awake . As described below , after outputting the 
adjusted masking sound , the audio device is further config 
ured to determine if the subject is awake based on the 
biosignal parameter . If the subject is determined not to be 
awake , then audio device may further reduce the mask or 
adjust a spectral content of the mask in an effort to alert the 
subject of the sound of importance . In aspects , if the subject 
is determined not to be awake , the audio device may 
additionally or alternatively introduce one or more other 
outputs such as haptic outputs or visual cues in an effort to 
wake the subject . 
[ 0040 ] FIG . 1 illustrates communication between certain 
modules of an example open audio device ; however , aspects 
of the disclosure are not limited to the specific illustrated 
example . According to aspects , any module 102-112 is 
configured to communicate with any other module in the 
audio device . In one example , all modules are connected to 
and communicate with each other . 
[ 0041 ] According to aspects , the audio device 100 
includes fewer components than illustrated in FIG . 1. In one 
example , the audio device may not include a biosensor or a 
communication unit . Even without certain components , the 
audio device is configured to output a masking sound , 
identify sounds of importance , and adjust the masking sound 
in an effort to alert a subject . 
[ 0042 ] FIG . 2 illustrates an example system 200 in a 
sleeping environment , according to aspects of the present 
disclosure . The audio system 200 outputs masking sounds 
and takes action to alert a subject of identified sounds of 
importance by outputting an adjusted masking sound . While 
the term “ masking sound ” is used throughout , the audio 
system 200 is not limited to outputting and adjusting only 
masking sounds . The term “ masking sound ” as used herein 
includes other such sounds to be played in a sleeping 
environment , such as soothing sounds , audio therapeutics , 
relaxation soundtracks , entrainment soundtracks , etc. In an 
example , the audio system 200 includes one or more of an 
audio device 204 , a smartwatch 206 , a smartphone 202 , and 
a bedside unit 208 . 
[ 0043 ] The audio device 204 may be the audio device 100 
illustrated in FIG . 1. A smartwatch 206 may be any type of 
wearable computer designed to be worn on a wrist of a 
subject , such as a fitness tracker . The smartphone 202 may 
be a mobile phone , tablet , phablet , or laptop computer . The 
bedside unit 208 may be a stationary smart device , such as 
a smart speaker . The bedside unit 208 may have any shape 
and size capable of fitting on a surface in the sleeping 
environment , such as a dresser , desk , or night table . 
[ 0044 ] The smartwatch 206 , smartphone 202 , and bedside 
unit 208 may include any combination of the components 
illustrated in the audio device of FIG . 1. In an example , the 
audio device 204 , smartwatch 206 , bedside unit 208 , and 
smartphone 202 may each include any wired or wireless 

communication means suitable for use with any other device 
202-208 disposed in the sleeping environment . Thus , each 
device 202-208 in the audio system 200 may be optionally 
included in a system configured to adjust masking sound to 
alert a subject of a detected sound of importance , and only 
one of the devices 202-208 is needed to output a masking 
sound and alert the subject of a sound of importance . 
[ 0045 ] In an example , the audio device 204 comprises one 
or more speakers configured to output the masking sound 
and output the adjusted masking sound , and the bedside unit 
208 comprises one or more microphones in communication 
with the one or more speakers of the audio device 204. The 
microphones on the bedside unit 208 are configured to detect 
sounds in the subject's sleeping environment . 
[ 0046 ] FIG . 3 illustrates an example sleep environment 
300. The sleep environment 300 may be a bedroom 302 
illustrated in FIG . 3. A sleep environment includes not only 
the sleeping subject's immediate surroundings including the 
subject's bedroom 302 , but also other rooms in the house 
312. In an example integrated house scenario , microphones , 
detectors , sensors , or alarms are distributed throughout 
rooms or areas of the house 312. One or more devices 
illustrated in FIG . 2 are configured to receive wireless 
indications of detected sounds from the distributed micro 
phones , detectors , sensors , or alarms . In a non - integrated 
house scenario , one or more devices illustrated in FIG . 2 are 
wired such that microphones , detectors , sensors , or alarms 
throughout the house 312 are tied to the one or more devices . 
[ 0047 ] According to aspects , the sound may not originate 
in the subject's immediate sleeping environment ; however , 
the sound may still exhibit certain sound properties indica 
tive of a sound the subject should hear . As an example , a fire 
alarm in a garage 306 may exceed a threshold decibel value 
in the garage ; however , a subject sleeping in a bedroom 302 
may not be able to hear the alarm . As described herein , 
microphones in the garage may transmit an indication of the 
detected sounds to the audio device 100 , 204 or any device 
in system 200. The audio device may receive , via the 
transceiver 108 , an indication of the detected sound and the 
processor 106 adjusts the mask for a subject sleeping in a 
bedroom 302 based on the detected sound of importance in 
the garage 306 . 
[ 0048 ] Sounds of importance are either preconfigured or 
selected by a subject . In one example , sounds of importance 
are any sound that exceeds a threshold decibel value , occu 
pies a particular frequency spectrum , or both exceeds a 
threshold decibel value and occupies a particular frequency 
spectrum . For illustrative purposes , a fire alarm goes off in 
the garage 306 and a foreign object shatters a window in the 
living room 308 triggering a home security alarm . Accord 
ing to aspects , the fire alarm and home security alarm are 
output at a decibel level exceeding a threshold value . There 
fore , even if the subject did not manually select these sounds 
as sounds of importance , the audio device or system 
described herein would adjust a mask in an effort to alert the 
subject . 
[ 0049 ] In an example , sounds of importance are selected 
by the subject . According to aspects , the subject selects 
sounds of importance from a set of sounds . In aspects , the 
subject records actual sounds and uploads them to an 
application . The uploaded sounds may be selected as a 
sound of importance . In one example , sounds of a crying 
baby are identified as a sound of personalized importance . A 
baby monitor in a nursery 304 detects sounds of a crying 
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baby which triggers a device , perhaps in the subject's 
bedroom 302 , to adjust a mask and output the adjusted mask . 
Additionally , a subject may select sounds to be blocked . 
[ 0050 ] FIG . 4 illustrates example operations 400 for alert 
ing a subject of a sound of importance . The operations 400 
may be performed by the audio device 100 , 204. In one 
example , the audio device 100 , 204 that performs the 
operations 400 does not include a biosensor or a commu 
nication unit . According to aspects , one or more components 
of an audio system 200 are configured to perform the 
operations 400 . 
[ 0051 ] At 402 , a masking sound is output . A masking 
sound may be a soundscape or shaped noise which attempts 
to help subjects fall and stay asleep . The sound may be 
output by the audio device , a wearable device , a bedside 
unit , or speakers positioned in the subject's sleep environ 
ment . 
[ 0052 ] At 404 , at least one microphone detects one or 
more sounds in a vicinity of the subject . The vicinity of the 
subject may refer to the subject's sleeping environment 
which includes the room in which the subject is sleeping and 
areas surrounding the room . As shown in FIG . 3 , the 
sleeping environment may refer to not only the subject's 
bedroom 302 , but also other rooms in the house 312 and the 
area surrounding the subject's house 300. According to 
aspects , rooms in the house 312 are integrated , wherein at 
least a subset of rooms , such as a subject's bedroom 302 , 
nursery 304 , garage 306 , living room 308 , and kitchen 310 , 
are equipped with microphones and / or other sensors to 
detect noise or motion in the respective room that wirelessly 
communicate with a device in the system 200. In an 
example , one or more of the rooms in the house 312 include 
a microphone . When noise or motion is detected , an indi 
cation is transmitted to a transceiver of a device in the 
system 200. The transceiver communicates with a process 
ing unit and speaker to adjust masking sounds and output the 
adjusted masking sounds . 
[ 0053 ] At 406 , at least one processor determines whether 
the detected sound exhibits one or more predetermined 
sound properties . The predetermined sound properties 
include the decibel level of the sound being greater than a 
configurable threshold decibel level , the sound matching a 
specific range of frequencies , the decibel level of the sound 
being greater than a configurable threshold decibel level 
over a range of frequencies , or the sound matching a 
customized sound that the subject identifies as a sound of 
importance . As noted above , a subject may record a sound 
of importance . Using an application on a smart device , the 
user may upload the recorded sound clip and the processor 
is configured to determine if a detected sound matches sound 
properties of the recorded sound . In aspects , the subject 
identifies noises which the subject considers sounds of 
importance . The subject identifies the noises from a set of 
options provided by an application running on a smart 
device . The subject can conveniently change which sounds 
are important based on user preferences to create a more 
personalized sleep product . 
[ 0054 ] In response to determining a detected sound exhib 
iting predetermined sound properties , at 408 , the masking 
sound is adjusted to alert the subject of the one or more 
detected sounds . Adjusting the masking sound may include 
stopping the masking sound from being output , or changing 
the masking sound to an alerting sound . At 410 , the adjusted 
masking sound is output . According to aspects , the masking 

sound is adjusted by reducing a sound intensity of the 
masking sound . In aspects , a speaker stops outputting the 
masking sound completely and outputs an alerting sound . 
The alerting sound may be intended to wake a sleeping 
subject 
[ 0055 ] In aspects , in addition to adjusting and outputting 
adjusted masking sounds , a speaker is configured to amplify 
an intensity of the detected sounds of importance . According 
to aspects , the sound of importance is notched so the 
frequencies associated with the sound pass through a notch 
filter and the perception of the sound of importance is not 
covered up . According to aspects , a processor is configured 
to alert the subject of the sound of importance by introducing 
haptics or visual cues . In an example , an in - ear audio device 
is configured to vibrate in an effort to disrupt the subject's 
sleep . In an aspect , one or more lights in the subject's 
sleeping environment are configured to receive an indication 
of the sounds of interest and flash in an effort to alert the 
subject of the sounds of interest . According to aspects , a 
transceiver in one of the audio device or bedside unit is 
configured to wirelessly communicate with smart lights in 
the subject's sleeping environment . The adjusted masking 
sound , haptics , and visual cues are output until the subject 
turns them off , for example , using a feature of an application 
in communication with the audio device or system . 
[ 0056 ] In certain aspects , steps 412-416 are performed to 
make sure the subject wakes up . At 412 , a biosignal param 
eter of the subject is detected , sensed , or measured while the 
adjusted masking sound is output . Based on a collected 
biosignal parameter , the audio device determines if the 
subject is asleep or awake . In an example , the subject's 
biosignal parameter , or values of a biosignal parameter over 
a period of time , is compared to benchmark biosignal 
parameters to determine if the subject is awake or asleep . 
Benchmarks may be associated with collected parameters 
from a subset of the population . In aspects , the benchmarks 
are specific to a gender , age range , or combination of gender 
and age range . Based on the subject's gender and age , the 
audio device compares the subject's collected biosignal 
parameters with the benchmark data to determine if the 
subject is awake . 
[ 0057 ] When , at 414 , the subject is determined to be 
sleeping based on the biosignal parameter , the audio device 
at , 416 , further adjusts the masking sound in an effort to alert 
the subject of the detected sounds exhibiting the one or more 
predetermined sound properties . 
[ 0058 ] According to aspects , further adjusting the masking 
sound includes further decreasing the level of masking until 
the subject is determined to be awake . In an example , the 
sound pressure level of the mask gradually decreases so that 
the subject is more likely to hear the sound from the sleeping 
environment . The sound pressure level may decrease until 
the subject is determined to be awake . In aspects , further 
adjusting the mask includes dropping the sound pressure 
level of the mask to zero in an effort to quickly wake the 
subject . In aspects further adjusting the mask includes 
further altering the frequency spectrum of the mask in an 
effort to allow the sounds of importance to be heard more 
clearly by the subject . Further adjusting the masking sound 
may include increase a volume or frequency of the masking 
sound such that the masking sound is an alerting sound 
intended to wake a sleeping subject . 
[ 0059 ] According to aspects , in response to determining 
the subject is still sleeping ( at 414 ) , the audio device is 
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configured to introduce notifications to wake the subject . An 
example of a notification includes introducing haptics . In an 
example , a wearable or an ear tip of and audio device 
vibrates in an effort to disrupt the subject's sleep . Other 
example notifications include amplifying an intensity of the 
detected sound of interest , transmitting a command to intro 
duce a visual cue in the subject's sleeping environment , or 
any combination of notifications described above . In 
aspects , one or more of these notifications are introduced 
until the subject is determined to be awake . 
[ 0060 ] According to aspects , after further adjusting the 
masking sound , the method returns to 412 , where biosignal 
parameters of the subject are monitored . According to 
aspects , if the subject is still determined to be asleep , 
additional notifications such as in - ear alarm , haptic output , 
or visual cues continue . The additional notifications stop 
once the subject is determined to be awake . The subject is 
determined to be awake based on a determined biosignal 
parameter or user input . In an example , a subject turns off a 
feature on a wearable device using an application to indicate 
the subject is awake . 
[ 0061 ] In one exemplary embodiment , a masking sound is 
output to a subject ( 402 ) . A microphone then detects one or 
more sounds in a vicinity of the subject ( 404 ) . The processor 
then determines that the detected sound exhibits one or more 
predetermined sound properties ( 406 ) . The masking sound is 
then adjusted and output , or refrained from being output 
completely ( 408 and 410 ) . The audio device may adjust the 
masking sound by stopping the masking sound from being 
output and outputting an alerting sound intended to wake a 
sleeping subject . A biosignal parameter of the subject is 
detected , sensed , or measured while the adjusted masking 
sound is output ( 412 ) . Based on the biosensor parameter , the 
subject is determined to be sleeping or unaware of that the 
detected sound exhibits one or more predetermined sound 
properties ( 414 ) . The audio device then further adjusts the 
masking sound in an effort to alert the subject of the detected 
sounds exhibiting the one or more predetermined sound 
properties ( 416 ) . Further adjusting the masking sound may 
include increase a volume or frequency of the masking 
sound to be an alerting sound . 
[ 0062 ] FIGS . 2 and 3 illustrates example sleeping envi 
ronments and FIG . 4 provides example operations for illus 
tration purposes only . Aspects cover any method , device , or 
system capable of outputting a masking sound , detecting a 
sound of importance , and adjusting a mask in an effort to 
alert the subject of the detected sound of importance . 
Optionally , in certain aspects , the mask is further adjusted 
based on determining if the subject is still sleeping . In 
addition to adjusting or further adjusting the mask , other 
notifications such as haptics , visual cues , or introduction of 
audio alarms are output to alert the subject of the sound of 
importance . According to aspects , based on the sound of 
importance , the output by a device or system may be 
configured . For example , for a fire alarm , the user may 
configure a system to adjust a mask and output haptics . In 
this manner , subjects are quickly alerted to sounds of impor 
tance in a multi - modal fashion . The subject's ability to select 
sounds of importance helps to create a personalized sleep 
assistance device . The incorporation of biometric informa 
tion ensures the subject is awake and creates a personalized 
closed - loop wake - up system . 
[ 0063 ] According to aspects , the audio device or system 
described herein is also configured to predictively mask 

potentially distributing sounds prior to their occurrence as 
described in U.S. patent application Ser . No. 16 / 278,322 
entitled “ Dynamic Masking With Dynamic Parameters , ” 
filed on Feb. 18 , 2019 , ( Docket No. WL - 18-036 - US ) , which 
is hereby incorporated by reference in its entirety . 
[ 0064 ] In the preceding , reference is made to aspects 
presented in this disclosure . However , the scope of the 
present disclosure is not limited to specific described 
aspects . Aspects of the present disclosure may take the form 
of an entirely hardware embodiment , an entirely software 
embodiment ( including firmware , resident software , micro 
code , etc. ) or an embodiment combining software and 
hardware aspects that may all generally be referred to herein 
as a “ component , " " circuit , " " module " or " system . ” Fur 
thermore , aspects of the present disclosure may take the 
form of a computer program product embodied in one or 
more computer readable medium ( s ) having computer read 
able program code embodied thereon . 
[ 0065 ] Any combination of one or more computer read 
able medium ( s ) may be utilized . The computer readable 
medium may be a computer readable signal medium or a 
computer readable storage medium . A computer readable 
storage medium may be , for example , but not limited to , an 
electronic , magnetic , optical , electromagnetic , infrared , or 
semiconductor system , apparatus , or device , or any suitable 
combination of the foregoing . More specific examples of a 
computer readable storage medium include : an electrical 
connection having one or more wires , a hard disk , a random 
access memory ( RAM ) , a read - only memory ( ROM ) , an 
erasable programmable read - only memory ( EPROM or 
Flash memory ) , an optical fiber , a portable compact disc 
read - only memory ( CD - ROM ) , an optical storage device , a 
magnetic storage device , or any suitable combination of the 
foregoing . In the current context , a computer readable 
storage medium may be any tangible medium that can 
contain , or store a program . 
[ 0066 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality and operation of 
possible implementations of systems , methods and computer 
program products according to various aspects . In this 
regard , each block in the flowchart or block diagrams may 
represent a module , segment or portion of code , which 
comprises one or more executable instructions for imple 
menting the specified logical function ( s ) . In some imple 
mentations , the functions noted in the block may occur out 
of the order noted in the figures . For example , two blocks 
shown in succession may , in fact , be executed substantially 
concurrently , or the blocks may sometimes be executed in 
the reverse order , depending upon the functionality 
involved . Each block of the block diagrams and / or flowchart 
illustrations , and combinations of blocks in the block dia 
grams and / or flowchart illustrations can be implemented by 
special - purpose hardware - based systems that perform the 
specified functions or acts , or combinations of special pur 
pose hardware and computer instructions . 

1. An audio device comprising : 
a speaker configured to output a masking sound ; 
at least one microphone configured to detect one or more 

sounds in a sleeping environment ; and 
a processing unit configured to determine whether the 

detected sound exhibits one or more predetermined 
sound properties , and , if so , adjust the masking sound 
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to alert a subject of the one or more sounds while the 
subject is wearing the audio device in the sleeping 
environment , 

wherein the speaker is further configured to output the 
adjusted masking sound . 

2. The audio device of claim 1 , wherein : 
the processing unit is further configured to amplifying an 

intensity of the detected one or more sounds , and 
the speaker is further configured to output the amplified 

detected one or more sounds . 
3. The audio device of claim 1 , wherein the processing 

unit is configured to adjust the masking sound by reducing 
a sound intensity of the masking sound . 

4. The audio device or claim 1 , wherein the processing 
unit is further configured to introduce at least one haptic 
output to alert the subject of the one or more sounds while 
the subject is wearing the audio device in the sleep envi 
ronment . 

5. The audio device of claim 1 , wherein the processing 
unit is further configured to introduce at least one visual cue 
to alert the subject of the one or more sounds while the 
subject is wearing the audio device in the sleep environment , 
and further comprising : 

a transceiver configured to wirelessly transmit a command 
to introduce the visual cue in the sleeping environment . 

6. The audio device of claim 1 , further comprising a 
transceiver configured to wirelessly detect the one or more 
sounds . 

7. The audio device of claim 1 , further comprising : 
at least one biosensor configured to measure at least one 

biosignal parameter of the subject while the subject is 
wearing the wearable audio device and the speaker is 
outputting the adjusted masking sound , and 

wherein the processing unit is further configured to : 
determine the subject is sleeping based on the biosignal 

parameter ; and 
in response to determining the subject is sleeping , per 

forming at least one of : further decreasing an intensity 
of the adjusted masking sound , introducing haptics , 
amplifying an intensity of the detected one or more 
sounds , or wirelessly transmitting , via a transceiver , a 
command to introduce a visual cue in the sleep envi 
ronment in an effort to alert the subject of the one or 
more sounds . 

8. The audio device of claim 1 , further comprising : 
a transceiver configured to wirelessly receive input from 

the subject indicating at least one of the one or more 
sounds . 

9. The audio device of claim 1 , wherein the one or more 
predetermined sound properties comprise noise over a pre 
determined decibel level . 

10. The audio device of claim 1 , wherein the one or more 
predetermined sound properties comprise noise over a pre 
determined decibel level within a predetermined frequency 
spectrum . 

11. A method for alerting a subject , comprising : 
outputting a masking sound ; 
detecting one or more sounds in a vicinity of the subject ; 
determining whether the detected sound exhibits one or 
more predetermined sound properties ; 

in response to determining that the detected sound exhib 
its the one or more predetermined sound properties , 
adjusting the masking sound to alert the subject of the 
one or more detected sounds ; 

outputting the adjusted masking sound ; 
detecting a biosignal parameter of the subject while 

outputting the adjusted masking sound ; 
determining , based at least in part on the detected bio 

signal parameter , the subject is sleeping ; and 
further adjusting the adjusted masking sound in an effort 

to alert the subject of the detected one or more sounds . 
12. The method of claim 11 , wherein adjusting the mask 

ing sound comprises at least one of : 
reducing a sound pressure level of the masking sound or 

altering a frequency spectrum of the masking sound . 
13. The method of claim 11 , further comprising : 
in response to determining the subject is sleeping , intro 

ducing at least one of a visual cue or haptic output in 
an effort to alert the subject of the detected one or more 
sounds ; 

monitoring the biosignal parameter of the subject while 
introducing the visual cue or haptic output ; 

determining the subject is not awake based on the moni 
tored biosignal parameter ; and 

in response to determining the subject is not awake , 
continuing the visual cue or the haptic output . 

14. The method of claim 13 , further comprising : 
determining the subject is awake based on the monitored 

biosignal parameter ; and 
in response to determining the subject is awake , stopping 

the visual cue or the haptic output . 
15. The method of claim 11 , further comprising : 
in response to determining the subject is sleeping , gradu 

ally increasing a sound pressure level of the masking 
sound until the subject is determined to be awake . 

16. The method of claim 15 , wherein the subject is 
determined to be awake based on a determined biosignal 
parameter . 

17. The method of claim 15 , wherein the subject is 
determined to be awake based on input received from the 
subject . 

18. The method of claim 11 , wherein the one or more 
sounds comprise a combination of preconfigured safety 
alarms and sounds selected by the subject . 

19. The method of claim 11 , wherein at least one of the 
sounds selected by the subject comprises : 

a sound recorded by the subject . 
20. The method of claim 11 , wherein detecting the one or 

more sounds in the vicinity of the subject comprises : 
wirelessly receiving an indication of the detected one or 
more sounds . 

21. A wearable audio device comprising : 
a speaker configured to output a masking sound at a first 

sound pressure level ( SPL ) ; 
at least one microphone configured to detect a noise 

greater than a threshold decibel value in a sleeping 
environment ; 

a processing unit configured to decrease the masking 
sound from the first SPL to a second SPL , in an effort 
to alert a subject of the detected noise while the subject 
is wearing the audio device in the sleeping environ 
ment , 

wherein the speaker is further configured to output the 
masking sound at the second SPL ; 

a biosensor configured to detect a biosignal parameter of 
the subject while the subject is wearing the wearable 
audio device and the speaker is outputting the masking 
sound at the second SPL , 
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wherein the processing unit is configured to : 
determine the subject is not awake based on the bio 

signal parameter ; and 
in response to the determination , wirelessly introduce a 

visual cue or a haptic output until the subject is 
determined to be awake based on a detected biosig 
nal parameter . 

22. The wearable audio device of claim 21 , wherein the 
processing unit is further configured to amplify the detected 
noise in response to determining the subject is not awake . 


