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(54) METHOD AND SYSTEM FOR GENERATING A DATA MODEL FOR PREDICING DATA 
TRANSFER RATE

(57) Heterogeneous cloud storage services offered
by different cloud service providers have unique deliver-
able performance. One key challenge is to find the max-
imum achievable data transfer rate from one cloud serv-
ice to another. The disclosure herein generally relates to
cloud computing, and, more particularly, to a method and
system for parameter tuning in cloud network. The sys-
tem obtains optimum value of parameters of a source
cloud and a destination cloud in a cloud pair, by perform-
ing a parameter tuning. The optimum value of parameters
and corresponding data transfer rate is used as a training
data to generate a data model. The data model processes
real-time information with respect to cloud pairs, and pre-
dicts corresponding data transfer rate.
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Description

CROSS-REFERENCE TO RELATED APPLICATIONS 
AND PRIORITY

[0001] The present application claims priority to Indian
application no. 202221036453, filed on June 24, 2022.

TECHNICAL FIELD

[0002] The disclosure herein generally relates to cloud
computing, and, more particularly, to a method and sys-
tem for parameter tuning in cloud network.

BACKGROUND

[0003] The use of highly scalable cloud platforms for
web microservices and IoT applications is well known.
However, their use for data-intensive applications is re-
stricted due to certain limitations. For example, if the
cloud service is being offered is serverless cloud, state-
less nature of serverless functions may adversely affect
certain applications. Any data retrieval, storage, and peer
to peer communication requirement of an application in
a cloud based deployment is satisfied using cloud stor-
age services such as object storage, database, cache,
etc. The heterogeneous cloud storage services offered
by different cloud service providers have unique deliver-
able performance. One key challenge is to find the max-
imum achievable data transfer rate from cloud serv-
ice/platforms to another cloud storage services.

SUMMARY

[0004] Embodiments of the present disclosure present
technological improvements as solutions to one or more
of the above-mentioned technical problems recognized
by the inventors in conventional systems. For example,
in one embodiment, a processor implemented method is
provided. The method involves initially obtaining a list of
parameters of a source cloud and a destination cloud for
an instance, via one or more hardware processors. Fur-
ther, the parameters of the source cloud and the desti-
nation cloud are initialized with a corresponding defined
minimum value, via the one or more hardware proces-
sors. Further, value of data transfer rate between the
source cloud and the destination cloud, for the initialized
values of the parameters, is determined, via the one or
more hardware processors. The determined value of da-
ta transfer rate is then compared with a threshold of data
transfer rate, via the one or more hardware processors.
Further, the parameters of the source cloud and the des-
tination cloud are tuned if the determined value of data
transfer rate is below the threshold of data transfer rate,
via the one or more hardware processors. Tuning the
parameters comprises the following steps. Initially, each
of the parameters of the source cloud and the destination
cloud is selected one at an instance. Further, value of

the selected parameter at each instance is iteratively var-
ied by a permissible value, while keeping value of all other
parameters of the source cloud and the destination cloud
constant, till a stoppage criteria is satisfied, wherein the
stoppage criteria comprises at least one of a) a corre-
sponding measured data transfer rate value matches a
saturation limit of data transfer rate, b) one or more re-
sources of the source cloud being exhausted, and c) one
or more resources of the destination cloud being exhaust-
ed, wherein value of the selected parameter obtained
after iteratively varying the value till the stoppage criteria
is satisfied forms an optimum value of the selected pa-
rameter. Further, a training data is generated, wherein
the training data comprising the optimum value of all pa-
rameters of the source cloud and the target cloud, and a
corresponding value of the data transfer rate.
[0005] In another aspect, a system is provided. The
system includes one or more hardware processors, a
communication interface, and a memory storing a plural-
ity of instructions. The plurality of instructions when ex-
ecuted, cause the one or more hardware processors to
obtain a list of parameters of a source cloud and a des-
tination cloud for an instance. Further, the parameters of
the source cloud and the destination cloud are initialized
with a corresponding defined minimum value, via the one
or more hardware processors. Further, value of data
transfer rate between the source cloud and the destina-
tion cloud, for the initialized values of the parameters, is
determined, via the one or more hardware processors.
The determined value of data transfer rate is then com-
pared with a threshold of data transfer rate, via the one
or more hardware processors. Further, the parameters
of the source cloud and the destination cloud are tuned
if the determined value of data transfer rate is below the
threshold of data transfer rate, via the one or more hard-
ware processors. Tuning the parameters comprises the
following steps. Initially, each of the parameters of the
source cloud and the destination cloud is selected one
at an instance. Further, value of the selected parameter
at each instance is iteratively varied by a permissible val-
ue, while keeping value of all other parameters of the
source cloud and the destination cloud constant, till a
stoppage criteria is satisfied, wherein the stoppage cri-
teria comprises at least one of a) a corresponding meas-
ured data transfer rate value matches a saturation limit
of data transfer rate, b) one or more resources of the
source cloud being exhausted, and c) one or more re-
sources of the destination cloud being exhausted, where-
in value of the selected parameter obtained after itera-
tively varying the value till the stoppage criteria is satisfied
forms an optimum value of the selected parameter. Fur-
ther, a training data is generated, wherein the training
data comprising the optimum value of all parameters of
the source cloud and the target cloud, and a correspond-
ing value of the data transfer rate.
[0006] In yet another aspect, a non-transitory compu-
ter readable medium is provided. The non-transitory
computer readable medium comprises a plurality of in-
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structions, which when executed, cause one or more
hardware processors to perform the following steps in-
volved in generating the training data. Initially obtaining
a list of parameters of a source cloud and a destination
cloud for an instance, via one or more hardware proces-
sors. Further, the parameters of the source cloud and
the destination cloud are initialized with a corresponding
defined minimum value, via the one or more hardware
processors. Further, value of data transfer rate between
the source cloud and the destination cloud, for the initial-
ized values of the parameters, is determined, via the one
or more hardware processors. The determined value of
data transfer rate is then compared with a threshold of
data transfer rate, via the one or more hardware proces-
sors. Further, the parameters of the source cloud and
the destination cloud are tuned if the determined value
of data transfer rate is below the threshold of data transfer
rate, via the one or more hardware processors. Tuning
the parameters comprises the following steps. Initially,
each of the parameters of the source cloud and the des-
tination cloud is selected one at an instance. Further,
value of the selected parameter at each instance is iter-
atively varied by a permissible value, while keeping value
of all other parameters of the source cloud and the des-
tination cloud constant, till a stoppage criteria is satisfied,
wherein the stoppage criteria comprises at least one of
a) a corresponding measured data transfer rate value
matches a saturation limit of data transfer rate, b) one or
more resources of the source cloud being exhausted,
and c) one or more resources of the destination cloud
being exhausted, wherein value of the selected param-
eter obtained after iteratively varying the value till the
stoppage criteria is satisfied forms an optimum value of
the selected parameter. Further, a training data is gen-
erated, wherein the training data comprising the optimum
value of all parameters of the source cloud and the target
cloud, and a corresponding value of the data transfer rate.
[0007] It is to be understood that both the foregoing
general description and the following detailed description
are exemplary and explanatory only and are not restric-
tive of the invention, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The accompanying drawings, which are incor-
porated in and constitute a part of this disclosure, illus-
trate exemplary embodiments and, together with the de-
scription, serve to explain the disclosed principles:

FIG. 1 illustrates an exemplary system for generating
training data related to parameter tuning, according
to some embodiments of the present disclosure.
FIG. 2 is a flow diagram depicting steps involved in
the process of generating the training data related
to parameter tuning, by the system of FIG. 1, accord-
ing to some embodiments of the present disclosure.
FIG. 3 is a flow diagram depicting steps involved in
the process of parameter tuning being done by the

system of FIG. 1, according to some embodiments
of the present disclosure.
FIG. 4 depicts a practical implementation of a data
model generated using the training data generated
by the system of FIG. 1, according to some embod-
iments of the present disclosure.
FIGS. 5A, 5B, 5C, and 5D depict exemplary graphs
with experimental data, according to some embodi-
ments of the present disclosure.

DETAILED DESCRIPTION OF EMBODIMENTS

[0009] Exemplary embodiments are described with
reference to the accompanying drawings. In the figures,
the left-most digit(s) of a reference number identifies the
figure in which the reference number first appears. Wher-
ever convenient, the same reference numbers are used
throughout the drawings to refer to the same or like parts.
While examples and features of disclosed principles are
described herein, modifications, adaptations, and other
implementations are possible without departing from the
scope of the disclosed embodiments.
[0010] The use of highly scalable cloud platforms for
web microservices and IoT applications is well known.
However, their use for data-intensive applications is re-
stricted due to certain limitations. For example, if the
cloud service is being offered is serverless cloud, state-
less nature of serverless functions may adversely affect
certain applications. Any data retrieval, storage, and the
peer to peer communication requirement of an applica-
tion in a cloud based deployment is satisfied using cloud
storage services such as object storage, database,
cache, etc. The heterogeneous cloud storage services
offered by different cloud service providers have unique
deliverable performance. One key challenge is to find the
maximum achievable data transfer rate from cloud serv-
ice/platforms to another cloud storage services.
[0011] In order to address this challenge, embodi-
ments disclosed herein provide a method and system for
generating training data to generate a data model, which
can be used for predicting data transfer rate for a cloud
pair. The system generates the training data by deter-
mining optimum values of parameters of a source cloud
and a target cloud in the cloud pair, by performing a pa-
rameter tuning. The parameter tuning involves tun-
ing/changing values of the parameters based on some
constraints/criteria, such that at the end of the parameter
tuning, optimum values of the
[0012] Referring now to the drawings, and more par-
ticularly to FIG. 1 through FIG. 5D, where similar refer-
ence characters denote corresponding features consist-
ently throughout the figures, there are shown preferred
embodiments and these embodiments are described in
the context of the following exemplary system and/or
method.
[0013] FIG. 1 illustrates an exemplary system for gen-
erating training data related to parameter tuning, accord-
ing to some embodiments of the present disclosure. The
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system 100 includes or is otherwise in communication
with hardware processors 102, at least one memory such
as a memory 104, an I/O interface 112. The hardware
processors 102, memory 104, and the Input /Output (I/O)
interface 112 may be coupled by a system bus such as
a system bus 108 or a similar mechanism. In an embod-
iment, the hardware processors 102 can be one or more
hardware processors.
[0014] The I/O interface 112 may include a variety of
software and hardware interfaces, for example, a web
interface, a graphical user interface, and the like. The I/O
interface 112 may include a variety of software and hard-
ware interfaces, for example, interfaces for peripheral
device(s), such as a keyboard, a mouse, an external
memory, a printer and the like. Further, the I/O interface
112 may enable the system 100 to communicate with
other devices, such as web servers, and external data-
bases.
[0015] The I/O interface 112 can facilitate multiple
communications within a wide variety of networks and
protocol types, including wired networks, for example,
local area network (LAN), cable, etc., and wireless net-
works, such as Wireless LAN (WLAN), cellular, or satel-
lite. For the purpose, the I/O interface 112 may include
one or more ports for connecting several computing sys-
tems with one another or to another server computer.
The I/O interface 112 may include one or more ports for
connecting several devices to one another or to another
server.
[0016] The one or more hardware processors 102 may
be implemented as one or more microprocessors, micro-
computers, microcontrollers, digital signal processors,
central processing units, node machines, logic circuitries,
and/or any devices that manipulate signals based on op-
erational instructions. Among other capabilities, the one
or more hardware processors 102 is configured to fetch
and execute computer-readable instructions stored in the
memory 104.
[0017] The memory 104 may include any computer-
readable medium known in the art including, for example,
volatile memory, such as static random-access memory
(SRAM) and dynamic random-access memory (DRAM),
and/or non-volatile memory, such as read only memory
(ROM), erasable programmable ROM, flash memories,
hard disks, optical disks, and magnetic tapes. In an em-
bodiment, the memory 104 includes a plurality of mod-
ules 106.
[0018] The plurality of modules 106 include programs
or coded instructions that supplement applications or
functions performed by the system 100 for executing dif-
ferent steps involved in the process of generating the
training data, being performed by the system 100. The
plurality of modules 106, amongst other things, can in-
clude routines, programs, objects, components, and data
structures, which performs particular tasks or implement
particular abstract data types. The plurality of modules
106 may also be used as, signal processor(s), node ma-
chine(s), logic circuitries, and/or any other device or com-

ponent that manipulates signals based on operational
instructions. Further, the plurality of modules 106 can be
used by hardware, by computer-readable instructions ex-
ecuted by the one or more hardware processors 102, or
by a combination thereof. The plurality of modules 106
can include various sub-modules (not shown). The plu-
rality of modules 106 may include computer-readable in-
structions that supplement applications or functions per-
formed by the system 100 for generating the training data.
[0019] The data repository (or repository) 110 may in-
clude a plurality of abstracted piece of code for refinement
and data that is processed, received, or generated as a
result of the execution of the plurality of modules in the
module(s) 106.
[0020] Although the data repository 110 is shown in-
ternal to the system 100, it will be noted that, in alternate
embodiments, the data repository 110 can also be im-
plemented external to the system 100, where the data
repository 110 may be stored within a database (repos-
itory 110) communicatively coupled to the system 100.
The data contained within such external database may
be periodically updated. For example, new data may be
added into the database (not shown in FIG. 1) and/or
existing data may be modified and/or non-useful data
may be deleted from the database. In one example, the
data may be stored in an external system, such as a
Lightweight Directory Access Protocol (LDAP) directory
and a Relational Database Management System (RD-
BMS). Functions of the components of the system 100
are now explained with reference to steps in flow dia-
grams in FIG. 2 and FIG. 3.
[0021] FIG. 2 is a flow diagram depicting steps involved
in the process of generating the training data related to
parameter tuning, by the system of FIG. 1, according to
some embodiments of the present disclosure.
[0022] In an embodiment, the system 100 comprises
one or more data storage devices or the memory 104
operatively coupled to the processor(s) 102 and is con-
figured to store instructions for execution of steps of the
method 200 by the processor(s) or one or more hardware
processors 102. The steps of the method 200 of the
present disclosure will now be explained with reference
to the steps of flow diagrams in FIG. 2 and FIG. 3. Al-
though process steps, method steps, techniques or the
like may be described in a sequential order, such proc-
esses, methods, and techniques may be configured to
work in alternate orders. In other words, any sequence
or order of steps that may be described does not neces-
sarily indicate a requirement that the steps to be per-
formed in that order. The steps of processes described
herein may be performed in any order practical. Further,
some steps may be performed simultaneously.
[0023] At step 202 of the method 200, the system 100
obtains a list of parameters of a source cloud and a des-
tination cloud for an instance, via one or more hardware
processors. The list of parameters includes information
on all parameters/variables of the source cloud and the
destination cloud. For examples, information such as
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number of cores, storage capacity, processing speed,
and so on, which indicate/represent technical specifica-
tions of the clouds, and so on may be obtained in the
parameter list. Further, at step 204 of the method 200,
the system 100 initializes the parameters of the source
cloud and the destination cloud with a corresponding de-
fined minimum value, via the one or more hardware proc-
essors. In an embodiment, the minimum value of various
types of parameters is pre-configured with the system
100. For example, the defined minimum value of the
number of cores maybe 2.
[0024] Further, at step 206 of the method 200, the sys-
tem 100 determines value of data transfer rate between
the source cloud and the destination cloud, for the initial-
ized values of the parameters, via the one or more hard-
ware processors. The source cloud and destination cloud
maybe alternately referred to as ’source cloud service’
and ‘destination cloud service’ respectively. In order to
determine the value of data transfer rate, the system 100
may either simulate the transfer between the source
cloud and the destination cloud, or may run a real-time
test with a sample data. Further, at step 208 of the method
200, the system 100 compares the determined value of
data transfer rate with a threshold of data transfer rate,
via the one or more hardware processors. The threshold
of data transfer rate represents maximum value of data
transfer rate (network bandwidth) provided by a cloud
service provider. In various embodiments, the value of
the threshold of data transfer rate maybe pre-defined or
dynamically configured to suite requirements, and may-
be reconfigured as maybe required. The threshold of data
transfer rate indicates/represents an expected/desired
minimum data transfer rate to cater to data transfer re-
quirements between the source and destination clouds.
[0025] Further, at step 210 of the method 200, the sys-
tem 100 tunes the parameters of the source cloud and
the destination cloud if the determined value of data
transfer rate is below the threshold of data transfer rate,
via the one or more hardware processors. Various steps
involved in the process of tuning the parameters are de-
picted in FIG. 3 and are explained hereafter.
[0026] At step 302 of the method 300, the system 100
selects each of the parameters of the source cloud and
the destination cloud, one at an instance. In an embod-
iment, the selection of the parameters of the source cloud
and the destination cloud is based on a priority assigned
to each of the parameters of the source cloud and the
destination cloud. Further, at step 304 of the method 300,
the system 100 iteratively varies value of the selected
parameter at each instance, by a permissible value, while
keeping value of all other parameters of the source cloud
and the destination cloud constant, till a stoppage criteria
is satisfied, wherein the stoppage criteria comprises at
least one of a) a corresponding measured data transfer
rate value matches a saturation limit of data transfer rate,
b) one or more resources of the source cloud being ex-
hausted, and c) one or more resources of the destination
cloud being exhausted, wherein value of the selected

parameter obtained after iteratively varying the value till
the stoppage criteria is satisfied, forms an optimum value
of the selected parameter. The ‘saturation limit of data
transfer rate’ maybe specific to each configuration of a
cloud service, and may indicate/represent maximum val-
ue of data transfer rate that maybe obtained for a given
configuration of the cloud service. With the optimum val-
ues of the parameters obtained by virtue of the parameter
tuning, corresponding data transfer rate value is calcu-
lated. In an embodiment, as the parameter tuning essen-
tially establishes a synchronization between the param-
eters in the source cloud and the destination cloud, the
corresponding value of data transfer rate ideally exceeds
the threshold of data transfer rate. Further, at step 306
of the method 300, the system 100 generates the training
data, wherein the training data comprises the optimum
value of all parameters of the source cloud and the target
cloud, and a corresponding value of the data transfer rate.
[0027] An algorithmic representation of the method
200 and method 300 is given as:

Step 1: For any two given cloud services forming
source and destination end points the following no-
tations are used,

• Source endpoint 5, Destination endpoint D, and
Network T connecting S and D.

• Tb denotes the bandwidth of T.
• Prioritized list of source end point parameters

 , where, priority is in
descending order.

• Prioritized list of destination end point parame-

ters  , where, priority
is in descending order.

• S has set of resources RS, and D has set of
resources RD.

Step 2: Initialize i = 1.
Step 3: Consider all parameter in PS, Initialize them
with the minimum permissible value for the given
cloud service.
Step 4: Consider all parameter in PD, Initialize them
with the minimum permissible value for the given
cloud service.
Step 5: Find data transfer rate f between S and D.
Step 6: If f < Tb and If r, where r ∈ Re1 ∪ Re2, has
become bottleneck, then go to Step 8.
Step 7: Incrementing each parameter in PS by per-

missible values except  . Go to Step 5.

Step 8: Initialize  with minimum permissible val-
ue for the given cloud service at destination end
point.

7 8 



EP 4 297 362 A1

6

5

10

15

20

25

30

35

40

45

50

55

Step 9: Find data transfer rate f between 5 and D.
Step 10: If f < Tb and If r, where r ∈ Re1 ∪ Re2, has
become bottleneck, then go to Step 12.
Step 11: Incrementing each parameter in PD by per-

missible values except  . Go to Step 9.

Step 12: Increment parameter  by next permis-
sible value ofi. If no permissible value is left then go
to further.
Step 13: Consider all parameter in PS, Initialize them

with the minimum permissible value except  .
Go to Step 4.
Step 14: Stop.

[0028] The training data thus obtained is then used by
the system 100 to train and generate a data model. The
data model is then used to process real-time information
with respect to configuration of cloud pairs (i.e. a source
cloud and a destination cloud), and predict corresponding
data transfer rate value. The data obtained as the real-
time information include, but not limited to, a) parameters
of the source cloud and the destination cloud, at a se-
lected instance, and b) values of the parameters of the
source cloud and the destination cloud at the selected
instance. For the obtained real-time information, the sys-
tem 100 identifies matching data in the data model, and
upon finding a match, determines corresponding data
transfer rate value. Further, the system 100 generates a
prediction based on the determined data transfer rate
value.

Experimental Data:

[0029] To evaluate the data transfer rate across vari-
ous cloud services, synthetic data made of PyTorch ten-
sors was used. A python script that generates a load of
specified data size using tensors was used. Communi-
cation with Memcached of ElastiCache® was established
using the pymemcache library. Depending upon the tar-
get storage services, the data to be transferred was frag-
mented. The data transfer to key-value storage service
is challenging due to the limitation on the data item size.
For example, DynamoDB has a limitation of 400KB on
each data item that would reside as a value in the key-
value store, whereas Firestore® allows 1MB data item
sizes and CosmosDB allows up to 2MB of data item size.
Hence, the transfer of larger data items requires chunking
of items into multiple smaller fragments. The increase in
the number of chunks to store data items results in lower
data transfer rates. To optimize the data transfer, paral-
lelism was employed and the chunks were transferred in
parallel in tables of key-value store database services.
[0030] While performing each experiment, it was en-
sured that none of the resources is idle due to the una-

vailability of the data to ingress and data transfer rate is
saturated only due to the bottleneck in one of the resourc-
es or services. Each experiment was run for at least three
minutes and the average value of the data transfer rate
was recorded.
[0031] In AWSLambda experiments, memory config-
urations were changed between 2GB and 10 GB where
the compute allocated was directly proportional to the
memory configured. A maximum of 6 cores were allocat-
ed with a 10GB configuration. However, in Google Cloud
Platform (GCP) Cloud functions the maximum available
cores were restricted to 2 cores (which is independent
of memory configured). A consumption plan with Azure
functions where memory allocation is based on the runt-
ime demand and manual configuration is not possible,
was used.

EXPERIMENTAL EVALUATION:

[0032] Observations from the experiments are dis-
cussed and analyzed with an aim of benchmarking the
data transfer between serverless platforms and storage
services. The data transfer performance of the three
cloud vendors were compared too. It is to be noted that
the serverless platforms have been selected only as an
example, and similar approach may be used for other
cloud services as well.

• Serverless platforms to object storage

[0033] In this experiment, the maximum achievable da-
ta transfer rate between serverless platforms and their
corresponding object storage services in AWS, Azure,
and GCP were studied. It was observed that the maxi-
mum data transfer rate between AWS Lambda and S3
(as in FIG. 5B) is achieved when instances are configured
with the maximum possible memory (10 GB) which re-
sults in the allocation of the maximum number of cores
per instance (6 cores). Additionally, the data transfer rate
drops when more than 6 threads transfer data concur-
rently from a serverless instance. Likewise, in the case
of the GCP functions to Cloud storage transfer, the max-
imum transfer rate is achieved with 8GB memory alloca-
tion (2 cores) to the function. Contrary to Lambda, a
change in the number of threads in GCP functions does
not affect data transfer rate much. In Azure functions with
a consumption plan (memory allocated automatically
based on the requirement), the data transfer rate increas-
es with an increase in the number of threads used to
transfer data.

• Serverless platforms to caches

[0034] A set of experiments was conducted to study
the data transfer rate between serverless instances and
cache services available in AWS, GCP, and Azure. The
data transfer rate while changing the number of threads
in the serverless instances and increasing the memory
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of cache nodes were observed. The data transfer rate
increases with an increase in the number of threads (up
to 12) and then stabilizes. The maximum data transfer
rate is achieved when one ElastiCache node is used.
This is depicted in FIG. 5C. Similar trends are observed
with GCP Memorystore and Azure Cache.

• Serverless platforms to key-value store

[0035] In this experiment, the rate of data transfer value
from a serverless platform to a key-value data store was
calculated. A significant change in the data transfer rate
with changes in the number of threads or workers in the
Lambda platform and the number of tables used to store
the data in the key-value store was observed. The max-
imum data transfer rate is observed when the number of
workers is close to the number of maximum cores avail-
able in the serverless instances (6 cores in Lambda).
Also, spawning data across multiple tables in the data-
base results in a higher transfer rate, as depicted in FIG.
5D. This is primarily because of the parallelism available
in the cloud database services. However, no change in
the data transfer rate was observed with a change in
database tables or threads in the GCP functions. A sig-
nificant improvement was observed in the data transfer
rate between Azure functions and CosmosDB with an
increase in the number of tables used to store the data
in the database.

• Comparison of serverless platforms for data transfer

[0036] From the comparison of AWS Lambda, Azure
functions, and Google Cloud functions data transfer rate
to object storage, caches, and key-value store databas-
es, it was observed that the maximum data transfer rate
was achieved in Azure function and its Blob storage. The
gap between Azure, AWS, and GCP widened with the
increase in number of threads. This is due to the fact that
Lambda and GCP function transfer rate does not in-
crease with concurrency like the Azure function. The
AWS Lambda and Memcached outperform both GCP
Memorystore and Azure Cache. However, GCP func-
tions and Memorystore transfer rate is better than Azure
function and its cache service. Comparison of AWS,
GCP, and Azure data transfer to their corresponding da-
tabase services was performed. AWS Lambda to Dy-
namoDB transfer rate is significantly better than GCP
functions to Firestore® and Azure function to CosmosDB.
The data transfer between VMs of different types (2 cores
to 48 cores) available as laaS from AWS EC2 service
and storage services as shown in FIG. 5A were also stud-
ied. For each of the storage services, data transfer from
VMs was higher than serverless platforms. From the
benchmarking data presented above the following con-
clusions were made:

• Maximum achievable data transfer rate is dependent
on the configuration of serverless instances and the

target storage service.
• AWS Lambda to cache and database data transfer

rate outperforms GCP and Azure function transfers
to their corresponding services while Azure to Blob
storage is better than AWS and GCP function to their
storage services. Additionally, VMs outperform
serverless platforms in data transfer acceleration.

[0037] The written description describes the subject
matter herein to enable any person skilled in the art to
make and use the embodiments. The scope of the subject
matter embodiments is defined by the claims and may
include other modifications that occur to those skilled in
the art. Such other modifications are intended to be within
the scope of the claims if they have similar elements that
do not differ from the literal language of the claims or if
they include equivalent elements with insubstantial dif-
ferences from the literal language of the claims.
[0038] The embodiments of present disclosure herein
address unresolved problem of data transfer rate predic-
tion for cloud pairs. The embodiment, thus provides a
mechanism of obtaining optimum value of parameters
by performing parameter tuning, which acts as a training
data. Moreover, the embodiments herein further provide
a mechanism of predicting data transfer rate value for a
cloud pair, using a data model generated using the train-
ing data.
[0039] It is to be understood that the scope of the pro-
tection is extended to such a program and in addition to
a computer-readable means having a message therein;
such computer-readable storage means contain pro-
gram-code means for implementation of one or more
steps of the method, when the program runs on a server
or mobile device or any suitable programmable device.
The hardware device can be any kind of device which
can be programmed including e.g., any kind of computer
like a server or a personal computer, or the like, or any
combination thereof. The device may also include means
which could be e.g., hardware means like e.g., an appli-
cation-specific integrated circuit (ASIC), a field-program-
mable gate array (FPGA), or a combination of hardware
and software means, e.g., an ASIC and an FPGA, or at
least one microprocessor and at least one memory with
software processing components located therein. Thus,
the means can include both hardware means and soft-
ware means. The method embodiments described here-
in could be implemented in hardware and software. The
device may also include software means. Alternatively,
the embodiments may be implemented on different hard-
ware devices, e.g., using a plurality of CPUs.
[0040] The embodiments herein can comprise hard-
ware and software elements. The embodiments that are
implemented in software include but are not limited to,
firmware, resident software, microcode, etc. The func-
tions performed by various components described herein
may be implemented in other components or combina-
tions of other components. For the purposes of this de-
scription, a computer-usable or computer readable me-
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dium can be any apparatus that can comprise, store,
communicate, propagate, or transport the program for
use by or in connection with the instruction execution
system, apparatus, or device.
[0041] The illustrated steps are set out to explain the
exemplary embodiments shown, and it should be antic-
ipated that ongoing technological development will
change the manner in which particular functions are per-
formed. These examples are presented herein for pur-
poses of illustration, and not limitation. Further, the
boundaries of the functional building blocks have been
arbitrarily defined herein for the convenience of the de-
scription. Alternative boundaries can be defined so long
as the specified functions and relationships thereof are
appropriately performed. Alternatives (including equiva-
lents, extensions, variations, deviations, etc., of those
described herein) will be apparent to persons skilled in
the relevant art(s) based on the teachings contained
herein. Such alternatives fall within the scope of the dis-
closed embodiments. Also, the words "comprising," "hav-
ing," "containing," and "including," and other similar forms
are intended to be equivalent in meaning and be open
ended in that an item or items following any one of these
words is not meant to be an exhaustive listing of such
item or items, or meant to be limited to only the listed
item or items. It must also be noted that as used herein
and in the appended claims, the singular forms "a," "an,"
and "the" include plural references unless the context
clearly dictates otherwise.
[0042] Furthermore, one or more computer-readable
storage media may be utilized in implementing embodi-
ments consistent with the present disclosure. A compu-
ter-readable storage medium refers to any type of phys-
ical memory on which information or data readable by a
processor may be stored. Thus, a computer-readable
storage medium may store instructions for execution by
one or more processors, including instructions for caus-
ing the processor(s) to perform steps or stages consistent
with the embodiments described herein. The term "com-
puter-readable medium" should be understood to include
tangible items and exclude carrier waves and transient
signals, i.e., be non-transitory. Examples include random
access memory (RAM), read-only memory (ROM), vol-
atile memory, nonvolatile memory, hard drives, CD
ROMs, DVDs, flash drives, disks, and any other known
physical storage media.
[0043] It is intended that the disclosure and examples
be considered as exemplary only, with a true scope of
disclosed embodiments being indicated by the following
claims.

Claims

1. A processor implemented method (200), comprising:

obtaining (202) a list of parameters of a source
cloud and a destination cloud for an instance,

via one or more hardware processors;
initializing (204) the parameters of the source
cloud and the destination cloud with a corre-
sponding defined minimum value, via the one or
more hardware processors;
determining (206) value of data transfer rate be-
tween the source cloud and the destination
cloud, for the initialized values of the parame-
ters, via the one or more hardware processors;
comparing (208) the determined value of data
transfer rate with a threshold of data transfer
rate, via the one or more hardware processors;
and
tuning (210) the parameters of the source cloud
and the destination cloud if the determined value
of data transfer rate is below the threshold of
data transfer rate, via the one or more hardware
processors, wherein tuning the parameters
comprises:

selecting (302) each of the parameters of
the source cloud and the destination cloud,
one at an instance;
iteratively (304) varying value of the select-
ed parameter at each instance, by a per-
missible value, while keeping value of all
other parameters of the source cloud and
the destination cloud constant, till a stop-
page criteria is satisfied, wherein the stop-
page criteria comprises at least one of a) a
corresponding measured data transfer rate
value matches a saturation limit of data
transfer rate, b) one or more resources of
the source cloud being exhausted, and c)
one or more resources of the destination
cloud being exhausted,
wherein value of the selected parameter ob-
tained after iteratively varying the value till
the stoppage criteria is satisfied forms an
optimum value of the selected parameter;
and
generating (306) a training data, wherein
the training data comprises the optimum
value of all parameters of the source cloud
and the target cloud, and a corresponding
value of the data transfer rate.

2. The method of claim 1, wherein selection of the pa-
rameters of the source cloud and the destination
cloud is based on a priority assigned to each of the
parameters of the source cloud and the destination
cloud.

3. The method of claim 1, further comprising generating
a data model using the training data.

4. The method of claim 3, further comprising:
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obtaining a real-time information on a) the pa-
rameters of the source cloud and the destination
cloud, at a selected instance, and b) values of
the parameters of the source cloud and the des-
tination cloud at the selected instance;
determining the value of data transfer rate for
the obtained real-time information by processing
the obtained real-time information using the data
model; and
generating a prediction of the value of data
transfer rate for the real-time information, based
on the determined data transfer rate value.

5. A system (100), comprising:

one or more hardware processors (102);
a communication interface (112); and
a memory (104) storing a plurality of instructions,
wherein the plurality of instructions when exe-
cuted, cause the one or more hardware proces-
sors to:

obtain a list of parameters of a source cloud
and a destination cloud for an instance;
initialize the parameters of the source cloud
and the destination cloud with a corre-
sponding defined minimum value;
determine value of data transfer rate be-
tween the source cloud and the destination
cloud, for the initialized values of the param-
eters;
compare the determined value of data
transfer rate with a threshold of data transfer
rate;
tune the parameters of the source cloud and
the destination cloud if the determined value
of data transfer rate is below the threshold
of data transfer rate, wherein the one or
more hardware processors tune the param-
eters by:

selecting each of the parameters of the
source cloud and the destination cloud,
one at an instance;
iteratively varying value of the selected
parameter at each instance, by a per-
missible value, while keeping value of
all other parameters of the source cloud
and the destination cloud constant, till
a stoppage criteria is satisfied, wherein
the stoppage criteria comprises at least
one of a) a corresponding measured
data transfer rate value matches a sat-
uration limit of data transfer rate, b) one
or more resources of the source cloud
being exhausted, and c) one or more
resources of the destination cloud be-
ing exhausted,

wherein value of the selected parame-
ter obtained after iteratively varying the
value till the stoppage criteria is satis-
fied forms an optimum value of the se-
lected parameter; and generating a
training data, wherein the training data
comprises the optimum value of all pa-
rameters of the source cloud and the
target cloud, and a corresponding value
of the data transfer rate.

6. The system of claim 5, wherein the one or more hard-
ware processors are further configured to perform
selection of the parameters of the source cloud and
the destination cloud based on a priority assigned to
each of the parameters of the source cloud and the
destination cloud.

7. The system of claim 5, wherein the one or more hard-
ware processors are further configured to generate
a data model using the training data.

8. The system of claim 7, wherein the one or more hard-
ware processors are further configured to:

obtain a real-time information on a) the param-
eters of the source cloud and the destination
cloud, at a selected instance, and b) values of
the parameters of the source cloud and the des-
tination cloud at the selected instance;
determine the value of data transfer rate for the
obtained real-time information by processing the
obtained real-time information using the data
model; and
generate a prediction of the value of data trans-
fer rate for the real-time information based on
the determined data transfer rate value.

9. One or more non-transitory machine-readable infor-
mation storage mediums comprising one or more
instructions which when executed by one or more
hardware processors cause:

obtaining a list of parameters of a source cloud
and a destination cloud for an instance;
initializing the parameters of the source cloud
and the destination cloud with a corresponding
defined minimum value;
determining value of data transfer rate between
the source cloud and the destination cloud, for
the initialized values of the parameters;
comparing the determined value of data transfer
rate with a threshold of data transfer rate; and
tuning the parameters of the source cloud and
the destination cloud if the determined value of
data transfer rate is below the threshold of data
transfer rate, wherein tuning the parameters
comprises:
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selecting each of the parameters of the
source cloud and the destination cloud, one
at an instance;
iteratively varying value of the selected pa-
rameter at each instance, by a permissible
value, while keeping value of all other pa-
rameters of the source cloud and the desti-
nation cloud constant, till a stoppage criteria
is satisfied, wherein the stoppage criteria
comprises at least one of a) a corresponding
measured data transfer rate value matches
a saturation limit of data transfer rate, b) one
or more resources of the source cloud being
exhausted, and c) one or more resources
of the destination cloud being exhausted,
wherein value of the selected parameter ob-
tained after iteratively varying the value till
the stoppage criteria is satisfied forms an
optimum value of the selected parameter;
and
generating a training data, wherein the
training data comprises the optimum value
of all parameters of the source cloud and
the target cloud, and a corresponding value
of the data transfer rate.

10. The one or more non-transitory machine-readable
information storage mediums of claim 9, wherein se-
lection of the parameters of the source cloud and the
destination cloud is based on a priority assigned to
each of the parameters of the source cloud and the
destination cloud.

11. The one or more non-transitory machine-readable
information storage mediums of claim 9, wherein the
one or more instructions which when executed by
the one or more hardware processors further cause
generating a data model using the training data.

12. The one or more non-transitory machine-readable
information storage mediums of claim 11, wherein
the one or more instructions which when executed
by the one or more hardware processors further
cause:

obtaining a real-time information on a) the pa-
rameters of the source cloud and the destination
cloud, at a selected instance, and b) values of
the parameters of the source cloud and the des-
tination cloud at the selected instance;
determining the value of data transfer rate for
the obtained real-time information by processing
the obtained real-time information using the data
model; and
generating a prediction of the value of data
transfer rate for the real-time information, based
on the determined data transfer rate value.
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