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Examples include threat - aware copy data management . 
Responsive to a request to back up data , a threat level may 
be determined . Where the threat level is determined to be 
less than a threat level threshold , a data port between a first 
and second network domain may be opened . Conversely , the 
request may be denied where the threat level is determined 
to be at or greater than the threat level threshold . 
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THREAT - AWARE COPY DATA 
MANAGEMENT 

BACKGROUND 

[ 0001 ] Threat - detection systems aim to detect threats , 
such as malware , within a computing environment by moni 
toring data within the computing environment . Malicious 
machine readable instructions may be deployed to devices in 
communication over a network and may exploit the vulner 
abilities of a device , or a network of devices . If left unde 
tected , malicious software may gather , change , or destroy 
sensitive information , disrupt the general operations of a 
device , gain access to private computer systems , carry out 
undesired operations on a device , and / or any other combi 
nations of harmful activity . Threat - detection systems are 
employed to detect malicious machine readable instructions 
before the operations of malicious machine readable instruc 
tions are executed , or to mitigate damage caused by opera 
tions of malicious machine readable instructions already 
executed . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0002 ] The following detailed description references the 
drawings , wherein : 
[ 0003 ] FIG . 1 is a block diagram of an example system 
including threat - conscious copying of data between different 
network domains . 
[ 0004 ] FIG . 2 is a flowchart illustrating an example 
method for threat conscious transmission of a data object 
copy from a first network domain to a second network 
domain . 
[ 0005 ] FIG . 3 is a flowchart illustrating another example 
method for threat conscious transmission of a data object 
copy from a first network domain to a second network 
domain . 
[ 0006 ] FIG . 4 is a block diagram of an example threat 
detection manager having non - transitory machine - readable 
mediums storing instructions for threat conscious copy data 
management . 
[ 0007 ] FIG . 5 is a block diagram of another example threat 
detection manager having non - transitory machine - readable 
mediums storing instructions for threat conscious copy data 
management . 
[ 0008 ] FIG . 6 is a block diagram of an example system for 
threat - aware copy data management . 

cloud computing environment for intrusions , analyze these 
environments for anomalous behavior , and / or take preven 
tative measures to suppress the consequences of or other 
wise eliminate such an intrusion . Because of the variety of 
ways a system may suffer intrusion , a threat detection 
manager may monitor both external gateways as well as 
internal traffic . 

[ 0011 ] To prevent data loss , computing environments , 
such as enterprise data centers , often employ data redun 
dancy schemes . Thus , computing environments may create 
data backups from which data may be restored responsive to 
a data loss event . Data backups may be stored local to a 
computing environment , but , may often be stored at remote 
locations and / or at a different network domain than that of 
the original data . This may prevent total loss of data due to 
a physical disaster , such as a fire or power outage , as well as 
total loss of data due to a network intrusion at a particular 
network domain . 

[ 0012 ] Additional redundancy schemes may be employed 
other than data backups . For example , a first storage system 
( or computing environment ) may replicate data to a second 
storage system ( or computing environment ) , which may be 
located at a location remote from the first storage system . 
The replication may be performed in a synchronous manner 
( e.g. , a request is processed at both the first and second 
storage systems before being acknowledged to the host or 
other provider of the request ) . In other examples , the repli 
cation may be performed in an asynchronous manner ( e.g. , 
a request is processed at the first storage system and 
acknowledged before the request is replicated to the second 
storage system . Replication differs from data backups in that 
replicas may be updated at a much greater frequency than 
data backups , for example , and may more quickly lose their 
historical state than data backup counterparts . 
[ 0013 ] The process of backing up and / or replicating data 
may be implemented and otherwise governed by a copy data 
manager . The copy data manager may create data backups , 
including data snapshots , in accordance with various poli 
cies . Similarly , a copy data manager may replicate data 
according to a policy , such as after a period of time , or any 
number of other triggered events and / or met conditions . The 
copy data manger may rely on active links and / or common 
roots of trust to replicate and backup data at different storage 
locations . 

[ 0014 ] While a copy data manager is intended to protect 
the integrity of data , the opposite may occur when a copy 
data manager is ignorant to network intrusions or other 
corruptions of data . For example , an intruder may exploit the 
trust relationships relied on by the copy data manager to 
cause the copy data manager to replicate or otherwise 
backup corrupted data , which may consequently spread the 
corrupted data to different devices , different physical sites , 
different network domains , etc. The copy data manager may 
replicate , and / or backup corrupt data objects across network 
domains , and may overwrite older , uncorrupted copies of 
data with newer , corrupted copies of data . In some cases , 
non - corrupted copies of data may be permanently lost . A 
system may take a reactive approach or remedial measures 
responsive to detection of an intrusion , such as by quaran 
tining data or otherwise blocking connection ports between 
devices , sites , etc. However , such a reactive approach may 
not successfully prevent the spread of corrupted data before 
unrecoverable consequences transpire . 

DETAILED DESCRIPTION 

[ 0009 ] As noted above , data may be harmed or otherwise 
manipulated due to malicious software such as ransomware , 
which may be generated by unauthorized users or otherwise 
bad actors . Computing environments are under increasing 
threat of intrusion , which continually threatens the integrity 
of data . Intrusions may enter a system in a number of ways . 
For example , an intrusion may occur through an external 
gateway of a data center . As another example , an intrusion 
may occur internally , such as over the Local Area Network 
( LAN ) of a system , or locally on a device , such as through 
a physical or virtual port on a computing device . 
[ 0010 ] Threat detection software enables the early detec 
tion , prevention , and / or the suppression of malicious intru 
sions to a computing system . Threat detection software may 
be software in the form of a threat detection manager , which 
may , among other functions , monitor an on - premise and / or 
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[ 0015 ] To address these issues , examples described herein 
include threat - aware copy data management . For example , a 
data port of a connection between a first network domain and 
a second network domain may be closed by default , and may 
be controlled by a threat detection manager . A copy data 
manager may transmit a request to enable the backup of data 
from the first network domain to the second network domain 
according to a policy . The threat detection manager , respon 
sive to the request , may determine a threat level status of the 
first network domain . 
[ 0016 ] Where the threat level is determined to be below a 
threshold , the threat detection manager may open the closed 
data port between the first network domain and the second 
network domain to thereby enable the copy data manager to 
transmit a backup copy of the data to the second network 
domain . Upon completion of the transmission , the threat 
detection manager may close the data port to isolate each 
network domain . For example , the threat detection manager 
may receive a transmission completion acknowledgement 
from the Copy Data Manager upon completion of the 
transmission , and , responsive to the acknowledgement , may 
close the data port . In some examples , the first and second 
network domain are not able to communicate when the data 
port is closed ( i.e. , are unable to transfer data to one another 
directly and / or indirectly ) . 
[ 0017 ] When the threat level is determined to be at or 
above the threshold , the threat detection manager may refuse 
to grant the request to enable the copy data manager to back 
up data . Specifically , the threat detection manager may 
suspend the backup data request , and otherwise keep the 
data port closed . For example , the threat detection manager 
may place the backup request in a request queue , and the 
request may be satisfied upon a determination that the threat 
level has dropped below the threshold . 
[ 0018 ] Referring now to the drawings , FIG . 1 is a block 
diagram of an example system 100 including threat - con 
scious copying of data between different network domains . 
In an example , a network domain may be an administrative 
grouping of one or more computing devices . For example , a 
given host may have access to all computing device ( s ) of a 
given network domain , and may gain access to those com 
puting device ( s ) using one set of access credentials . For 
instance , a user with permissions to access example network 
domain 110a may not use these same permissions to access 
network domain 110b . Resources of a first network domain 
may be on separate physical devices , virtually partitioned on 
a same physical device , or any combination thereof . 
[ 0019 ] System 100 may include a primary network 
domain 110a , including storage array 120a , having storage 
volumes 122a , 124a , and 126a for storing data , e.g. data 
objects . Host 130a may communicate with resources in 
network domain 110a . Network domain 110a may include a 
copy data manager 102 and a threat detection manager 104 , 
whose functionality is further described herein . Copy data 
manager 102 and threat detection manager 104 may each be 
implemented by machine - readable instructions stored on a 
non - transitory machine - readable storage medium and 
executable by at least one processing resource to implement 
the functionalities described herein in relation to copy data 
manager 102 and threat detection manager 104 . 
[ 0020 ] In some examples , copy data manager 102 and 
threat detection manager 104 may each be implemented by 
one or more engines which may be any combination of 
hardware and programming to implement the functionalities 

of the engine ( s ) . In examples described herein , such com 
binations of hardware and programming may be imple 
mented in a number of different ways . For example , the 
programming for the engines may be processor executable 
instructions stored on at least one non - transitory machine 
readable storage medium and the hardware for the engines 
may include at least one processing resource to execute 
those instructions . In some examples , the hardware may also 
include other electronic circuitry to at least partially imple 
ment at least one of the engine ( s ) . In some examples , the at 
least one machine - readable storage medium may store 
instructions that , when executed by the at least one process 
ing resource , at least partially implement some or all of the 
engine ( s ) . In such examples , a computing device may 
include the at least one machine - readable storage medium 
storing the instructions and the at least one processing 
resource to execute the instructions . In other examples , the 
engine may be implemented by electronic circuitry . 
[ 0021 ] Copy data manager 102 may replicate data of 
storage array 120a to a different network domain than 
network domain 110a , e.g. to a storage array 1206 
network domain 1106. In some example implementations , 
devices of network domain 110b , such as storage array 120b , 
may be physically ( e.g. , geographically ) remote from device 
( s ) of network domain 110a , such as storage array 120a . In 
this example , host 130b may have access to resources of 
network domain 110b and host 130a may have access to 
resources of network domain 110a . In order to replicate 
storage array 120a on network domain 110b , copy data 
manager may communicate data from network domain 110a 
to network domain 110b via data ports 132a and 132b . Data 
ports 132a and 132 be may be physical ports , such as a 
physical Ethernet port on a network switch , or virtual ports 
in an operating system ( OS ) or hypervisor that act as 
communication gateways between domains . Data may be 
transferred from data port 132a to 132b via a trusted 
connection . When data ports 132a and 132b are open , copy 
data manager may freely transmit replication data from data 
port 132a to data port 132b . However , in an example 
implementation , copy data manager may not transmit rep 
lication data from network domain 110a to network domain 
1106 when either or both of data ports 132a and 1326 are 
closed , or otherwise blocked . 
[ 0022 ] In some examples , copy data manager 102 may 
also transfer data from network domain 110a to backup 
storage 140a ( e.g. , a secondary or backup storage appli 
ance ) . Backup storage 140a may include volumes 142a , 
144a , and 146a , which may be accessed over network 
domain 150. In order to back up data objects stored on 
storage array 120a to backup storage 140a , copy data 
manager may communicate data from network domain 110a 
to network domain 150 via data ports 162a and 162b . Like 
data ports 132a and 132b , data may be transferred from data 
port 162a to 162b via a trusted connection . When data ports 
162a and 162b are open , copy data manager may freely 
transmit data from data port 162a to data port 162b . How 
ever , in an example implementation , copy data manager may 
not transmit replication data from network domain 110a to 
network domain 150 when either data port 162a or data port 
162b are closed , or otherwise blocked . 
[ 0023 ] In some example implementations , backup storage 
140a may be replicated . For example , backup storage may 
be replicated as replicated volumes 142b , 144b , and 146b 
respectively , on replicated backup storage 140b . In this 
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example implementation , backup storage 140a and repli 
cated backup storage 140b share a network domain 150 . 
However , in other example implementations , backup storage 
140a may be replicated onto a different network domain . 
Furthermore , while a single instance of replication is illus 
trated here for purposes of conciseness and clarity , any 
number of replication instances , backup volumes , and 
backup storage units may be implemented . 
[ 0024 ] In an example implementation , copy data manager 
102 may not have authority to open example ports 132a 
and / or 132b , or example ports 162a and / or 162b , and thus 
may coordinate with threat detection manager 104 to open 
these respective ports to backup and / or replicate data . In 
doing so , copy data manager 102 may copy and / or replicate 
data in a threat conscientious manner . FIG . 2 is a flowchart 
illustrating an example method for threat conscious trans 
mission , e.g. via the copy data manager , of a data object 
copy from a first network domain to a second network 
domain . 
[ 0025 ] Execution of method 200 and method 300 is 
described below with reference to system 100 ; however , this 
is for explanatory purposes and other suitable components 
for execution of method 200 and / or method 300 may be 
utilized . Additionally , the components for executing method 
200 and / or method 300 may spread among multiple devices . 
Method 200 and / or method 300 may be implemented in the 
form of executable instructions stored on a non - transitory 
machine - readable storage medium and / or in the form of 
electronic circuitry , e.g. hardware . In some examples , steps 
of method 200 and / or method 300 may be executed sub 
stantially concurrently or in a different order than shown in 
FIG . 2 and FIG . 3 respectively . In some examples , method 
200 and / or method 300 may include more or less steps than 
are shown in FIG . 2 and FIG . 3 respectively . In some 
examples , some of the steps of method 200 and / or method 
300 may , at certain times , be ongoing and / or may repeat . 
[ 0026 ] At block 202 , it is determined whether data is to be 
copied between a first network domain , e.g. network domain 
110a of FIG . 1 , to a second network domain , e.g. network 
domain 110b or network domain 150. In an example imple 
mentation , the determination may be made by a copy data 
manager , e.g. copy data manager 102 . 
[ 0027 ] In response to a positive determination to block 
202 , a request is provided at block 204 , e.g. via copy data 
manager 102 , to open a data port for connecting a first 
network domain and a second network domain . For 
example , copy data manager 102 may request , e.g. from 
threat detection manager 104 , that data port 132a and / or data 
port 132b be opened , and / or that data port 162a and / or data 
port 1626 be opened , such that copy data manager 102 may 
transfer data from network domain 110a to either network 
domain 110b or network domain 150 , respectively . Copy 
data manager 102 may , for example , make this request 
responsive to the triggering of an event , condition , policy , 
etc. , such as the creation of a data object copy within storage 
array 120a . The data may be transferred over a physical 
connection , and / or a wireless connection , such as over a 
network . 
[ 0028 ] In an example implementation , threat detection 
manager 104 may open a data port , e.g. any number of data 
ports 132a and 132b , and 162a and 162b , responsive to the 
determination that the threat level is below the threat level 
threshold . At block 206 , an indication may be received , e.g. 
at copy data manager 102 , that a data port has been opened . 

Responsive to receiving an indication that the data port has 
been open , a data object copy , may be transmitted at block 
208 , e.g. by copy data manager 102 , from a first network 
domain to a second network domain , e.g. from network 
domain 110a to network domain 110b and / or network 
domain 150 respectively . Accordingly , data objects may be 
transmitted from one network domain to another where a 
threat level is determined to be below a threat level thresh 
old . 

[ 0029 ] As mentioned above , any number of responsive 
and / or remedial actions may be taken responsive to a 
determination that a given threat level is at or above a threat 
level threshold . FIG . 3 is a flowchart illustrating another 
example method for threat conscious transmission , e.g. via 
the copy data manager , describing example responsive and 
remedial actions for a determination that a threat level is at 
or above a threat level threshold , as well as example 
responsive actions for a determination that a threat level is 
below a threat level threshold . 
[ 0030 ] At block 302 , a determination is made to copy data 
between a first network domain and a second network 
domain . The determination may be made according to a 
satisfied condition , rule , network domain policy , etc. , which 
may trigger a COPY ACTION from copy data manager 102 . 
The policy may include a passage of a predetermined 
amount of time , a data write , a request from a host for copy 
creation , or any other policy that may trigger the perfor 
mance of a COPY ACTION . At block 304 , in accordance 
with the COPY ACTION , i.e. , an action to transfer data 
copy from a first network domain to a second network 
domain , a request may be provided to open a data port 
between the first network domain , e.g. network domain 
110a , and the second network domain , e.g. network domain 
110b or 150. For example , copy data manager 102 may 
request , e.g. from threat detection manager 104 , that data 
port 132a and / or data port 132b be opened , and / or that data 
port 162a and / or data port 1626 be opened , such that copy 
data manager 102 may transfer data from network domain 
110a to either network domain 110b or network domain 150 , 
respectively . 
[ 0031 ] At block 306 , it may be determined whether a 
threat level is below a threat level threshold . In an example , 
the threat level may be determined by threat detection 
manager 104 , and threat detection manager 104 may com 
pare the threat level to a predetermined threat level thresh 
old . The threat level may be determined in any number of 
ways be governed by various threat detection and 
analysis behaviors . The threat level may be indicated by a 
respective value representing a respective threat level mag 
nitude , a threat level color indicator representing a network 
domain's respective threat level at a given time , and / or any 
other number of means implemented by a threat level 
detection manager to assess and quantify a threat to a system 
or network domain . Furthermore , the threat level threshold 
may be determined by any number of means and in some 
examples , may be predetermined by a network or system 
administrator . 
[ 0032 ] Responsive to a determination that the threat level 
is below the threat level threshold , an indication that a data 
port has been opened may be received at block 308. For 
example , threat detection manager 104 may open a data port , 
e.g. any number of data ports 132a and 132b , and 162a and 
162b , responsive to the determination that the threat level is 

and may 
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below the threat level threshold , and may transmit a confir 
mation of the data port opening to example copy data 
manager 102 . 
[ 0033 ] Responsive to receiving an indication that the data 
port has been opened , a data object copy may be transmitted 
at block 310 , e.g. by copy data manager 102 , from a first 
network domain to a second network domain , e.g. from 
network domain 110a to network domain 110b and / or net 
work domain 150 respectively . The transmission at block 
310 may be followed by a return to block 302. Accordingly , 
data objects may be transmitted from one network domain to 
another where a threat level is determined to be below a 
threat level threshold . 
[ 0034 ] It may be determined that the threat level is not 
below the threat level threshold . Responsive to such a 
determination , an indication , e.g. from threat detection man 
ager 104 , that the request has been denied may be received 
at block 312 , e.g. by copy data manager 102. In some 
example implementations , the request may be aborted at 
block 314 , e.g. by copy data manager 102 . 
[ 0035 ] At block 316 , a number of data objects may be 
increased responsive to receipt of the denial request . For 
example , a data object may be copied at a predetermined rate 
according to a policy , and the data object copies may be 
stored in network domain 150. Specifically , copy data man 
ager 102 may include a policy to create data object copies 
responsive to the passing of a time , and / or any number of 
other triggered events or conditions . Responsive to receiving 
the request denial , copy data manager 102 may change this 
policy , such that data object copies at network domain 150 
are created and otherwise proliferated at a greater rate . In an 
example implementation , the increased rate at which data 
objects are copied may gradually decrease as a function of 
time from when the threat level indication was received . For 
example , the increased rate may gradually decrease over 
time at an exponential rate , linear rate , etc. 
[ 0036 ] At block 318 , a replication policy of data objects at 
a first network domain , i.e. the network domain having the 
threat level above the threat level threshold , may be sus 
pended . For example , a data object may be copied at a 
predetermined rate according to a policy , and the data object 
copies may be stored in network domain 110a . Specifically , 
copy data manager 102 may include a policy to create data 
object copies responsive to the passing of a time , and / or any 
number of other triggered events or conditions . Responsive 
to receiving the request denial , copy data manager 102 may 
suspend this policy . In an example implementation , the 
policy suspension may be lifted after a predetermined 
amount of time , and / or until a threat level indication below 
a threshold is received . 
[ 0037 ] An indication that the threat level is at or above a 
second threshold may be received . Specifically , it may be 
determined at block 320 whether the threat level is at or 
above a second threat level threshold . Responsive to a 
positive determination at block 320 , a retention policy of a 
second network domain , e.g. network domain 150 and / or 
network domain 110b , may be increased at block 322 , 
followed by a return to block 302. For example , an older 
data object copy may be stored in network domain 150 . 
Backup storage 140a , for example , may include a policy to 
delete older data object copies responsive to the creation of 
new data object copies , responsive to the passing of a time , 
and / or any number of other triggered events or conditions . 
Responsive to receiving the request denial , copy data man 

ager 102 may suspend this policy , such that an older data 
object copy that otherwise would be deleted , is retained , e.g. 
a data object copy stored at backup storage 140a . As another 
example , older data object copies may have their default 
expiration times lengthened responsive to receiving the 
request denial , such that the older data copies are retained 
for a longer period of time immediately following a received 
request denial . A negative determination at block 320 may 
be followed by a return to block 302 . 
[ 0038 ] FIG . 4 and FIG . 5 are block diagrams , 400 and 500 
respectively , of example threat detection manager 104 hav 
ing non - transitory machine - readable mediums storing 
instructions for threat conscious copy data management . 
Non - transitory machine - readable storage medium 410 of 
FIG . 4 may be coupled to a processor , e.g. processor 430 , 
and non - transitory machine - readable storage medium 510 of 
FIG . 5 may be coupled to a processor , e.g. processor 530 . 
Non - transitory machine - readable storage medium 410 and 
non - transitory machine - readable storage medium 510 may 
include executable instructions thereon . 
[ 0039 ] Non - transitory machine - readable storage medium 
410 ( or non - transitory machine - readable storage medium 
510 ) may be implemented in a single device or distributed 
across devices . Likewise , processor 430 ( or processor 530 ) 
may represent any number of physical processors capable of 
executing instructions stored by non - transitory machine 
readable storage medium 410 ( or non - transitory machine 
readable storage medium 510 ) . Further , non - transitory 
machine - readable storage medium 410 ( or non - transitory 
machine - readable storage medium 510 ) may be fully or 
partially integrated in the same device as processor 430 ( or 
processor 530 ) , or it may be separate but accessible to that 
device . 

[ 0040 ] In one example , the instructions may be part of an 
installation package that when installed can be executed by 
processor 410 ( or processor 510 ) to execute threat - aware 
copy data management . In this case , non - transitory machine 
readable storage medium 410 ( or non - transitory machine 
readable storage medium 510 ) may be a portable medium 
such as a floppy disk , CD , DVD , or flash drive or a memory 
maintained by a server from which the installation package 
can be downloaded and installed . In another example , the 
program instructions may be part of an application or 
applications already installed . Here , non - transitory machine 
readable storage medium 410 ( or non - transitory machine 
readable storage medium 510 ) may include a hard disk , 
optical disk , tapes , solid state drives , RAM , ROM , 
EEPROM , or the like . 
[ 0041 ] Processor 430 or 530 may be a central processing 
unit ( CPU ) , graphics processing unit ( GPU ) , microproces 
sor , and / or other hardware device suitable for retrieval and 
execution of instructions stored in non - transitory machine 
readable storage medium 410 ( or non - transitory computer 
readable storage medium 510 ) . Processor 430 may fetch , 
decode , and execute program instructions 412-418 , and / or 
other instructions . Similarly , processor 530 may fetch , 
decode , and execute program instructions 512-524 . As an 
alternative or in addition to retrieving and executing instruc 
tions , processor 430 may include at least one electronic 
circuit comprising a number of electronic components for 
performing the functionality of instructions 412-418 , and / or 
other instructions . Similarly , processor 530 may include at 
least one electronic circuit comprising a number of elec 
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tronic components for performing the functionality of 
instructions 512-524 , and / or other instructions . 
[ 0042 ] Turning to FIG . 4 , non - transitory computer read 
able medium 410 may include instructions 412 for receiving 
a request to enable the backup of data from a first network 
domain , e.g. from copy data manager 102 of network 
domain 110a . Instructions 414 may further be provided for 
determining a threat level of the first network domain . 
Instructions 416 may be provided for opening a data port 
between a first and second network domain responsive to the 
determined threat level being below a first threshold . For 
example , threat detection manager 104 may determine a 
threat level of network domain 110a to be below a prede 
termined threshold value , and , responsive to that determi 
nation , may open ports 132a and / or 132 , and / or ports 162a 
and / or 162b . 
[ 0043 ] Instructions 418 may be provided for suspending 
the backup data request responsive to the determined threat 
level being at or above the threat level threshold . For 
example , threat detection manager 104 may determine that 
the threat level at network domain 110a is at or greater than 
a predetermined threshold , and , responsive to that determi 
nation , may refuse the request to enable the backup of data 
from the first network domain . The respective ports for 
transmitting the data object off of network domain 110a is 
thus refused , and in this way network domain 110a remains temporarily quarantined . 
[ 0044 ] Turning to FIG . 5 , non - transitory computer read 
able medium 510 may include instructions 512 for receiving 
a request to enable the backup of data from a first network 
domain , e.g. from copy data manager 102 of network 
domain 110a . Instructions 514 may further be provided for 
determining a threat level of the first network domain . 
Instructions 516 may be provided for opening a data port 
between a first and second network domain responsive to the 
determined threat level being below a first threshold . For 
example , threat detection manager 104 may determine a 
threat level of network domain 110a to be below a prede 
termined threshold value , and , responsive to that determi 
nation , may open ports 132a and / or 132 , and / or ports 162a 
and / or 162b . 
[ 0045 ] Instructions 518 may be provided for suspending 
the backup data request responsive to the determined threat 
level being at or above the threat level threshold . For 
example , threat detection manager 104 may determine that 
the threat level at network domain 110a is at or greater than 
a predetermined threshold , and , responsive to that determi 
nation , may refuse the request to enable the backup of data 
from the first network domain . The respective ports for 
transmitting the data object off of network domain 110a is 
thus refused , and in this way network domain 110a remains 
temporarily quarantined . 
[ 0046 ] Instructions 520 may be provided for suspending a 
replication policy at a network domain , e.g. at network 
domain 110a , responsive to the determined threat level 
being above a second threat level threshold . The second 
threat level threshold may be of a threat level greater than 
that of the first threat level threshold . In other example 
implementations , the second threat level threshold may be of 
a threat level equal to that of the first threat level threshold . 
[ 0047 ] As an example implementation , copy data manager 
102 may include a policy to create data object copies 
responsive to the passing of a time , and / or any number of 
other triggered events or conditions . Instructions 520 may 

suspend this policy responsive to the determined threat level 
being above the second threat level threshold . In an example 
implementation , the policy suspension may be lifted after a 
predetermined amount of time , and / or until a threat level 
indication below a threshold is received . 
[ 0048 ] Instructions 522 may be provided for creating an 
offline backup of data of a network domain responsive to the 
determined threat level being above the second threat level 
threshold . As an illustrative example , any of storage vol 
umes 142b , 144b , and / or 146b of replicated backup storage 
140b may be taken offline , and thus off of network domain 
150 , responsive to a determined threat level of network 
domain 110a being above the second threat level threshold . 
Thus , data of replicated backup storage 140b may be insu 
lated from any malware , intrusion , or other threat faced by 
network domain 110a . In an example implementation , rep 
licated backup storage 140b may be taken offline and may 
not be brought back online remotely . In this example , an 
administer might traverse a physical barrier of a data center 
with proper physical access credentials in order to bring the 
replicated backup storage 140b back online . 
[ 0049 ] Instructions 524 may be provided for comparing a 
triggered event at a network domain to an event list of 
conditions with known states 550. Instructions 524 may 
determine that the triggered event matches a condition on 
event list of conditions 550 , and , responsive to that deter 
mination , may override instructions 518 , i.e. suspend the 
backup data request . In another example implementation , 
any of instructions 518-522 may be suspended responsive to 
a determination that the triggered eve matches the condi 
tion on event list of conditions 550 . 
[ 0050 ] For example , responsive to a determination that the 
threat level is greater than the first and / or second threshold , 
instructions 524 may cause a processor to compare any 
recently triggered events at network domain 110a with those 
of event list 550. Triggered events may include , for example , 
a list of predetermined innocuous events that would other 
wise trigger a false positive from a threat detection manager . 
Example events may include , but are not limited to , the 
deployment of new hardware at network domain 110a , an 
authorized reconfiguration of network domain 110a , etc. 
Thus , events stored within event list 550 will not uninten 
tionally raise a threat level of a network domain and cause 
undesired threat prevention and remediation measures . 
[ 0051 ] Instructions 526 may , responsive to the determined 
threat level being greater than the first threshold , hold a 
request 542 from a copy data manager in a queue 540 
responsive to a determined threat level being greater than or 
equal to a threat level threshold . In an example implemen 
tation , request 542 may be released from queue 540 once the 
determined threat level reaches a level that is less than the 
threat level threshold . Accordingly , requests to back up data 
may be held until it is safe to grant the requests . 
[ 0052 ] FIG . 6 is another example system 600 for threat 
aware copy data management . System 600 may include 
similar architecture to that of FIG . 1 , including copy data 
manager 102 , and threat detection manager 104. System 600 
includes non - transitory machine readable medium 610 stor 
ing instructions for threat conscious copy data management . 
Non - transitory machine - readable storage medium 610 of 
FIG . 6 may be coupled to a processor , e.g. processor 640 . 
Non - transitory machine - readable storage medium 610 may 
include executable instructions thereon . 
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[ 0053 ] Non - transitory machine - readable storage medium 
610 may be implemented in a single device or distributed 
across devices . Likewise , processor 640 may represent any 
number of physical processors capable of executing instruc 
tions stored by non - transitory machine - readable storage 
medium 610. Further , non - transitory machine - readable stor 
age medium 610 may be fully or partially integrated in the 
same device as processor 640 , or it may be separate but 
accessible to that device . 
[ 0054 ] In one example , the instructions may be part of an 
installation package that when installed can be executed by 
processor 610 to execute threat - aware copy data manage 
ment . In this case , non - transitory machine - readable storage 
medium 610 may be a portable medium such as a floppy 
disk , CD , DVD , or flash drive or a memory maintained by 
a server from which the installation package can be down 
loaded and installed . In another example , the program 
instructions may be part of an application or applications 
already installed . Here , non - transitory machine - readable 
storage medium 610 may include a hard disk , optical disk , 
tapes , solid state drives , RAM , ROM , EEPROM , or the like . 
[ 0055 ] Processor 640 may be a central processing unit 
( CPU ) , graphics processing unit ( GPU ) , microprocessor , 
and / or other hardware device suitable for retrieval and 
execution of instructions stored in non - transitory machine 
readable storage medium 610. Processor 640 may fetch , 
decode , and execute program instructions 612-618 , and / or 
other instructions . As an alternative or in addition to retriev 
ing and executing instructions , processor 640 may include at 
least one electronic circuit comprising a number of elec 
tronic components for performing the functionality of 
instructions 612-618 , and / or other instructions . 
[ 0056 ] Instructions 612 may receive a request to enable 
copy data 102 manager to back up data and may transmit the 
request to threat detection manager 104. Instructions 614 
may further be provided to receive a threat level of a 
network domain , e.g. network domain 110a of FIG . 1 from 
threat detection manager 104 . 
[ 0057 ] Instructions 616 may be provided for opening a 
data port between network domains responsive to the deter 
mined threat level being below a threshold . For example , 
threat detection manager 104 may determine a threat level of 
network domain 110a to be below a predetermined threshold 
value , and , responsive to that determination , ports 132a 
and / or 132 , and / or ports 162a and / or 162b may be opened . 
In other example implementations , a request may be trans 
mitted to threat detection manager 104 to open a data port . 
[ 0058 ] Instructions 618 may additionally be provided for 
suspending the backup data request responsive to the deter 
mined threat level being at or above the threat level thresh 
old . Accordingly , non - transitory computer readable medium 
610 may include instructions for coordinating copy data 
managements actions of copy data manager 102 with threat 
dependent conditions detected and / or analyzed by threat 
detection manager 104 . 
[ 0059 ] In examples described herein , a storage array may 
be a computing device comprising a plurality of storage 
devices and one or more controllers to interact with host 
devices and control access to the storage devices . In some 
examples , the storage devices may include hard disk drives 
( HDDs ) , solid state drives ( SSDs ) , or any other suitable type 
of storage device , or any combination thereof . In some 
examples , the controller ( s ) may virtualize the storage capac 
ity provided by the storage devices to enable a host to access 

a virtual object ( e.g. , a volume ) made up of storage space 
from multiple different storage devices . 
[ 0060 ] As used herein , a " computing device ” may be a 
server , storage device , storage array , desktop or laptop 
computer , switch , router , or any other processing device or 
equipment including a processing resource . In examples 
described herein , a processing resource may include , for 
example , one processor or multiple processors included in a 
single computing device or distributed across multiple com 
puting devices . As used herein , a “ processor ” may be at least 
one of a central processing unit ( CPU ) , a semiconductor 
based microprocessor , a graphics processing unit ( GPU ) , a 
field - programmable gate array ( FPGA ) configured to 
retrieve and execute instructions , other electronic circuitry 
suitable for the retrieval and execution instructions stored on 
a machine - readable storage medium , or a combination 
thereof . In examples described herein , a processing resource 
may fetch , decode , and execute instructions stored on a 
storage medium to perform the functionalities described in 
relation to the instructions stored on the storage medium . In 
other examples , the functionalities described in relation to 
any instructions described herein may be implemented in the 
form of electronic circuitry , in the form of executable 
instructions encoded machine - readable storage 
medium , or a combination thereof . The storage medium may 
be located either in the computing device executing the 
machine - readable instructions , or remote from but acces 
sible to the computing device ( e.g. , via a computer network ) 
for execution . In the example of FIG . 1 , storage medium 120 
may be implemented by one machine - readable storage 
medium , or multiple machine - readable storage media . 
[ 0061 ] All of the features disclosed in this specification 
( including any accompanying claims , abstract and draw 
ings ) , and / or all of the elements of any method or process so 
disclosed , may be combined in any combination , except 
combinations where at least some of such features and / or 
elements are mutually exclusive . 
What is claimed is : 
1. A method to be executed by a processor , the method 

comprising : 
providing , to a threat detection manager , a first request to 

open a data communication port for connecting a first 
network domain and a second network domain , in 
response to a determination to copy data between the 
first and second network domains ; 

receiving , from the threat detection manager , an indica 
tion that the data port has been opened responsive to a 
threat level being below a first threshold ; and 

transmitting a data object copy from the first network 
domain to the second network domain responsive to 
receiving the indication that the data port has been 
opened . 

2. The method of claim 1 , further comprising : 
providing , to the threat detection manager , a second 

request to open the data communication port ; and 
receiving , from the threat detection manager , an indica 

tion that the second request has been denied responsive 
to the threat level being at or above the first threshold . 

3. The method of claim 2 , further comprising aborting the 
second request responsive to receiving the indication that the 
threat level is at or above the first threshold . 

4. The method of claim 1 , further comprising increasing 
a number of backups of the data object at the second network 
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domain responsive to the threat level at the first network 
domain being above the threshold . 

5. The method of claim 1 , further comprising suspending 
a replication policy of the data object at the first network 
domain responsive to receiving the indication that the threat 
level is at or above the first threshold threat level . 

6. The method of claim 1 , further comprising : 
receiving an indication that the threat level is at or above 

a second threshold ; and 
responsive to receiving the indication that the threat is at 

or above the second threshold , increasing a retention 
policy of the second network domain . 

7. The method of claim 1 , further comprising instructions 
to create an offline backup of data of the second network 
domain responsive to the determined threat level being 
above a second threshold . 

8. A non - transitory computer readable medium compris 
ing instructions executable by a processor for threat - con 
scious data backup , the machine - readable storage medium 
comprising instructions of a threat detection manager to 
cause the processing resource to : 

receive , from a copy data manager , a request to enable the 
copy data manager to back up data from a first network 
domain to a second network domain ; 

in response to the request , determine a threat level of the 
first network domain ; 

responsive to the determined threat level being below a 
first threshold , open a data port to enable a data transfer 
between the first network domain and the second 
network domain ; and 

responsive to the determined threat level being at or above 
the first threshold , suspend the backup data request . 

9. The non - transitory machine readable medium of claim 
8 , further comprising instructions to compare a triggered 
event at the first network domain to an event list of condi 
tions with known states , and , responsive to the triggered 
event matching a condition on the event list of conditions , 
overriding the suspension of the backup data request and 
opening the data port . 

10. The non - transitory machine readable medium of claim 
8 , further comprising instructions to , in response to the 
determined threat level being above the threshold , hold the 
request from the copy data manager in a queue until the 
threat level drops below the threshold . 

11. A system comprising : 
a processor ; and 
a memory storing instructions executable by the processor 

to : 

receive , from a copy data manager , a request to enable 
the copy data manager to back up data from a first 
network domain to a second network domain , 
wherein the first network domain and the second 
network domain are in communication via a data 
port ; 

in response to receipt of the request to enable the data 
backup , request , from a threat detection manager , a 
threat level status of the first network domain ; 

responsive to the threat level being below a threshold , 
open the data port ; and 

responsive to the threat level being at or above the 
threshold , suspend the backup data request . 

12. The system of claim 11 , further comprising : 
receiving an indication from the copy data manager that 

the backup data request is complete ; and 
responsive to receiving the indication , closing the data 

port . 
13. The system of claim 11 , wherein the first network 

domain is of a first data center at a first physical location and 
the second network domain is of a second data center at a 
second physical location different from the first physical 
location . 

14. The system of claim 11 , wherein the data port is a 
virtual port of the first or second network domain . 

15. The system of claim 11 , wherein the data port is a 
physical port of a device of the first or second network 
domain . 

16. The system of claim 11 , further comprising an event 
list of conditions with known states stored in the memory . 

17. The system of claim 16 , further comprising instruc 
tions stored in the memory to compare a triggered event at 
the first network domain to the event list of conditions with 
known states , and , responsive to the triggered event match 
ing a condition on the event list of conditions , overriding the 
suspension of the backup data request and opening the data 
port . 

18. The system of claim 11 , further comprising instruc 
tions stored in the memory to hold the request from the copy 
data manager in a queue , responsive to the determined threat 
level being above the threshold . 

19. The system of claim 18 , further comprising instruc 
tions stored in the memory to release the request from the 
queue responsive to receiving a threat level below the 
threshold . 

20. The system of claim 11 , wherein the data port is 
opened by the threat detection manager . 


