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(54) COMPUTER VISION SYSTEMS AND METHODS FOR DETECTING AND MODELING FEATURES 
OF STRUCTURES IN IMAGES

(57) A computer vision system and method for de-
tecting and modeling features of a building in a plurality
of images is provided. The system includes at least one
computer system in communication with a database of
aerial imagery, and computer vision system code exe-
cuted by the at last one computer system which auto-
matically detects contours and infers interior roof features
of the building. The system first processes the plurality
of images to identify a plurality of two-dimensional (2D)
line segments in each image. Then, the system process-
es the plurality of 2D line segments to generate a plurality
of three-dimensional (3D) line segments. The plurality of
2D line segments are then processed to detect a contour
of the structure, and the contour of the structure is utilized
by the system to infer interior roof lines from the structure.
A model of the roof of the structure is finally generated
using the detected contour and interior roof lines. The
system can execute a straight-skeleton algorithm to infer
the interior roof lines from the detected contour. Addition-
ally, the system can detect roof rakes from the images.



EP 4 300 329 A2

2

5

10

15

20

25

30

35

40

45

50

55

Description

BACKGROUND

TECHNICAL FIELD

[0001] The present disclosure relates generally to the
field of computer vision technology. More specifically, the
present disclosure relates to computer vision systems
and methods for detecting and modeling features of
structures in images.

RELATED ART

[0002] In the computer vision field, increasingly sophis-
ticated software-based systems are being developed for
detecting various features in images. Such systems have
wide applicability, including, but not limited to, medical
imaging, machine vision and navigation (e.g., robot vision
systems, autonomous vehicles, drones, etc.), and other
fields of endeavor. In the field of aerial image processing,
there is particular interest in the application of computer
vision systems for automatically detecting and modeling
structures that are present in such images, such as build-
ing features, rooves, etc.
[0003] In the past, photogrammetric techniques have
been applied to aerial images in order to create three-
dimensional models of structures in images using two-
dimensional images. Generally speaking, photogram-
metry is the science of making measurements from pho-
tos, and often involves the use of photos to map and
measure distances between objects. Both stereoscopic
and non-stereoscopic images can be processed using
photogrammetric techniques in order to create a three-
dimensional model of a building or other structure ap-
pearing in the images. Indeed, one known, prior art tech-
nique involves delineating features of an object in a first
image (such as a top-down image), delineating features
of an object in a second image (such as an oblique im-
age), and processing the delineated features using tri-
angulation to define the object in a three-dimensional
space to create a model of the object. This approach has
been utilized in commercial software packages such as
PhotoModeler, which allow a user to create a 3D model
of an object using multiple photos. Still further, software
for detecting features of buildings in images (including
roof features, measurements, etc.) has long been known.
One example is the SiteCity system developed by Carn-
egie Mellon University in the 1990’s, which creates 3D
models of buildings from multiple aerial images using
photogrammetric techniques.
[0004] There is currently significant interest in the com-
puter vision space in developing systems that detect fea-
tures of buildings in images with minimal user involve-
ment. For example, it would be highly beneficial to de-
velop systems that can automatically detect building roof
features from multiple images, including interior and ex-
terior (contour) roof features, requiring no (or, minimal)

user involvement, and with a high degree of accuracy.
Accordingly, the system of the present disclosure ad-
dresses these and other needs.

SUMMARY

[0005] The present disclosure relates to a computer
vision system and method for detecting and modeling
features of a building in a plurality of images. The system
includes at least one computer system in communication
with a database of aerial imagery, and computer vision
system code executed by the at last one computer sys-
tem which automatically detects contours and infers in-
terior roof features of the building. The system first proc-
esses the plurality of images to identify a plurality of two-
dimensional (2D) line segments in each image. Then,
the system processes the plurality of 2D line segments
to generate a plurality of three-dimensional (3D) line seg-
ments. The plurality of 2D line segments are then proc-
essed to detect a contour of the structure, and the contour
of the structure is utilized by the system to infer interior
roof lines from the structure. A model of the roof of the
structure is finally generated using the detected contour
and interior roof lines. The system can execute a straight-
skeleton algorithm to infer the interior roof lines from the
detected contour. Additionally, the system can detect roof
rakes from the images.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] The foregoing features of the invention will be
apparent from the following Detailed Description of the
Invention, taken in connection with the accompanying
drawings, in which:

FIG. 1 is a flowchart illustrating processing steps car-
ried out by the computer vision system of the present
disclosure;
FIGS. 2A-2E are images illustrating the processing
steps of FIG. 1 carried out by the computer vision
system of the present disclosure;
FIG. 3 is a flowchart illustrating step 16 of FIG. 1 in
greater detail;
FIGS. 4A-4B are images illustrating post-processing
of line segments detected by the system of the
present disclosure;
FIG. 5 is a flowchart illustrating processing step 48
of FIG. 3 in greater detail;
FIGS. 6A-6E are images illustrating generation of
building masks and refinement of line segment de-
tection carried out by the system of the present dis-
closure;
FIG. 7 is a flowchart illustrating step 18 of FIG. 1 in
greater detail;
FIG. 8 is an image of a building having multiple eave
heights and capable of being processed by the sys-
tem of the present disclosure to generate multiple
building contours;
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FIG. 9A is a flowchart illustrating step 20 of FIG. 1
in greater detail;
FIG. 9B is a flowchart illustrating step 102 of FIG. 9A
in greater detail;
FIGS. 10A-10H are images illustrating a sample 3D
input being processed by the system of the present
disclosure to produce a final building contour;
FIGS. 11A-11B are images illustrating detection of
roof rakes by the system of the present disclosure;
FIGS. 12A-14 are images illustrating inference of in-
terior roof features by the system of the present dis-
closure; and
FIG. 15 is a diagram illustrating hardware and soft-
ware components capable of being utilized to imple-
ment the system of the present disclosure.

DETAILED DESCRIPTION

[0007] The present disclosure relates to a computer
vision systems and methods for detecting and modeling
features of structures in images, such as roofs and other
features of buildings, as described in detail below in con-
nection with FIGS. 1-15.
[0008] Turning to the drawings, FIG. 1 is a flowchart
illustrating processing steps carried out by the computer
vision system of the present disclosure, indicated gen-
erally at 10. The computer vision system of the present
disclosure allows for the rapid and accurate detection of
features of structures (e.g., commercial and residential
buildings), such as roof features, and the generation of
three-dimensional models of such features. The steps
10 represent a complete roof inference "pipeline" of as-
sociated algorithms and processes that detect the con-
tour of a building given aerial imagery (with correspond-
ing camera parameters), and infer the roof surfaces (in-
cluding the edges of such surfaces) from the contour.
The pipeline consists of several distinct phases, each
with their own outputs which are inputs into the next
phase.
[0009] Beginning in step 12, the system identifies a
subject property for which processing is desired. The
property could be identified by any suitable identifier,
such as postal address, latitude and longitude coordi-
nates, Global Positioning System (GPS) coordinates, or
any other suitable identifier. Then, in step 14, several
different images (or, views) of the subject property are
obtained. The images could include, but are not limited
to, aerial images, satellite images, etc., taken from vari-
ous angles including, but not limited to, nadir views, ob-
lique views, etc. In step 16, the images are processed to
identify two-dimensional (2D) line segments in each im-
age using a 2D line segment detection algorithm. Such
an algorithm is described in detail below. Then, in step
18, three-dimensional (3D) lines are then triangulated
from the different views of the 2D lines using a triangu-
lation algorithm, and the consensus "best" 3D lines are
kept. The 3D lines obtained from triangulation are a noisy
approximation of the building contour.

[0010] In step 20, the complete contour is inferred from
these noisy lines using a contour inference algorithm that
snaps lines to a grid and infers the remaining lines to
create a complete, closed contour. Then, in step 22, the
complete contour is then processed to infer interior roof
lines from the contour. This could be accomplished by
running the contour through the "straight skeleton" algo-
rithm, as described in greater detail below. The straight
skeleton algorithm is also outlined in the article entitled
"Unwritten Procedural Modeling with the Straight Skele-
ton" (Kelly, 2014) and incorporated herein by reference
in its entirety. After processing in step 22, the final roof
model is generated in step 24. The model could be in-
cluded in a roof estimate report if desired, transmitted to
a third party, transmitted to another computer sys-
tem/platform, or utilized as otherwise desired by a user
of the system. Optionally, in step 26, the detected roof
contour and inferred interior roof lines generated in steps
20 and 22 could be projected to two dimensions in step
26, if desired.
[0011] FIGS. 2A-2E are images illustrating the
processing steps of FIG. 1 carried out by the computer
vision system of the present disclosure. As shown in FIG.
2A, the system begins by obtaining imagery of a subject
property taken from different views 28a-28c. The views
could include, but are not limited to, oblique imagery of
a building, nadir imagery, and other views. Then, as
shown in FIG. 2B, a 2D segmentation algorithm is applied
to the images to detect exterior lines 30 of the building
in the images. Lines from several images could be de-
tected. Next, as shown in FIG. 2C, a 3D triangulation is
performed using the detected exterior lines 30, and the
contour of the building (illustrated in image 32) is detected
using contour inference as disclosed herein. Then, as
shown in FIG. 2D, the interior lines of the building (e.g.,
roof features as gables, ridge lines, etc.) are inferred from
the contour of the building using a straight skeleton al-
gorithm, and illustrated in the image 34. Finally, as shown
in FIG. 2E, a three-dimensional model 36 of the building
is generated. Optionally, as noted in step 126 of FIG. 1,
modeled building lines can be projected back onto the
different 2D views. This is not a necessary step of the
pipeline, but rather, a separate output that can be used
for testing and has intrinsic value as its own data pack-
age.
[0012] FIG. 3 is a flowchart illustrating step 16 of FIG.
1 in greater detail. Beginning in step 40, input imagery is
selected. Input aerial imagery can include images of large
neighborhoods, and in each image several properties are
present. Therefore, a crop of the image called a region
of interest (ROI) is taken where the input property is cen-
tered in the crop, and the size of the crop corresponds
to the size of the property parcel. Several different points
of view of each ROI are gathered since this allows for
the construction of epipolar planes which will be used
later in the 3D segment inference phase. Once imagery
is obtained, each image is run through a line detection
algorithm, as follows. In step 42, the gradient of the image
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is calculated. Then, in step 44, the system calculates the
level-line at each pixel, which is a line orthogonal to the
direction of the gradient at a pixel. Next, in step 46, the
system segments the level lines into groups that share
the same level-line angle within a threshold and are con-
nected. Each of these groups is treated as a potential
line segment by the system. In this step, the system ap-
proximates each group with a rectangle, and iteratively
refines the rectangle according to number of aligned pix-
els it contains, until its height is a single pixel (within a
tolerance), which is the final detected line segment.
[0013] It is noted that the line detection algorithm may
attempt to detect all lines in the image, which include
interior roof lines, sidewalks, neighboring properties and
buildings, etc. As such, there is a need to refine the results
so that they include only lines on the contour of the build-
ing of interest. Therefore, a post-processing is performed
on the line detection output (grouped lines) in step 48,
which retains only the lines of interest. This can be per-
formed using two different convolutional neural networks
trained to detect roof lines and buildings to produce this
refinement. The process is illustrated in FIGS. 4A-4B. As
shown in FIG. 4A, the output of the line detection algo-
rithm is shown in the image 52, wherein not only are lines
delineated on a property of interest, but also on other
structures such as roads, walkways, fences, other build-
ings, etc. As shown in FIG. 4B, the post-processed results
are shown in the image 54. As can be seen, only the lines
on the contour of the building of interest (the building in
the center of the image) are kept). Referring back to FIG.
3, in step 50, a determination is made as to whether an-
other image should be processed. If so, control returns
to step 40; otherwise, this phase of the pipeline ends.
[0014] FIG. 5 is a flowchart illustrating processing step
48 of FIG. 3 in greater detail. As mentioned above, neural
networks can be trained and used to remove unwanted
2D lines. Preferably two neural networks are used: a suit-
able edge detection neural network (such as the Holisitic
Edge Degection (HED) network discussed below, al-
though other edge detection neural networks known in
the art could be utilized), and a building segmentation
network. These are now described in detail. In step 54,
the system processes training images using the HED net-
work. The HED network uses the architecture outlined in
the article entitled "Holistically-nested edge detection"
(Xi, 2015), the entire disclosure of which is expressly in-
corporated herein by reference. These networks are spe-
cifically designed for edge detection. The HED network
is a multi-scale convolutional neural network in which
edge features are hierarchically learned at various levels
of visual detail. The architecture is a single-stream deep
network that produces an edge map output at various
scales. A weighted average of these edge maps is also
learned and produced. The HED network was trained on
a data set of 162,372 images from selected properties
which have been previously modeled. All image pixels
that correspond to roof lines were set as positive training
examples for the network and all other pixels were set

as background, or negative, examples for the network.
After training the network for 100,000 iterations, the final
trained network is used for inference. In step 56, infer-
ence is performed to generate a building edge mask. A
threshold is applied to the output of the edge detection
network such that all pixels that correspond to values
above the threshold are treated as lines. By way of non-
limiting example, it has been found that a threshold of
0.65 is suitable (but other thresholds could be used). The
sigmoid produces an output between 0 and 1, which in-
dicates the probability of a pixel being an edge a little bit
higher. In addition to simple thresholding, the system
could also use line thinning techniques such as non-max-
imal suppression to refine the output from the neural net-
work. The final output produces a binary mask of possible
roof lines. This mask is illustrated as the mask 64 shown
in FIG. 6A.
[0015] In step 58, the training images are processed
using a second neural network, i.e., a building segmen-
tation network. The building segmentation network is a
fully convolutional network (FCN) with stride 8 (8s) using
the architecture described in the article "Fully Convolu-
tional Networks for Semantic Segmentation" (Long, et al.
2015), the entire disclosure of which is expressly incor-
porated herein by reference. FCN is described in detail
as follows. FCN is a convolutional neural network that is
used to label every pixel in a given input image. It is
trained starting at a coarse level of detail, and refined at
finer scales. It is composed of multiple convolutional lay-
ers. Predicted scores are generated by a 1x1 convolution
with channel dimensions that match the number of data
labels. The predicted scores are followed by a deconvo-
lution layer to up-sample the output scores to a pixel-
level prediction. This network was trained on the same
set of 162,372 images, but with the positive training ex-
amples being all pixels that correspond to the roof model,
as opposed to just the lines. Training took place over
250,000 iterations. In step 60, inference is performed by
simply taking the output of the final layer which produces
either 1 or 0 for roof or background, respectively. The
output is a building segmentation mask such as the mask
68 shown in FIG. 6B. It is noted that other convolution
networks known in the art could be utilized in place of
FCN, provided that such networks are capable of learning
a pixel level segmentation from raw input images and
annotated ground truth.
[0016] In step 62, the line segments identified by the
line detection algorithm are then revised using both the
building edge and segmentation masks generated in
steps 56 and 60. The goal is to isolate the central building,
and keep only the lines that lie on the contour. The central
building is isolated from the building segmentation mask
by first finding all of the contours in the mask and then
performing a point in polygon test with the center point
in the image on each contour. The central most contour
is then dilated and kept. This process is illustrated in
FIGS. 6C-6E. As can be seen in the image 70 in FIG.
6C, the system identifies exterior contours of structures,
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each of which has a center point. As can be seen, the
contours correspond to the structures identified in the
mask shown in the image 68 of FIG. 6B. Then, as shown
in the image 72 in FIG. 6D, the final mask is generated
by the system after post-processing of the image (e.g.,
step 48 of FIG. 5), as discussed herein.
[0017] It is noted that the final masks generated by the
system are created for each view, and only the detected
lines that have at least 50% overlap with the mask are
kept. This yields detected lines for each view that are on
the building of interest and approximately on the contour.
This technique works well if a contour of the individual
building can be extracted from the mask. In images that
are nadir (top-down) this is an easy task, but in oblique
imagery, the building segmentation network does not dis-
tinguish well between neighboring structures. This can
result in the contour running together (spanning multiple
physical structures), as illustrated in the image 74 in FIG.
6E. This issue is addressed in the next phase (step 18
of FIG. 1) to produce the triangulated 3D lines that are
only on the building of interest and not neighboring struc-
tures.
[0018] FIG. 7 is a flowchart illustrating step 18 of FIG.
1 in greater detail. In step 18, the system carries out a
3D segment inference phase that takes as input the fil-
tered 2D detected line segments and produces triangu-
lated 3D segments based off of the epipolar geometry of
the 2D lines given intrinsic and extrinsic camera param-
eters for each 2D image. There are two reasons for tri-
angulating to 3D. First, the lines from the 2D segment
detection are not a complete contour, and the next phase
will infer the remaining lines to produce a complete con-
tour. The inference algorithm operates on 3D lines in
world coordinates, since the lines in 2D pixel space are
rotated or skewed based on the perspective of the image,
and geometry calculations are inaccurate compared to
the real lines in world space. Second, having the z values
of the lines allows for detection of cases where there are
multiple complete contours on a single building. For ex-
ample, the image 84 shown in FIG. 8 has multiple eave
heights and should be treated as separate contours.
[0019] Step 18 begins with step 76, wherein the system
obtains the 2D detected line segments. Each line detect-
ed on an image is a projection of a certain edge on the
ground, according to an observation point. In step 78,
the pixel coordinates of each 2d line segment are con-
verted to world space using camera calibration informa-
tion, so that 3D lines can be obtained. For any pair of
observations where the same edge is projected, the 3D
line containing the edge can be reconstructed from the
crossing of two planes, each one defined by the line pro-
jected on the ground and the observation point. However,
for any pair of observations, many lines are available,
and it can thus be difficult to establish the corresponding
pairs. This issue can be accomplished using a cluster
detection technique in step 80.
[0020] Regarding cluster detection in step 80, it has
been found that, when observing lines on the ground from

different observation points the following is true: ground
projections which are identical from different observation
points correspond to lines actually on the ground (since
the system projects ground projections onto the same
plane as the current plane (relying on the real ground in
the image matching the estimated ground plane), and
since the system utilizes a horizontal plane to estimate
the ground at the building), horizontal 3D lines yield par-
allel ground projections (since the lines are horizontal,
the system projects onto a horizontal plane, and there is
translation of the line), and non-horizontal 3D lines yield
ground projections which intersect at the same point
where the 3D lines crosses the ground (since the point
is already on the plane being projected onto, so that the
projection is the same point as the original). If all planes
are intersected against each other, those corresponding
to the same real 3D edge will be represented by the same
3D line and the same (or similar) solution will be obtained
a number of times. The duplication of the same, or similar,
3D line is used to select the final solutions through clus-
tering. Small clusters are discarded and the centroid of
each large cluster is taken as a solution.
[0021] In step 82, the 3D lines are refined by projecting
the 3D lines back onto the 2D mask for nadir views. As
mentioned above in connection with refinements of the
2D segment detection phase, the 3D lines are refined by
projecting them back on to the 2D mask, but only for the
nadir views. Now, using the same approach as described
previously, it is possible to keep only those 3D lines
whose projection is in some number nadir images and
has some threshold of overlap. This threshold could be
selected so that lines can be retained which have any
amount of overlap with at least two of the building seg-
mentations in the nadir view (e.g., the threshold is >0
pixels overlap in at least two nadir images). This helps
to ensure the 3D lines are on the building of interest by
removing lines picked up in oblique imagery. In the ob-
lique view, it is more likely that there will not be a distinct
region of ’non-building’ pixels to separate the buildings.
Because of this, the system utilizes the nadir images to
segment the building instances as this view is more likely
to have a pixel gap between adjacent buildings. Some-
times, even with the nadir images, there is some overlap
between the buildings in pixel space. This is due to a
number of factors including the nadir images not being
exactly above the building, the presence of densely
packed buildings, and inaccuracies in the network output.
Because of this, networks can be utilized that perform
instance segmentation instead of merely semantic seg-
mentation.
[0022] FIG. 9A is a flowchart illustrating step 20 of FIG.
1 in greater detail. Step 20 comprises a phase of several
steps designed to infer a complete contour of a structure
from the 3D lines. The images 126-140 in FIGS. 10A-
10H illustrate a sample 3D input being processed through
all steps up to the final inferred contour. The images
126-140 show, respectively, the original image (126), the
generated 3D top-down view (128), the generated 3D
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side view (130), the projected view (132), the model
snapped to a grid (134), the contour inferred (136), the
model with snapped endpoints (138), and the complete
model (140).
[0023] Turning back to FIG. 9A, the algorithm of step
20 occurs as follows. First, in step 86, all 3D lines in the
image are centered about zero (this aids in the calcula-
tions that will be performed due to computational re-
straints with floating point numbers, since, originally, the
lines are stored in Universal Transverse Mercator (UTM)
coordinates and the values could be in the hundreds of
thousands). Then, in step 88, the system creates "slices"
along z axis for multiple contours, and flattens all lines in
a "z-slice" to median z value. For each slice, the following
steps then occur. In step 90, the system first selects a
slice. Then, in step 92, the system selects lines that are
parallel within a threshold. In step 94, for lines that are
parallel within a threshold, a determination is made as to
whether the distance between lines is small within a
threshold. If so, step 96, occurs, wherein the system
projects short lines onto longer lines and keeps the pro-
jection. This step collapses/simplifies the lines by creat-
ing "consensus" lines.
[0024] In step 98, the system changes the basis to the
longest line and the line 90 degrees from the longest line.
Then, in step 100, the system snaps all lines to a new
basis. In step 102, the system infers contour lines (de-
scribed in more detail in FIG. 9B, discussed below), and
in step 104, the system snaps endpoints together that
are close. In step 106, the system removes interior lines
from the inference. Then, in step 108, the system winds
contour counterclockwise (e.g., the system ensures that
the contour vertices are in counter-clockwise order)..
Specifically, a contour’s winding refers to the order of the
points in the coordinate system in which they are defined.
In this case, it is desirable for the points to be ordered
counter-clockwise in the coordinate system. This is a re-
quirement of the straight skeleton algorithm discussed
herein, such that input contours are always ordered the
same way. After this step, a polygon is produced, and
assuming that the system is using a right handed coor-
dinate system, the face of the polygon can be envisioned
as pointing either up or down. A counter-clockwise wind-
ing corresponds to the polygon facing up. Consistency
is required so that the system can look at a single line
segment in the polygon and know which side of it is inside
the polygon, versus outside. In this coordinate system,
if the system takes the line segments direction vector and
rotates them +90 degrees counter clockwise, this will pro-
duce a vector that is points to the interior of the contour
polygon. In step 110, the system makes lines that are
collinear within a threshold, collinear. Finally, in step 112,
a determination is made as to whether another slice
should be processed. If so, control returns to step 90;
otherwise, this phase ends.
[0025] FIG. 9B is a flowchart illustrating step 102 of
FIG. 9A in greater detail. Step 102 comprises an algo-
rithm that infers the missing contour lines, and functions

as follows. Beginning in step 114, until no new lines are
added, for each endpoint in each line, the system sort
lines based on distance from the current endpoint to the
orthogonal projection onto other lines, where projections
that are closer to the current line’s other endpoint are
penalized. Then, in step 116, the system sets the first
line in a sorted list as a candidate line to be consider for
connection. Then, in step 118, the system calculates a
vector projection of the current line from the candidate
line for connection. In step 120, a determination is made
as to whether the candidate line for connection and the
vector projection are perpendicular to each other. If so,
step 122 occurs, wherein the system stores the projection
and, if needed, extends the candidate line up to the pro-
jection. Otherwise, if the candidate line for connection
and the vector projection are parallel, the system stores
a new line from the current line and the candidate line
for connection.
[0026] Once the system completes detection of the
contour, detection of rake ends can be accomplished.
The straight skeleton algorithm utilized by the system
treats all edges as eaves, and infers hip roofs. However,
if a gable end is desired, the weight on the contour edge
has to be changed to pi/2, which represents a vertical
plane or slope. More information on weights is discussed
below, but it is helpful to first describe how the system
detects rake ends and appropriately sets contour edge
weights to pi/2, as opposed to a standard slope that is
used for every other face.
[0027] The inputs to the contour inference phase are
3D lines, so this information is leveraged to detect rakes.
A list of candidate rake edges is generated by finding all
3D lines with a slope above some threshold, where slope
is defined as the slope of the line projected to the xz-
plane or yz-plane, whichever is greater. The list of po-
tential rakes is then filtered down to a list of only pairs of
lines which are close to each other and have opposite
slopes, as this helps to eliminate extraneous lines and
create a higher level of confidence in the rakes that are
detected. Now, each pair of rake lines are projected onto
the plane of the completed contour, and if they project
near an edge and are the same length within a threshold,
that edge’s weight is set to pi/2 (vertical) for use in the
straight skeleton. A weight of pi/2 corresponds directly
to the slope angle in radians of the plane corresponding
to the edge. Rakes are made using a vertical plane along
the edge. The process is illustrated in FIGS. 11A-11B
which show, respectively, the detected rakes in 3D in the
image 142 in FIG. 11A, and the detected rakes projected
in the image 144 in FIG. 11B onto a complete contour
(bottom edges’ weights set to pi/2 (vertical)).
[0028] FIG. 12 illustrates operation of step 22 of FIG.
1, wherein the system infers the interior roof lines from
the building contour using a suitable detection algorithm,
such as the straight skeleton algorithm. The goal of this
phase is to take a closed exterior roof contour and de-
termine its interior lines. Different types of interior lines
are determined including hip, valley, and ridge lines. The
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images in FIG. 12 show an exterior contour (in the left
image) and the interior lines determined (in the right im-
age). The straight skeleton algorithm is now described
in detail.
[0029] The straight skeleton algorithm is a method of
creating a topological representation of a given polygon.
The straight skeleton of a polygon is generated by shrink-
ing the exterior contour along angular bisectors at the
vertices using plane intersections. There is a directional
plane originating from each edge of the input polygon.
The shrinking is simulated with a flat sweeping plane that
moves upwards in the Z-axis direction, intersecting with
each directional plane. By progressively moving a
sweeping plane upwards and intersecting directional
planes originating from each polygon edge, the straight
line interior structure of the input polygon can be inferred.
The final roof faces can be reconstructed from the interior
lines generated by the sweeping plane simulation. The
results of this process are shown in the model illustrated
in FIG. 13. The straight skeleton algorithm shrinks from
the exterior roof contour line 150 shown in FIG. 13 (which
is the input polygon to the algorithm) using a sweeping
plane simulation. The polygon shrinks (as illustrated by
lines 152a-152f, i.e., the polygon shrinks from line 152a
to 152b, then from line 152b to line 152c, etc.) as the
sweeping plane moves up, intersecting the directional
planes from each polygon edge. Each input edge con-
tains a weight that determines the slope of its directional
plane. This weight can be any value between 0 and pi.
The weight is the angle in radians above the horizontal
plane. A weight greater than pi/2 means the directional
plane slopes outward, away from the contour. A weight
of 0.0 represents a directional plane that is horizontal. A
weight of pi/2 means the directional plane is vertical, cre-
ating a rake. This weighted approach is known as Mixed
Weight Straight Skeleton (MWSS) and allows for many
more interior lines to be properly determined. Ultimately,
the sweeping process ends when the interior roof lines
154 are identified.
[0030] When multiple planes meet in intersections,
these are called events. There are multiple types of
events, but the two main categories are general intersec-
tion events and user events. Examples of the different
types of events are shown in FIG. 14. The image to the
left has general intersection events occurring at points
156. The example on the right has a user event highlight-
ed in the rectangle 158 that changes the directional
planes of all the edges once the given elevation has been
reached during the simulation. General intersection
events are events caused by three or more directional
planes intersecting. Depending on which edges are in-
volved in the event, the event is handled differently.
Chains of edges are created and processing using the
intra-chain resolution followed by the inter-chain resolu-
tion. General intersection events result in interior lines
being added. User events modify the behavior of the sim-
ulation while it is running. They occur at a given 3D lo-
cation and modify the behavior of the simulation starting

at that location. A user event could change the directional
plane of an input edge, or insert a new shape into the
existing contour. These events are used to generate a
wide variety of roof types and configurations.
[0031] The straight skeleton algorithm starts by com-
puting general intersection events for each set of 3 ad-
jacent planes and adding them to a priority queue sorted
by lowest Z value. User events are specified at initializa-
tion and added to the queue. While there are events in
the queue, the algorithm pops the next event from the
queue and processes it. When all events are processed,
the roof faces are recovered by traversing the edges that
participated in the algorithm.
[0032] FIG. 15 is a diagram illustrating hardware and
software components capable of implementing the sys-
tem of the present disclosure. The system could be em-
bodied as computer vision system code (non-transitory,
computer-readable instructions) stored on a computer-
readable medium and executable by a computer system
164. The code 160 could include various code modules
that carry out the steps/processes discussed herein, and
could include, but is not limited to, an aerial imagery pre-
processing module 162a, a 2D segment detection mod-
ule 162b, a 3D segment triangulation module 162c, a
building contour detection module 162d, an interior lines
inference module 162e, and a final model generation
module 162f. The computer system 164 could include,
but is not limited to, a personal computer, a laptop com-
puter, a tablet computer, a smart telephone, a server,
and/or a cloud-based computing platform. Further, the
code 160 could be distributed across multiple computer
systems communicating with each other over a commu-
nications network, and/or stored and executed on a cloud
computing platform and remotely accessed by a compu-
ter system in communication with the cloud platform. The
code 160 communicates with an aerial imagery database
166, which could be stored on the same computer system
as the code 160 or on one or more other computer sys-
tems in communication with the code 160.
[0033] Having thus described the invention in detail, it
is to be understood that the foregoing description is not
intended to limit the spirit or scope thereof. What is de-
sired to be protected is set forth in the following claims.
[0034] Alternative statements of invention are recited
below as numbered clauses.

1. A computer vision system for detecting and mod-
eling features of a building in a plurality of images,
comprising:

at least one computer system in communication
with a database of aerial imagery; and
computer vision system code executed by said
at last one computer system, said computer vi-
sion system code causing said computer system
to:

receive a plurality of images, each of said
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images including a view of a structure;
process the plurality of images to identify a
plurality of two-dimensional (2D) line seg-
ments in each image;
process the plurality of 2D line segments to
generate a plurality of three- dimensional
(3D) line segments;
process the plurality of 3D line segments to
detect a contour of the structure;
process the contour of the structure to infer
interior roof lines from the structure; and
generate a model of the roof of the structure
using the detected contour and interior roof
lines.

2. The system of Clause 1, wherein the plurality of
images comprise a plurality of aerial images.
3. The system of Clause 1, wherein the computer
vision system code causes said computer system to
group the 2D lines into groups sharing a level- line
angle.
4. The system of Clause 3, wherein the computer
vision system code causes said computer system to
post-process the 2D lines to remove undesired 2D
lines which do not correspond to a structure of inter-
est.
5. The system of Clause 4, wherein the system fur-
ther comprises an edge detection network for post-
processing the 2D lines.
6. The system of Clause 5, wherein the system fur-
ther comprises a building segmentation network for
post-processing the 2D lines.
7. The system of Clause 6, wherein the holistic edge
detection network generates a building edge mask
for post-processing the 2D lines.
8. The system of Clause 6, wherein the building seg-
mentation network generates a building segmenta-
tion mask for post-processing the 2D lines.
9. The system of Clause 1, wherein the computer
vision system code causes said computer system to
covert pixel coordinates of the 2D line segments to
world space coordinates.
10. The system of Clause 9, wherein the computer
vision system code causes said computer system to
process the 3D line segments using cluster-based
detection.
11. The system of Clause 10, wherein the computer
vision system code causes said computer system to
refine the 3D line segments by projecting the 3D line
segments onto a 2D mask.
12. The system of Clause 1, wherein the computer
vision system code causes said computer system to
execute a straight skeleton algorithm applied to the
contour to infer the interior roof lines.
13. The system of Clause 1, wherein the computer
vision system code causes said computer system to
detect roof rake features of the structure.
14. A computer vision method for detecting and mod-

eling features of a building in a plurality of images,
comprising the steps of:

receiving at a computer system a plurality of im-
ages, each of said images including a view of a
structure;
processing the plurality of images using to iden-
tify a plurality of two-dimensional (2D) line seg-
ments in each image using a 2D segment de-
tection algorithm;
processing the plurality of 2D line segments to
generate a plurality of three- dimensional (3D)
line segments using a triangulation algorithm;
processing the plurality of 3D line segments to
detect a contour of the structure using a contour
inference algorithm;
processing the contour of the structure to infer
interior roof lines from the structure; and
generating a model of the roof of the structure
using the detected contour and interior roof
lines.

15. The method of Clause 14, further comprising
grouping the 2D lines into groups sharing a level-line
angle.
16. The method of Clause 15, further comprising
post-processing the 2D lines to remove undesired
2D lines which do not correspond to a structure of
interest.
17. The method of Clause 16, further comprising ap-
plying an edge detection network for post-process-
ing the 2D lines.
18. The method of Clause 17, further comprising ap-
plying a building segmentation network for post-
processing the 2D lines.
19. The method of Clause 18, further comprising
generating a building edge mask for post-processing
the 2D lines.
20. The method of Clause 19, further comprising
generating a building segmentation mask for post-
processing the 2D lines.
21. The method of Clause 14, further comprising
converting pixel coordinates of the 2D line segments
to world space coordinates.
22. The method of Clause 21, further comprising
processing the 3D line segments using cluster-
based detection.
23. The method of Clause 22, further comprising re-
fining the 3D line segments by projecting the 3D line
segments onto a 2D mask.
24. The method of Clause 14, further comprising ex-
ecuting a straight skeleton algorithm applied to the
contour to infer the interior roof lines.
25. The method of Clause 14, further comprising de-
tecting roof rake features of the structure.
26. A non- transitory, computer-readable medium
having computer-readable instructions stored ther-
eon which, when executed by a computer system,
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causes the computer system to execute the steps of:

receiving at the computer system a plurality of
images, each of said images including a view of
a structure;
processing the plurality of images using to iden-
tify a plurality of two-dimensional (2D) line seg-
ments in each image using a 2D segment de-
tection algorithm;
processing the plurality of 2D line segments to
generate a plurality of three- dimensional (3D)
line segments using a triangulation algorithm;
processing the plurality of 3D line segments to
detect a contour of the structure using a contour
inference algorithm;
processing the contour of the structure to infer
interior roof lines from the structure; and
generating a model of the roof of the structure
using the detected contour and interior roof
lines.

27. The computer-readable medium of Clause 26,
further comprising grouping the 2D lines into groups
sharing a level-line angle.
28. The computer-readable medium of Clause 27,
further comprising post-processing the 2D lines to
remove undesired 2D lines which do not correspond
to a structure of interest.
29. The computer-readable medium of Clause 28,
further comprising applying an edge detection net-
work for post-processing the 2D lines.
30. The computer-readable medium of Clause 29,
further comprising applying a building segmentation
network for post-processing the 2D lines.
31. The computer-readable medium of Clause 30,
further comprising generating a building edge mask
for post-processing the 2D lines.
32. The computer-readable medium of Clause 31,
further comprising generating a building segmenta-
tion mask for post-processing the 2D lines.
33. The computer-readable medium of Clause 26,
further comprising converting pixel coordinates of
the 2D line segments to world space coordinates.
34. The computer-readable medium of Clause 33,
further comprising processing the 3D line segments
using cluster-based detection.
35. The computer-readable medium of Clause 34,
further comprising refining the 3D line segments by
projecting the 3D line segments onto a 2D mask.
36. The computer-readable medium of Clause 26,
further comprising executing a straight skeleton al-
gorithm applied to the contour to infer the interior
roof lines.
37. The computer-readable medium of Clause 26,
further comprising detecting roof rake features of the
structure.

Claims

1. A computer vision method for detecting and mode-
ling features of a building in a plurality of images,
comprising the steps of:

receiving at a computer system a plurality of im-
ages, each of said images including a view of a
structure;
processing the plurality of images to detect a
contour of the structure;
processing the contour of the structure to infer
interior roof lines from the structure; and
generating a model of the roof of the structure
using the detected contour and the interior roof
lines;
processing the plurality of images to identify a
plurality of two-dimensional (2D) line segments
in each image using a 2D segment detection
algorithm; and
grouping the 2D lines into groups sharing a level-
line angle.

2. The method of claim 1, wherein the step of process-
ing the plurality of images further comprises process-
ing the plurality of 2D line segments to generate a
plurality of three-dimensional (3D) line segments.

3. The method of claim 2, wherein the step of process-
ing the plurality of images further comprises process-
ing the plurality of 3D line segments to detect the
contour of the structure.

4. The method of claim 1, further comprising post-
processing the 2D lines to remove undesired 2D
lines which do not correspond to a structure of inter-
est.

5. The method of claim 4, further comprising applying
an edge detection network for post-processing the
2D lines.

6. The method of claim 5, further comprising applying
a building segmentation network for post-processing
the 2D lines.

7. The method of claim 6, further comprising generating
a building edge mask or a building segmentation
mask for post-processing the 2D lines.

8. The method of claim 1, further comprising converting
pixel coordinates of the 2D line segments to world
space coordinates.

9. The method of claim 8, further comprising process-
ing 3D line segments using cluster-based detection.

10. The method of claim 9, further comprising refining
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the 3D line segments by projecting the 3D line seg-
ments onto a 2D mask.

11. The method of claim 1, further comprising detecting
roof rake features of the structure.

12. The method of claim 1, wherein processing the plu-
rality of images to detect the contour of the structure
uses a contour inference algorithm.

13. A non-transitory, computer-readable medium having
computer-readable instructions stored thereon
which, when executed by a computer system, caus-
es the computer system to execute the method of
any preceding claim.

14. A computer vision system for detecting and modeling
features of a building in a plurality of images, com-
prising:

at least one computer system in communication
with a database of aerial imagery; and
computer vision system code executed by said
at last one computer system, said computer vi-
sion system code causing said computer system
to perform the method of any one of claims 1-13.

15. A computer vision system for detecting and modeling
features of a building in a plurality of images, com-
prising:

at least one computer system in communication
with a database of aerial imagery; and
computer vision system code executed by said
at last one computer system, said computer vi-
sion system code causing said computer system
to:

receive a plurality of images, each of said
images including a view of a structure;
process the plurality of images to detect a
contour of the structure;
process the contour of the structure to infer
interior roof lines from the structure;
and generate a model of the roof of the
structure using the detected contour and the
interior roof lines, wherein step of process-
ing the plurality of images comprises
processing the plurality of images to identify
a plurality of two-dimensional (2D) line seg-
ments in each image, and wherein the com-
puter vision system code causes said com-
puter system to group the 2D lines into
groups sharing a level-line angle.
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