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DESCRIPTION OF THE EMBODIMENTS IMAGE PROCESSING APPARATUS , 
IMAGING SYSTEM , RECORDING MEDIUM , 

AND CONTROL METHOD 

BACKGROUND OF THE INVENTION 

[ 0011 ] Hereinafter , an image capturing apparatus accord 
ing to the embodiments of the present invention will be 
described with reference to the drawings . In this case , those 
having the same function in all the drawings are denoted by 
the same numerals , and the repetitive description thereof 
will be omitted . 

Field of the Invention 

[ 0001 ] The present invention relates to an image process 
ing apparatus , an imaging system , a recording medium , and 
a control method thereof . 

First Embodiment 

Description of the Related Art 
[ 0002 ] In an image capturing apparatus for a monitoring 
use and the like , acquiring a clear object image may be 
requested even under low illumination , such as at night . As 
an image capturing apparatus that can acquire a clear object 
image even under a low illumination , an image capturing 
apparatus that includes an image capturing element that is 
sensitive to an infrared light in addition to an image cap 
turing element that is sensitive to a visible light and syn 
thesizes image signals acquired by the two image capturing 
elements and displays the synthesized signal has been pro 
posed ( Japanese Unexamined Patent Application , First Pub 
lication No. 2013-247492 ) . In Japanese Unexamined Patent 
Application , First Publication No. 2013-247492 , synthesis 
parameters during synthesis processing are automatically 
determined in accordance with a shooting environment . 
However , there are cases in which an image desired by the 
user cannot be acquired depending on a region of interest of 
a user . 

[ 0003 ] It is therefore an object of the present invention to 
provide an image capturing apparatus that can acquire an 
optimum image in accordance with a region of interest of a 
user . 

SUMMARY OF THE INVENTION 

[ 0012 ] An image capturing apparatus according to the 
present embodiment is shown in FIG . 1. In FIG . 1 , an image 
capturing apparatus 100 includes an imaging optical system 
101 , a light separating unit 102 , a first image capturing 
element 103 , a second image capturing element 104 , a 
synthesis processing unit 105 , a control unit 106 , and a 
region - of - interest selecting unit 110 . 
[ 0013 ] The light separating unit 102 separates light inci 
dent through the imaging optical system 101 into the first 
image capturing element 103 and the second image captur 
ing element 104. Specifically , the light separating unit 102 is 
configured by a wavelength selection prism , and is config 
ured such that light having a wavelength that is shorter than 
a wavelength of a specific threshold ( visible light ) is trans 
mitted through the wavelength selection prism , a light 
having a wavelength that is longer than a wavelength of the 
specific threshold ( an infrared light ) is reflected by the 
wavelength selection prism . Note that in this context , “ trans 
mitted / reflected ” means that 80 % or more of the light is 
transmitted / reflected . 
[ 0014 ] Specifically , visible light is incident to the first 
image capturing element 103 , and infrared light is incident 
to the second image capturing element 104. In this context , 
the specific threshold is 600 nm or more and 750 nm or less . 
Specifically , the boundary between the visible light and the 
infrared light is defined as 600 nm or more and 750 nm or 
less . Additionally , “ infrared light ” means light having a 
wavelength from a specific threshold to 2500 nm . FIG . 2 
illustrates an example of a spectral transmission spectrum 
and a spectral reflection spectrum of the wavelength selec 
tion prism . The solid line shows transmission and the dotted 
line shows reflection . 
[ 0015 ] The first image capturing element 103 is sensitive 
to at least a visible light and the second image capturing 
element 104 is sensitive to at least an infrared light . For 
example , if Si is used for a material of a photoelectric 
conversion unit , an image capturing element that is sensitive 
to light having a wavelength of 380 nm or more and 1100 nm 
or less can be realized . Therefore , the photoelectric conver 
sion units of the first image capturing element 103 and the 
second image capturing element 104 may be formed by Si . 
Note that , as the first image capturing element 103 and the 
second image capturing element 104 , for example , a CCD or 
CMOS image capturing element , can be used . 
[ 0016 ] The pixels in the first image capturing element 103 
include on - chip color filters having an RGB Bayer arrange 
ment , and a first image signal 107 in RGB format that has 
been output from the first image capturing element 103 
includes color information in addition to luminance infor 
mation . In contrast , a second image signal 108 that has been 
output from the second image capturing element 104 
includes only the luminance information . Note that the first 
image capturing element 103 only has to have a sensitivity 
distribution , principally , with reference to a visible light , 

[ 0004 ] An image processing apparatus comprising : an 
image synthesis unit configured to synthesize a visible light 
image and an infrared light image and generate a synthesis 
image ; a region specifying unit configured to specify a 
region in the synthesis image ; and an evaluation unit con 
figured to evaluate the saturation of the synthesis image in 
a region specified by the region specifying unit , wherein the 
image synthesis unit changes the synthesis ratio of the 
visible light image and the infrared light image in the 
synthesis image in accordance with the saturation that has 
been evaluated by the evaluation unit . 
[ 0005 ] Further features of the present invention will 
become apparent from the following description of exem 
plary embodiments with reference to the attached drawings . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0006 ] FIG . 1 is a block diagram of an image capturing 
apparatus according to the first embodiment . 
[ 0007 ] FIG . 2 is a spectral distribution diagram of a 
wavelength selection prism . 
[ 0008 ] FIG . 3 is a flowchart illustrating an operation 
according to the first embodiment . 
[ 0009 ] FIG . 4 illustrates a region of interest . 
[ 0010 ] FIG . 5 is a block diagram illustrating an example of 
a monitoring system as an imaging system including an 
image capturing apparatus . 
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where a sensitivity distribution with respect to a light other 
than the visible light may be included . 
[ 0017 ] Additionally , the second image capturing element 
104 only has to have a sensitivity distribution , principally , 
with reference to an infrared light , where a sensitivity 
distribution with respect to a light other than the infrared 
light may be included . The driving of the first image 
capturing element 103 and the second image capturing 
element 104 and the readout of the image signals are 
controlled by the control unit 106. The control unit 106 
includes a computer such as a CPU and a memory . Note that 
the memory stores a computer program for causing the CPU 
to execute an operation of the flowchart to be described 
below . The control unit 106 also includes a driving circuit 
for controlling operations of various circuits based on 
instructions from the CPU . 
[ 0018 ] The synthesis processing unit 105 synthesizes the 
first image signal 107 and the second image signal 108 , and 
generates a third image signal 109. Specifically , for example , 
the following processing is performed . First , the first image 
signal 107 read out in RGB format is demosaiced , devel 
oped , and converted into image signals in YUV format . The 
YUV signals obtained from the first image signal 107 at this 
time are respectively denoted by “ Y1 ” , “ U1 ” , and “ V1 ” . 
Similarly , the second image signal 108 is also developed and 
converted into an image signal in YUV format . At this time , 
the Y signal of the second image signal 108 is denoted by 
“ Y2 " . Note that the second image signal 108 has no color 
information and the values of U and V are 0 . 
[ 0019 ] Next , the Y1 signal and the Y2 signal are synthe 
sized to generate the third image signal 109. Specifically , 
when the YUV signals of the third image signal 109 are 
denoted by “ Y3 ” , “ U3 ” , and “ V3 " , the third image signal 
109 is generated by using the following formulae : 

Y3 = ax Y1 + ( 1 - a ) xY2 ( Formula 1 ) 

the first image signal 107 , and thereby an image signal that 
has an excellent color reproducibility is obtained . In con 
trast , as the value of a becomes smaller , the third image 
signal 109 becomes close to the second image signal 108 so 
that an image signal that has an excellent the SN ratio is 
obtained . Specifically , the color reproducibility and the SN 
ratio are in a trade - off relationship , and it is possible to 
change which of the SN ratio or the color reproducibility is 
to be emphasized by controlling the value of a . 
[ 0023 ] In the case where the illuminance of the shooting 
environment is measured and the value of a is determined 
in accordance with the measured illuminance , a may be set 
larger as the illuminance is higher and , in contrast , a may be 
set smaller as the illuminance is lower . Thus , it is possible 
to generate a synthesis image with an emphasis on the color 
reproducibility as the illuminance is higher , and is possible 
to generate synthesis image with an emphasis on the SN 
ratio as the illuminance is lower . However , even if the 
illuminance is the same , there are different situations in 
which the color reproducibility is desired to be emphasized 
or the SN ratio is desired to be emphasized , depending on the 
region of interest of the user . In the image capturing appa 
ratus 100 according to the present embodiment , whether the 
color reproducibility or the SN ratio is to be emphasized is 
switched depending on the region of interest of the user . A 
detailed description will be given below . 
[ 0024 ] FIG . 3 is a flowchart illustrating an operation in the 
present embodiment . Each step can be executed by the 
control of each unit of the image capturing apparatus 100 
performed by the control unit 106. First , in step S301 , a 
region of interest , which is a region interested by a user , is 
selected ( or specified ) . Here , a method for selecting a region 
of interest will be described . FIG . 4 illustrates a region of 
interest . The region - of - interest selecting unit 110 includes a 
display unit 111 that displays the third image signal 109 
generated by the synthesis processing unit 105 , and an 
interface 112 that selects a region - of - interest 113 that of 
interest to a user in the displayed third image signal 109 . 
Upon selection of the region - of - interest 113 by the user by 
using the interface 112 such as a cursor or a touch panel , the 
region - of - interest 113 is displayed superimposed on the third 
image signal 109 that is displayed on the display unit 111 . 
( 0025 ] Note that the image capturing apparatus 100 itself 
does not have to include the display unit 111 and the 
interface 112. For example , the image capturing apparatus 
100 may transfer the third image signal 109 to a client 
apparatus via the network , and the user may select the 
region - of - interest 113 by using a display unit or an interface 
disposed on the client apparatus side . In this case , the client 
apparatus may also include the region - of - interest selecting 
unit 110 . 
[ 0026 ] Furthermore , the synthesis processing unit 105 
may also be disposed on the client apparatus side , the image 
capturing apparatus 100 may transmit the first image signal 
and the second image signal to the client apparatus in 
accordance with an instruction from the client apparatus , and 
synthesis may be performed on the client apparatus side . 
[ 0027 ] Returning to FIG . 3 , in step S302 , the synthesis 
processing unit 105 obtains a synthesis evaluation value of 
the region - of - interest 113. That is , a synthesis ratio evalua 
tion value is obtained based on the region - of - interest 113 in 
the third image signal 109 , and it is determined whether the 
color reproducibility or the SN ratio is to be emphasized . 
More specifically , a synthesis evaluation value is obtained 

U3 = U1 ( Formula 2 ) 

V3 = V1 ( Formula 3 ) 

[ 0020 ] Here , a is a real number of 0 or more and 1 or less . 
As can be seen from the formula 1 , with respect to the 
luminance information determined by the Y signal , as the 
value of a becomes larger , the third image signal 109 
becomes close to the first image signal 107 , and as the value 
of a becomes smaller , the third image signal 109 becomes 
close to the second image signal 108. As for the color 
information determined by the ratio of the U signal , the V 
signal , and the Y signal , as the value of a becomes larger , the 
third image signal 109 becomes close to the first image 
signal 107 , and as the value of a becomes smaller , the third 
image signal 109 becomes close to the second image signal 
108. That is , the synthesis ratio of the first image signal 107 
and the second image signal 108 is changed due to the 
change of the value of a . 
[ 0021 ] In many cases , an infrared light component is 
stronger than a visible light component under a low illumi 
nation , such as at night . Therefore , it is possible to obtain the 
third image signal 109 that has a better SN ( signal - to - noise ) 
ratio compared to the first image signal 107 , and has both the 
luminance information and the color information due to the 
synthesis processing performed by the synthesis processing 
unit 105 . 
[ 0022 ] As a result for the formula 1 , as the value of a 
becomes larger , the third image signal 109 becomes close to 
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by using any one of the saturation , the spatial frequency , and 
the SN ratio of the region - of - interest 113 , or a plurality of 
pieces of information thereof , and consequently a synthesis 
ratio is determined . Note that the synthesis evaluation value 
may be obtained by using not only the region - of - interest 113 
of the third image signal 109 , but also other information . For 
example , the synthesis evaluation value may be obtained by 
using the saturation , the spatial frequency , and the SN ratio 
of the region corresponding to the region - of - interest 113 in 
the first image signal 107 and the region corresponding to 
the region - of - interest 113 in the second image signal 108 . 
[ 0028 ] In step S303 , the synthesis processing unit 105 
determines a value of a in accordance with the saturation of 
the region - of - interest 113. If the saturation of the region - of 
interest 113 is low , the importance of the color information 
is low . Therefore , if the saturation of the region - of - interest 
113 is low , the synthesis processing unit 105 generates the 
third image signal 109 with an emphasis on the SN ratio 
rather than the color reproducibility . In contrast , if the 
saturation of the region - of - interest 113 is high , the impor 
tance of the color information is high . Therefore , if the 
saturation of the region - of - interest 113 is high , the third 
image signal 109 is generated with an emphasis on the color 
reproducibility rather than the SN ratio . As described above , 
as the value of a is larger , the synthesis ratio of the first 
image signal 107 increases and the third image signal 109 
becomes close to the first image signal 107 , resulting in that 
an image having an excellent color reproducibility is gen 
erated . 
[ 0029 ] Specifically , for example , value to be added or 
subtracted from a may be set in advance in accordance with 
the saturation value . Additionally , a threshold D1 for com 
parison with the saturation of the region - of - interest 113 is 
set , and if the saturation is lower than the threshold D1 , the 
value of a may be set smaller with an emphasis on the SN 
ratio rather than on the color reproducibility , and if the 
saturation is the threshold D1 or more , the value of a may be 
set larger with an emphasis on the color reproducibility 
rather than the SN ratio . Further , the value of a correspond 
ing to the saturation value may be set in advance . In this 
case , for example , as the saturation value of the color of the 
region - of - interest 113 becomes higher , the value of a is set 
higher . Thus , as the saturation becomes higher , the synthesis 
ratio of the first image signal 107 increases and the third 
image signal 109 becomes close to the first image signal 
107 , resulting in that the third image signal 109 having an 
excellent color reproducibility can be generated . 
[ 0030 ] Next , in step S304 , the synthesis processing unit 
105 determines a value of a in accordance with the spatial 
frequency of the texture in the region - of - interest 113. If the 
spatial frequency of the texture in the region - of - interest 113 
is low , the user can visually recognize the texture even if the 
SN ratio of the image is small . Hence , if the spatial fre 
quency of the texture in the region - of - interest 113 is low , the 
third image signal 109 is generated with an emphasis on the 
color reproducibility rather than the SN ratio . In contrast , if 
the spatial frequency of the texture in the region - of - interest 
113 is high , it becomes difficult for the user to visually 
recognize the texture accurately unless the image has a large 
SN ratio . Accordingly , if the spatial frequency of the texture 
in the region - of - interest 113 is high , the third image signal 
109 is generated with an emphasis on the SN ratio rather 
than the color reproducibility . As described above , as the 
value of a becomes smaller , the synthesis ratio of the second 

image signal 108 increases and the third image signal 109 
comes close to the second image signal 109 , resulting in that 
an image having an excellent SN ratio is obtained . 
[ 0031 ] Specifically , for example , a value to be added or 
subtracted from a may be set in advance in accordance with 
the value of the spatial frequency . Additionally , a threshold 
D2 for comparison with the spatial frequency of the texture 
in the region - of - interest 113 may be set . In this case , in the 
case where the spatial frequency is higher than the threshold 
D2 , the value of a may be set smaller with an emphasis on 
the SN ratio rather than the color reproducibility , and in the 
case where the spatial frequency is the threshold D2 or less , 
the value of a may be set larger with an emphasis on the 
color reproducibility rather than the SN ratio . Further , a 
value of a corresponding to the value of the spatial frequency 
may be set in advance . In this case , for example , as the 
spatial frequency of the texture in the region - of - interest 113 
is higher , the value of a is set smaller . Hence , as the spatial 
frequency is higher , the synthesis ratio of the second image 
signal 108 increases and the third image signal 109 becomes 
close to the second image signal 108 , resulting in that the 
third image signal 109 that has an excellent SN ratio can be 
generated . 
[ 0032 ] Next , in step S305 , the synthesis processing unit 
105 determines a value of a in accordance with the SN ratio 
of the region - of - interest 113. If the SN ratio of the region 
of - interest 113 is low , the third image signal 109 is generated 
with an emphasis on the SN ratio . In contrast , if the SN ratio 
of the region - of - interest 113 is high , sufficient image vis 
ibility can be obtained without a further increase in the SN 
ratio , so that the third image signal 109 is generated with an 
emphasis on the color reproducibility . As described above , 
as the value of a becomes smaller , the synthesis ratio of the 
second image signal 108 increases and the third image signal 
109 becomes closer to the second image signal 108 , result 
ing in that an image having an excellent SN ratio can be 
obtained . 
[ 0033 ] Specifically , for example , a value to be added or 
subtracted from a may be set in advance in accordance with 
the value of the SN ratio . Additionally , a threshold D3 for 
comparison with the SN ratio of the region - of - interest 113 
may be set . In this case , if the SN ratio is lower than the 
threshold D3 , the value of a may be set smaller with an 
emphasis on the SN ratio rather than the color reproducibil 
ity , and if the SN ratio is the threshold D3 or more , the value 
of a may be set larger with an emphasis on the color 
reproducibility rather than the SN ratio . Further , a value of 
a corresponding to the value of the SN ratio may be set in 
advance . In this case , for example , as the value of the SN 
ratio of the region - of - interest 113 becomes higher , the value 
of a is set larger . Accordingly , as the SN ratio becomes 
higher , the synthesis ratio of the first image signal 107 
increases and the third image signal 109 becomes closer the 
first image signal 107 , resulting in that the third image signal 
109 that has an excellent SN ratio can be generated . 
[ 0034 ] Note that the SN ratio is a value obtained by 
dividing an average value of the luminance of a portion 
where a texture does not exist in the region - of - interest 113 
by a standard deviation of luminance . The maximum value , 
the average value , or the intermediate value in the region 
of - interest 113 may be obtained for the color saturation , the 
spatial frequency of the texture , and the SN ratio . Subse 
quently , in step S305 , the synthesis processing unit 105 
generates the third image signal 109 by using a determined 
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in the above step . In this way , it is possible to obtain an 
optimum image corresponding to the region of interest of the 
user . 

the larger the number of types of images to be displayed is , 
the larger the data amount is , thereby causing the delay of 
the displayed image . 
[ 0040 ] Additionally , the image to be displayed may be 
changed depending on the shooting environment . For 
example , if a sufficient illuminance is obtained , a is set to 1 , 
and the first image signal 107 is displayed . As the illumi 
nance decreases , a is set smaller to continuously change the 
weight , and the third image signal 109 , which is a synthesis 
image signal , is displayed . Eventually , a is set to 0 and the 
second image signal 108 is displayed . 

Second Embodiment 

[ 0035 ] Note that , in the present embodiment , although the 
example has been described in which a is determined by 
using all of the saturation , the spatial frequency , and the SN 
ratio of the region - of - interest 113 , a may be determined by 
using any one of the saturation , the spatial frequency , and the 
SN ratio , or by using a plurality of pieces of information 
thereof as described above , and the present invention is not 
limited thereto . Although FIG . 3 illustrates a case in which 
a is determined ( added or subtracted ) in the order of the 
saturation , the spatial frequency , and the SN ratio of the 
region - of - interest 113 , this order does not necessarily have 
to be used . Additionally , after step S306 , the user may check 
the display state of the third image signal 109 and further set 
a manually ( fine adjustment ) . In this case , for example , the 
user performs fine adjustment by using the interface 112 . 
[ 0036 ] Furthermore , whether the SN ratio or the color 
reproducibility is to be emphasized may be changed depend 
ing on an object included in the region - of - interest 113. If the 
object is , for example , a person's face or a license plate of 
a car , the texture information is important , so that the third 
image signal 109 is generated with an emphasis on the SN 
ratio . Specifically , the value of a is set high to increase the 
synthesis ratio of the first image signal 107 . 
[ 0037 ] In contrast , if the object is , for example , a person's 
clothes or a car's body , the color information is important , 
so that the third image signal 109 is generated with an 
emphasis on the color reproducibility . That is , the value of 
a is set small to increase the synthesis ratio of the second 
image signal 108. In order to determine the type of the 
object , for example , a feature point is detected in the 
region - of - interest 113 and is matched with the feature point 
information that has been registered in advance . 
[ 0038 ] Although FIG . 4 illustrates a case in which the user 
specifies the region - of - interest 113 itself , the image captur 
ing apparatus 100 may select the region - of - interest 113 by 
using another method . For example , the region - of - interest 
selecting unit 110 may select a range of an index ( for 
example , a frame - shaped index ( AE frame ) ) indicating the 
position and the size of the photometry region ( AE region ) 
set by the user to serve as the region - of - interest 113 . 
Additionally , the region - of - interest selecting unit 110 may 
select a range of an index ( for example , a frame - shaped 
index ( AWB frame ) ) indicating the position and size of an 
automatic color balance adjustment region ( AWB region ) , 
which is a specific region for determining a white balance 
correction value to serve as the region - of - interest 113. If the 
image capturing apparatus 100 has a mechanism for adjust 
ing the focal position , the region - of - interest selecting unit 
110 may select an index ( for example , a frame - shaped index 
( AF frame ) ) indicating the position and the size of the 
current focus detection region ( AF area ) to serve as the 
region - of - interest 113 . 
[ 0039 ] Further , in the present embodiment , although only 
the third image signal 109 is displayed , either or both of the 
first image signal 107 and the second image signal 108 may 
be simultaneously displayed on the display unit 111. How 
ever , in particular , if the image capturing apparatus 100 
transfers an image to the client apparatus via a network , it is 
preferable to display only the third image signal 109 because 

[ 0041 ] In the image capturing apparatus according to the 
second embodiment , based on the information included in 
the region - of - interest 113 ( for example , the spatial fre 
quency or the SN ratio ) , a value other than a is also changed . 
Specifically , at least one of the accumulation time periods of 
the first image capturing element 103 and the second image 
capturing element 104 and the resolutions of the first image 
signal 107 and the second image signal 108 is changed . 
Thus , the third image signal 109 having a higher visibility 
can be generated . 
[ 0042 ] First , a description will be given of a case where 
the resolution of an image is changed in accordance with the 
region - of - interest 113. In general , as the resolution of the 
image increase , the visibility for an object having a texture 
with a high spatial frequency increases . In contrast , if a 
plurality of pixel signals in the image capturing element are 
added and output , or an image is low - pass filtered , the SN 
ratio of the image improves due to the averaging effect . That 
is , the SN ratio of the image can be improved by reducing 
the resolution of the image . 
[ 0043 ] Accordingly , in the image capturing apparatus 
according to the present embodiment , if the spatial fre 
quency of the texture in the region - of - interest 113 is high , 
the control unit 106 increases the resolution with respect to 
the second image signal 108 from which an image having a 
relatively high SN ratio can be obtained with an emphasis on 
the visibility of the texture having a high spatial frequency . 
In contrast , with respect to the first image signal 107 having 
a relatively low SN ratio , the resolution is reduced with an 
emphasis on the SN ratio . Specifically , the control unit 106 
brings the ratio of the resolution of the second image signal 
108 to the resolution of the first image signal 107 closer to 
1 as the spatial frequency of the texture of the region - of 
interest 113 is lower . In contrast , as the spatial frequency of 
the texture in the region - of - interest 113 is higher , the control 
unit 106 increases the ratio of the resolution of the second 
image signal 108 to the resolution of the first image signal 
107. In this way , it is possible to realize both the visibility 
for a texture having a high spatial frequency and the SN ratio 
of an image . 
[ 0044 ] Note that it is preferable to change the resolution of 
the image not only in accordance with the spatial frequency 
of the texture in the region - of - interest 113 but also in 
accordance with the SN ratio . In the case where the SN ratio 
in the region - of - interest 113 is low , if the same resolution is 
used for the first image signal 107 and the second image 
signal 108 , it is difficult to achieve both the visibility for a 
texture having a high spatial frequency and the SN ratio of 
the image . 
[ 0045 ] Hence , as the SN ratio of the region - of - interest 113 
becomes higher , the control unit 106 brings the ratio of the 
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motion in the second image and to suppress the decrease in 
the SN ratio in the first image . In this way , it is possible to 
realize a balance between the visibility for an object having 
a large amount of motion and the suppression of the decrease 
in the SN ratio . 
[ 0050 ] An amount of motion of the region - of - interest 113 
may be determined as follows . First , the region - of - interest 
113 is extracted from the third image signal 109 acquired in 
a plurality of frames . Then , a correlation coefficient is 
obtained while shifting the region - of - interest 113 in the 
in - plane direction , and an amount of shift having the highest 
correlation coefficient may be determined as the magnitude 
of the amount of motion . 

Other Embodiments 

resolution of the second image signal 108 to the resolution 
of the first image signal 107 closer to 1. In contrast , as the 
SN ratio of the region - of - interest 113 becomes lower , the 
control unit 106 increases the ratio of the resolution of the 
second image signal 108 to the resolution of the first image 
signal 107 to ensure the visibility for a texture having a high 
spatial frequency in the second image and to suppress the 
decrease in the SN ratio in the first image . In this way , it is 
possible to realize both the visibility of a texture having a 
high spatial frequency and the suppression of the decrease in 
the SN ratio . 
[ 0046 ] Next , a description will be given of a case where 
the accumulation time period of the image capturing element 
is changed based on the information included in the region 
of - interest 113 ( for example , a spatial frequency or an SN 
ratio ) . In general , as the accumulation time period is shorter , 
the shaking of a moving object becomes smaller , so that the 
visibility of an object having a large amount of motion 
improves . In contrast , as the accumulation time period is 
longer , an amount of a light incident to the pixels in the 
image capturing element increases , so that the SN ratio of 
the image improves . 
[ 0047 ] Hence , in the image capturing apparatus according 
to the present embodiment , if the amount of motion of the 
region - of - interest 113 is large , the accumulation time period 
with respect to the second image signal 108 , which can 
acquire an image having a relatively high SN ratio , is 
shortened with an emphasis on the visibility of an object 
having a large amount of motion . In contrast , the accumu 
lation time period with respect to the first image signal 107 , 
which acquires an image having is a relatively low SN ratio , 
is lengthened with an emphasis on the SN ratio . Specifically , 
the control unit 106 brings the ratio of the accumulation time 
period of the first image capturing element 103 to the 
accumulation time period of the second image capturing 
element 104 close to 1 as the amount of motion of the 
region - of - interest 113 is smaller . In contrast , as the amount 
of motion of the region - of - interest 113 is larger , the control 
unit 106 increases the ratio of the accumulation time period 
of the first image capturing element 103 to the accumulation 
time period of the second image capturing element 104. In 
this way , it is possible to realize both the visibility for an 
object having a large amount of motion and the SN ratio of 
an image . 
[ 0048 ] Note that preferably the control unit 106 changes 
the accumulation time period of the image capturing element 
not only in accordance with the magnitude of the motion 
amount of the region - of - interest 113 , but also in accordance 
with the SN ratio . In the case where the SN ratio in the 
region - of - interest 113 is low , if the same accumulation time 
period is used for the first image capturing element 103 and 
the second image capturing element 104 , it is difficult to 
achieve both the visibility for an object having a large 
amount of motion and the SN ratio of an image . 
[ 0049 ] Hence , the control unit 106 brings the ratio of the 
accumulation time period of the first image capturing ele 
ment 103 to the accumulation time period of the second 
image capturing element 104 close to 1 as the SN ratio of the 
region - of - interest 113 becomes higher . In contrast , as the SN 
ratio of the region - of - interest 113 is lower , the control unit 
106 increases the ratio of the accumulation time period of 
the first image capturing element 103 to the accumulation 
time period of the second image capturing element 104 to 
ensure the visibility for an object having a large amount of 

[ 0051 ] Note that the image capturing apparatus according 
to the embodiment may be connected to a client apparatus 
via a network so as to enable them to communicate with 
each other . FIG . 5 is a block diagram illustrating an example 
of a monitoring system 400 serving as an imaging system 
including an image capturing apparatus . The monitoring 
system 400 includes a client apparatus 401 and an image 
capturing apparatus 403. The client apparatus 401 transmits 
various commands that control the image capturing appa 
ratus 403 via a network 402. In response to the command , 
the image capturing apparatus 403 transmits a response to 
the command and captured image data to the client appara 
tus 401. The shooting parameters of the image capturing 
apparatus 403 can be selected by the user from the client 
apparatus 401 side . 
[ 0052 ] The client apparatus 401 is an external device such 
as a PC or a smartphone , and the network 402 can be 
configured by a wired LAN , a wireless LAN , and the like . 
The power supply may be supplied to the image capturing 
apparatus via the network 402 . 
[ 0053 ] Note that , although the above embodiment is con 
figured such that light having different spectral characteris 
tics is guided to the first image capturing element and the 
second image capturing element by the light separating unit 
102 , for example , filters having different spectral character 
istics may be arranged in front of each of the first image 
capturing element and the second image capturing element . 
Additionally , the first image capturing element and the 
second image capturing element may be the two lens type 
that receives light through separate and independent optical 
systems rather than through the light separating unit 102 . 
Furthermore , the first image capturing element and the 
second image capturing element may be configured such 
that pixels in which , for example , a spectral characteristic 
filter for the first image capturing element is disposed and 
pixels in which a spectral characteristic filter for the second 
image capturing element is disposed are alternately arranged 
in one image capturing element . 
[ 0054 ] Embodiments of the present invention can also be 
realized by a computer of a system or an apparatus that reads 
out and executes computer executable instructions ( e.g. , one 
or more programs ) recorded on a storage medium ( which 
may also be referred to more fully as a ' non - transitory 
computer - readable storage medium ' ) to perform the func 
tions of one or more of the above - described embodiment ( s ) 
and / or that includes one or more circuits ( e.g. , application 
specific integrated circuit ( ASIC ) ) for performing the func 
tions of one or more of the above - described embodiment ( s ) , 
and by a method performed by the computer of the system 
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or apparatus by , for example , reading out and executing the 
computer executable instructions from the storage medium 
to perform the functions of one or more of the above 
described embodiment ( s ) and / or controlling the one or more 
circuits to perform the functions of one or more of the 
above - described embodiment ( s ) . The computer may com 
prise one or more processors ( e.g. , central processing unit 
( CPU ) , micro processing unit ( MPU ) ) and may include a 
network of separate computers or separate processors to read 
out and execute the computer executable instructions . The 
computer executable instructions may be provided to the 
computer , for example , from a network or the storage 
medium . The storage medium may include , for example , one 
or more of a hard disk , a random - access memory ( RAM ) , a 
read only memory ( ROM ) , a storage of distributed comput 
ing systems , an optical disk ( such as a compact disc ( CD ) , 
digital versatile disc ( DVD ) , or Blu - ray Disc ( BD ) TM ) , a 
flash memory device , a memory card , and the like . While the 
present invention has been described with reference to 
exemplary embodiments , it is to be understood that the 
invention is not limited to the disclosed exemplary embodi 
ments . The scope of the following claims is to be accorded 
the broadest interpretation so as to encompass all such 
modifications and equivalent structures and functions . 
[ 0055 ] This application claims the benefit of Japanese 
Patent Application No. 2018-212461 , filed Nov. 12 , 2018 , 
which is hereby incorporated by reference herein in its 
entirety . 
What is claimed is : 
1. An image processing apparatus comprising : 
an image synthesis unit configured to synthesize a visible 

light image and an infrared light image and generate a 
synthesis image ; 

a region specifying unit configured to specify a region in 
the synthesis image ; and 

an evaluation unit configured to evaluate the saturation of 
the synthesis image in a region specified by the region 
specifying unit , 

wherein the image synthesis unit changes the synthesis 
ratio of the visible light image and the infrared light 
image in the synthesis image in accordance with the 
saturation that has been evaluated by the evaluation 
unit . 

2. The image processing apparatus according to claim 1 , 
wherein the image synthesis unit increases the synthesis 

ratio of the visible light image as the evaluated satu 
ration becomes higher . 

3. The image processing apparatus according to claim 1 , 
wherein the image synthesis unit increases the synthesis 

ratio of the infrared light image as a spatial frequency 
of a texture in the specified region becomes higher . 

4. The image processing apparatus according to claim 1 , 
wherein the image synthesis unit increases the synthesis 

ratio of the infrared light image as an SN ratio of the 
specified region becomes lower . 

5. The image processing apparatus according to claim 1 , 
wherein the image synthesis unit changes the synthesis 

ratio of the visible light image and the infrared light 
image in accordance with an object included in the 
specified region . 

6. The image processing apparatus according to claim 1 , 
wherein the region specifying unit specifies a photometric 

region to serve as the region . 

7. The image processing apparatus according to claim 1 , 
wherein the region specifying unit specifies an automatic 

color balance adjusting region to serve as the region . 
8. The image processing apparatus according to claim 1 , 
wherein the region specifying unit specifies a focus detec 

tion region from which a focus position is detected by 
an imaging optical system including a mechanism that 
adjusts a focus position to serve as the region . 

9. The image processing apparatus according to claim 1 , 
further comprising a control unit configured to change at 

least one of an accumulation time period of the visible 
light image , an accumulation time period of the infra 
red light image , a resolution of the visible light image , 
and a resolution of the infrared light image , based on 
the information included in the specified region . 

10. The image processing apparatus according to claim 9 , 
wherein the control unit brings the ratio of the resolution 
of the infrared light image to the resolution of the 
visible light image close to 1 as the spatial frequency of 
the texture in the specified region becomes lower , and 
increases the ratio of the resolution of the infrared light 
image to the resolution of the visible light image as the 
spatial frequency of the texture in the specified region 
becomes higher . 

11. The image processing apparatus according to claim 9 , 
wherein the control unit brings the ratio of the resolution 

of the infrared light image to the resolution of the 
visible light image close to 1 as the SN ratio of the 
specified region becomes higher , and increases the ratio 
of the resolution of the infrared light image to the 
resolution of the visible light image as the SN ratio of 
the specified region becomes lower . 

12. The image processing apparatus according to claim 9 , 
wherein the control unit brings the ratio of the accumu 

lation time period of the visible light image to the 
accumulation time period of the infrared light image 
close to 1 as an amount of motion of the specified 
region becomes lower , and increases the ratio of the 
accumulation time period of the visible light image to 
the accumulation time period of the infrared light 
image as the amount of motion of the specified region 
becomes higher . 

13. The image processing apparatus according to claim 9 , 
wherein the control unit brings the ratio of the accumu 

lation time period of the visible light image to the 
accumulation time period of the infrared light image 
close to 1 as the SN ratio of the specified region is 
higher , and increases the ratio of the accumulation time 
period of the visible light image to the accumulation 
time period of the infrared light image as the SN ratio 
of the specified region is lower . 

14. An imaging system including an image capturing 
apparatus and an information processing apparatus commu 
nicatively connected to the image capturing apparatus via a 
network comprising : 

an image synthesis unit configured to synthesize a visible 
light image and an infrared light image and generate a 
synthesis image ; 

a region specifying unit configured to specify a region in 
the synthesis image ; and 

an evaluation unit configured to evaluate the saturation of 
the synthesis image in a region specified by the region 
specifying unit , 
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wherein the image synthesis unit changes the synthesis 
ratio of the visible light image and the infrared light 
image in the synthesis image in accordance with the 
saturation that has been evaluated by the evaluation 
unit . 

15. The imaging system according to claim 14 , 
wherein the image capturing apparatus comprises the 

image synthesis unit , the region specifying unit , and the 
evaluation unit . 

16. The imaging system according to claim 14 , 
wherein the image capturing apparatus includes the image 

synthesis unit and the evaluation unit ; and 
wherein the information processing apparatus includes 

the region specifying unit . 
17. The imaging system according to claim 14 , 
wherein the image capturing apparatus includes the region 

specifying unit ; and 
wherein the information processing apparatus includes 

the image synthesis unit and the evaluation unit . 
18. The imaging system according to claim 14 , 
wherein the imaging processing apparatus includes the 

image synthesis unit , the region specifying unit , and the 
evaluation unit . 

19. A computer readable storage medium storing a pro 
gram for causing a computer to function as each unit of an 
image processing apparatus , 

the image processing apparatus comprising : 
an image synthesis unit configured to synthesize a visible 

light image and an infrared light image to generate a 
synthesis image ; 

an image synthesis unit configured to synthesize a visible 
light image and an infrared light image and generate a 
synthesis image ; 

a region specifying unit configured to specify a region in 
the synthesis image ; and 

an evaluation unit configured to evaluate the saturation of 
the synthesis image in the region specified by the 
region specifying unit , 

wherein the image synthesis unit changes the synthesis 
ratio of the visible light image and the infrared light 
image in the synthesis image in accordance with the 
saturation that has been evaluated by the evaluation 
unit . 

20. A method for controlling an image processing appa 
ratus comprising : 

synthesizing a visible light image and an infrared light 
image and generating a synthesis image ; 

specifying a region in the synthesis image ; 
evaluating the saturation of the synthesis image in the 

specified region ; and 
changing the synthesis ratio of the visible light image and 

the infrared light image in the synthesis image in 
accordance with the evaluated saturation . 


