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(57) ABSTRACT 

In the conventional column-Side block redundancy for 
DRAM, competition for the replacing regions occurs unless 
a repair address of a large number of bitS is Stored in order 
to replace with a Small replacement unit. According to one 
aspect of the invention, replacement decision is performed 
in order that a Second replacement region can be made 
Smaller than a first replacement and that the Second replace 
ment is given priority over the first replacement. Therefore, 
the first replacement can be controlled by a repair address of 
a Small number of bits, thus making it possible to achieve a 
Semiconductor device having a defect repair circuit with 
Small area and high repair efficiency. 
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SEMCONDUCTOR DEVICE 

BACKGROUND OF THE INVENTION 

0001. The present invention generally relates to semicon 
ductor devices (here, the invention chiefly relates to Semi 
conductor memory devices, and a Semi-conductor memory 
device will hereinafter be described), and particularly to the 
redundancy technique for relieving defects by replacing 
defective memory cells by Spare memory cells. 
0002 High-density integration of semiconductor 
memory has been highly advanced up to the mass produc 
tion of dynamic random access memories (DRAM) of 256 
mega bits. This high-density integration advancement 
involves extreme reduction of element size and great 
increase of the number of elements, thus causing a problem 
of low yield due to defects. As a counter-measure against 
this problem, the So-called redundancy technique is known, 
in which the defective memory cells are replaced, or 
repaired by redundant memory cells as the Spare, or back-up 
memory cells that are previously provided on a memory 
chip. Efforts to enhance the efficiency of the defect repair 
have been made in this technical field. An example of the 
defect repair technology for DRAM is disclosed in JP-A-2- 
192100 (laid open Jul. 27, 1990) in which the decision for 
column-Side repair performed according to a row address, 
and column Selection lines are replaced by redundant col 
umn Selection lines So that block repair can be made. This 
method is powerful because a large number of defective 
memory cells can be replaced by a Small number of redun 
dant column Selection lines. 

0.003 FIG. 2 is a schematic diagram of a conventional 
logic construction for block redundancy. Here, a memory 
cell group of two regions including defects is replaced by a 
redundant memory cell group. A memory cell array NMCA 
and a redundant cell array RMCA are provided and con 
trolled by a repair decision circuit YRC. The memory cell 
array NMCA has memory cells provided at the intersections 
of N word lines WLS and M data lines DLS, and the memory 
cells are selected by a row decoder XDEC and a column 
decoder YDEC. The redundant cell array RMCA has redun 
dant memory cells provided at the intersections of N word 
lines WLS and P data lines RDLS, and the redundant memory 
cells are selected by the row decoder XDEC and a redundant 
column decoder RYD. The row decoder XDEC decodes a 
row address AX of n bits and selectively drives one of the 
2", or N word lines. The column decoder YDEC decodes a 
column address AY of m bits and selects one of the 2", or 
M data lines DLS. The redundant column decoder RYD 
decodes p bits of the column address AY, and Selects one of 
the 2P, or P redundant data lines RDLs. A repair decision 
result RYH from the repair decision circuitYRC controls the 
column decoder YDEC and the redundant column decoder 
RYD. If the repair decision result RYH is 0, the column 
decoder YDEC is activated to select memory cells within the 
memory cell array NMCA. If the repair decision result RYH 
is “1, the redundant column decoder RYD is activated to 
Select redundant memory cells within the redundant cell 
array RMCA. Thus, the memory cell group of defects DF1, 
DF2 can be replaced by a redundant memory cell group. A 
unit of memory cells to be replaced is the area Selected by 
O word lines and P data lines. 

0004) The repair decision circuit YRC is formed by two 
row address comparators AXC, two column address com 
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parators AYC, two dual-input AND gates AND2, and an 
dual-input OR gate OR2. A pair of one row address com 
parator AXC and one column address comparator AYC 
Stores one region to be repaired, or replaced. Each row 
address comparator AXC includes address Storage means for 
Storing a repair address of (n-q) bits, and compares it with 
the (n-q) bits of the row address AX. Each column address 
comparator AYC includes address Storage means for Storing 
a repair address of (m-p) bits, and compares it with the (m-p) 
bits of the column address AY. The dual-input AND gates 
AND2 take logic products of coincidence decision results 
XHC1, XHC2 from the row address comparators AXC and 
coincidence decision results YH1, YH2 from the column 
address comparators AYC to produce decision results HC1, 
HC2 for the two, first and second replacements. The dual 
input OR gate OR2 takes a logical Sum of these decision 
results to produce the repair decision result RYH. Since the 
repair decision circuit is constructed as above, defects at 
Separate column addresses can be repaired according to the 
row addresses, or replaced by redundant memory cells on 
the same redundant data line. 

SUMMARY OF THE INVENTION 

0005. In the column block redundancy shown in FIG. 2, 
the row addresses in the first replacement must be different 
from those in the Second replacement. In other words, the 
repair row address Stored in one of the two row address 
comparators AXC must be different from that of the other. 
If the Same row address were Stored in the two comparators, 
the replacing regions RPD would be one region, or the 
replaced regions would compete with each other for acquir 
ing the one region irrespective of whether the column 
addresses of the replaced regions RPO are different or not. 
Therefore, even though two repair addresses can be stored, 
it is impossible to repair the case in which two defects occur 
in different-column-address regions but in the Same-row 
address regions each of which is Selected by Q word lines 
and P data lines. In order to reduce the probability of that 
case in which both defects cannot be relieved because the 
replaced regions RPO compete with each other about taking 
one replacing region RPD, it can be considered to decrease 
the number, Q of word lines that are one replacement unit. 
However, if the number Q is decreased, it is necessary to 
increase the number-of bits, (n-q) of the row address that the 
row address comparator AXC compares with, So that the 
circuit Scale of the row address comparator becomes large. 
0006 Accordingly, it is desired to contrive a method of 
effectively repairing a plurality of defects at the same time. 
That is, it is an object of the invention to provide a 
Semiconductor memory device having a redundancy circuit 
capable of effectively repairing defects by use of Small 
circuit-Scale address comparators that compare with a 
Smaller number of bits, and by controlling the replacement 
operation So that the competition between the replaced 
regions can be avoided. 
0007 According to one aspect of the invention, there is 
provided a Semiconductor memory device having a plurality 
of word lines, a plurality of bit lines arranged to intersect the 
plurality of word lines, a large number of memory cells 
arranged at necessary interSections between the plurality of 
word lines and the plurality of bit lines, a plurality of Spare 
bit lines arranged to interSect the plurality of word lines, a 
plurality of Spare memory cells arranged at necessary inter 
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sections between the plurality of word lines and the plurality 
of Spare bit lines, and a redundancy circuit for replacing 
memory cell groups, including defects, of the large number 
of memory cells by Spare memory cell groups of the Spare 
memory cells, wherein the redundancy circuit has functions 
to control a first replacement to be made by a first replacing 
unit, and a Second replacement to be made by a Second 
replacing unit that is Smaller than the first replacing unit, and 
to give the Second replacement priority when the first and 
Second replacements compete with each other about taking 
the replacing Spare memory cell groups. 

0008. In other words, the redundancy circuit controls the 
first replacement to be made by the first replacing unit and 
the Second replacement to be made by the Second replacing 
unit that is Smaller than the first replacing unit, and it 
includes a first decision circuit for deciding about at least a 
first part of an address provided to Select the large number 
of memory cells, a Second address decision circuit for 
deciding about a Second part of the address, and a third 
address decision circuit for deciding about at least a third 
part of the address except the Second part, whereby when the 
Second address decision circuit produces a miss, the Second 
replacement is not performed but the first replacement is 
made according to the output from the first address decision 
circuit, and when the Second address decision circuit pro 
duces a hit, the first replacement is not performed but the 
Second replacement is made according to the output from the 
third address decision circuit. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0009 FIG. 1 is a schematic diagram of the-column 
redundancy System according to one embodiment of the 
invention. 

0.010 FIG. 2 is a schematic diagram of the conventional 
column redundancy System. 

0.011 FIG. 3 is a schematic diagram of another embodi 
ment of the column redundant System according to the 
invention. 

0012 FIG. 4 is a block diagram of an embodiment of the 
structure of SDRAM according to the invention. 
0013 FIG. 5 is a timing chart of SDRAM shown in FIG. 
4. 

0.014 FIG. 6 is a diagram of an example of the construc 
tion of the column-side repair decision circuit shown in FIG. 
3. 

0.015 FIG. 7 is a diagram of an example of the construc 
tion of the row address comparator for the block replace 
ment shown in FIG. 6. 

0016 FIG. 8 is a diagram of an example of the construc 
tion of the row address comparator shown in FIG. 6. 
0017 FIG. 9 is a diagram of an example of the construc 
tion of the fuse decision circuit shown in FIGS. 7 and 8. 

0.018 FIG. 10 is a diagram of an example of the con 
Struction of a repair column address Selector. 
0.019 FIG. 11 is a diagram of an example of the con 
struction of the column address comparator shown in FIG. 
6. 
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0020 FIG. 12 is a diagram of an example of the con 
struction of the column pre-decoder shown in FIG. 4. 
0021 FIG. 13 is a diagram of an example of the con 
struction of the memory array shown in FIG. 4. 
0022 FIG. 14 is a diagram of an example of the con 
struction of the column decoder shown in FIG. 9. 

0023 FIG. 15 is a diagram of an example of the con 
struction of the sub-array and sense amplifier shown in FIG. 
13. 

0024 FIG. 16 is a diagram of an example of the replace 
ment of a column Selection line according to one embodi 
ment of the invention. 

0025 FIG. 17 is a diagram of another example of the 
replacement of the column Selection line according to the 
embodiment of the invention. 

0026 FIG. 18 is a diagram of another embodiment of a 
column-Side block redundancy according to the invention. 
0027 FIG. 19 is a diagram of an example of the con 
struction of the row address comparator shown in FIG. 18. 
0028 FIG. 20 is a diagram of an example of the con 
Struction of the repair column address Selector shown in 
FIG. 18. 

0029 FIG. 21 is a diagram of an example of the replace 
ment of a column Selection line according to the embodi 
ment of the invention. 

0030 FIG. 22 is a diagram of another embodiment of a 
column-Side repair circuit according to the invention. 
0031 FIG. 23 is a diagram of an example of the con 
Struction of an address Shifter. 

0032 FIG. 24 is a diagram of an example of the replace 
ment of a column Selection line according to the embodi 
ment of the invention. 

0033 FIG. 25 is a diagram of still another embodiment 
of a column-Side repair circuit according to the invention. 
0034 FIG. 26 is a diagram of an example of the con 
Struction of a mat Selection signal OR gate according to the 
embodiment of the invention. 

0035 FIG. 27 is a diagram of an example of the replace 
ment of a column Selection line according to the embodi 
ment of the invention. 

0036 FIG. 28 is a diagram of a modification of the 
column-side repair decision circuit shown in FIG. 25. 
0037 FIG. 29 is a diagram of an example of the replace 
ment of a column Selection line by the column-Side repair 
circuit shown in FIG. 28. 

0038 FIG. 30 is a schematic diagram of another embodi 
ment of a column redundant System according to the inven 
tion. 

0039 FIGS. 31a,31b and 31c are a process flow diagram 
showing a manufacturing method of DRAM of another 
embodiment according to the invention. 
0040 FIG. 32 is a diagram of an example of the defect 
repair according to the embodiment of the invention. 
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DESCRIPTION OF THE EMBODIMENTS 

0041) <Embodiment 1> 
0.042 FIG. 1 is a schematic diagram of an embodiment 
of the redundancy System in which the present invention is 
applied to the column System repair. AS illustrated, a 
memory cell group of two regions including defects is 
replaced by a redundant memory cell group in a manner 
similar to the conventional block redundancy shown in FIG. 
2. In this case, however, the feature is that the replaced 
region in the Second replacement is made Smaller than in the 
first replacement, and that the replacement decision is So 
made that the Second replacement can be given priority. 

0043. The construction of this embodiment except the 
repair decision circuit YRN is the same as that of the 
conventional example shown in FIG. 2. In other words, the 
redundant cell array RMCA is provided relative to the 
memory cell array NMCA, and those arrays are controlled 
by the repair decision circuit YRN. The memory cell array 
NMCA has memory cells provided at the intersections of N 
word lines WLS and M data lines DLS, and the memory cells 
are selected by the row decoder XDEC and column decoder 
YDEC. The redundant cell array RMCA has redundant 
memory cells provided at the intersections of N word lines 
WLS and P data lines RDLS, and the redundant memory cells 
are selected by the row decoder XDEC and redundant 
column decoder RYD. The row decoder XDEC decodes the 
row address AX of n bits, and selectively drives one of the 
2", or N word lines WLS. The column decoder YDEC 
decodes the column address AY of m bits, and selects one of 
the 2", or M data lines DLS. The redundant column decoder 
RYD decodes the p bits of the column address AY, and 
Selects one of the 2P, or P redundant data lines RDLS. The 
repair decision result RYH from the repair decision circuit 
YRN controls the column decoder YDEC and redundant 
column decoder RYD so that the memory cell group of 
defective portions DF1, DF2 can be replaced by a redundant 
memory cell group. 

0044) The repair decision circuit YRN has two row 
address comparators AXC1, AXC2, two column address 
comparators AYC, an inverter INV, a three-input AND gate 
AND3, a dual-input AND gate AND2, and a dual-input OR 
gate OR2. The row address comparator AXC1 and column 
address comparator AYC Store a repair address for the first 
replacement, and the row address comparator AXC2 and 
column address comparator AYC Store another repair 
address for the Second replacement. The row address com 
parator AXC1 includes address Storage means for Storing 
(n-q1) bits of the repair address, and compares with the 
(n-q1) bits of the row address AX. The row address com 
parator AXC2 includes address Storage means for Storing 
(n-q2) bits of the repair address, and compares with the 
(n-q2) bits of the row address AX. Each of the column 
address comparators AYC includes address Storage means 
for Storing (m-p) bits of the repair address, and compares 
with the (m-p) bits of the column address AY. The inverter 
INV inverts the coincidence decision result XHN2 from the 
row address comparator AXC2, and Supplies the inverted 
result to the three-input AND gate AND3. The AND gate 
AND3 takes a logical product of this inverted result, the 
coincidence decision result XHN1 from the row address 
comparator AXC1, and the coincidence decision result YH1 
from the column address comparator AYC. Thus, the AND 
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gate AND3 produces the first decision result HN1 for the 
first replacement. The dual-input AND gate AND2 takes a 
logic product of the coincidence decision result XHN2 from 
the row address comparator AXC2 and the coincidence 
decision result YH2 from the column address comparator 
AYC. Thus, the AND gate AND2 produces the second 
decision result HN2 for the second replacement. The dual 
input OR gate OR2 takes a logic Sum of the decision results 
HN1 and HN2 to produce the repair decision result RYH. 
Since the repair decision circuit YRN is constructed as 
above, when the row address comparator AXC1 produces a 
hit, or coincidence, and when the row address comparator 
AXC2 a miss, or inconsistence, the first decision result HN1 
depends on the decision result YH2 from the column address 
comparator AYC. When both the row address comparators 
AXC1, AXC2 produce hits, or coincidence, the first decision 
result HN1 is '0'. If the row address comparator AXC2 
produces a hit, or coincidence, irrespective of whether the 
coincidence decision result XHN1 from the row address 
comparator AXC1 is a hit or miss, the Second decision result 
HN2 depends on the coincidence decision result YH2 from 
the column address comparator AYC. In other words, the 
Second replacement is given priority over the first replace 
ment. Here, the hit or miss is, of course, a predetermined 
electric potential. 
004.5 The replacement unit for the first replacement is a 
region to be selected by the 2'', or Q1 word lines WLS and 
P data lines DLS. The replacement unit for the second 
replacement is a region to be selected by the 2-, or Q2 word 
lines WLS and P data lines DLS. In this case, if the Q1 word 
lines in the first replacement includes the Q2 word lines in 
the Second replacement, the first replacement unit is an 
except-inside region to be Selected by the Pdata lines and the 
(Q1-Q2) word lines resulting from the subtraction of the 
Second replacement word lines Q2 from the first replace 
ment word lines Q1. At this time, of the region selected by 
the Q1 word lines and P data lines, the memory cells selected 
by the Q2 word lines in the Second replacement are not 
replaced by the redundant memory cells, but accessed. 
0046) If the first defect DF1 is the memory cell at the 
intersection of the first word line WLi and the first data line 
DLi, and the second defect DF2 the memory cell at the 
intersection of the second word line WLand the second data 
line DL, the second word line WLj is also included in the 
first replacement region, and thus both regions compete with 
each other about the replacing region RPD. In the present 
invention, when the second word line WL and the first data 
line DLi are Selected, the memory element at that interSec 
tion is not replaced, and the first data line DLi is accessed to. 
0047. In this repair method, if the second replacement 
unit region selected by the Q2 word lines is different from 
the first replacement region, and each of those regions has a 
defect, then those defects can be repaired. By decreasing the 
word line number Q2, it is possible to lower the probability 
that both defects cannot be repaired due to competition even 
if the word line number Q1 is large. At that time, the bit 
number (n-q2) of the row address with which the row 
address comparator AXC2 compares becomes large, thus 
requiring the circuit Scale of the row address comparator 
AXC2 to grow. However, the bit number (n-ql) of the row 
address with which the row address comparator AXC1 
compares is Small, thus the circuit Scale of the row address 
comparator AXC1 being Small. Therefore, Since the Small 
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Scale address comparator that compares with a Smaller 
number of bits than the prior art can control the replacement 
So that the competition for the replacing region can be 
avoided, the defects can be effectively relieved. 
0048) <Embodiment 2> 
0049 FIG. 3 is a schematic diagram of another embodi 
ment of the redundant System that can make the same 
column-side repair as in FIG. 1. The construction of this 
embodiment except the repair decision circuit YRS is the 
same as that shown in FIG.1. That is, there are provided the 
memory cell array NMCA, redundant cell array RMCA, row 
decoder XDEC, column decoder YDEC and redundant 
column decoder RYD. 

0050. The repair decision circuit YRS includes two row 
address comparators AXC1, AXC2, a repair column address 
selector RAYS, a column address comparator AYCS, an 
inverter INV, and a dual-input AND gate AND2. The row 
address comparators AXC1, AXC2 store repair row 
addresses for first and Second replacements, respectively. 
The repair column address selector RAYS stores repair 
column addresses for first and Second replacements. Like the 
construction of FIG. 1, the row address comparator AXCI 
includes address Storage means for Storing one repair row 
address of (n-q1) bits, and compares with the (n-ql) bits of 
the row address AX. The row address comparator AXC2 
includes address Storage means for Storing the other repair 
row address of (n-q2) bits, and compares with the (n-q2) bits 
of the row address AX. The inverter INV inverts the coin 
cidence decision result XHN2 from the row address com 
parator AXC2, and Supplies it to the dual-input AND gate 
AND2. The dual-input AND gate AND2 takes a logic 
product of this inverted result and the coincidence decision 
result XHN1 from the row address comparator AXC1. Thus, 
the dual-input AND gate produces the first row decision 
result XHS1 for the first replacement. The repair column 
address Selector RAYS includes two address Storage means 
each of which stores a repair column address of (m-p) bits. 
This selector RAYS selects one of the repair column 
addresses for the first and Second replacements in accor 
dance with the first row decision result XHS1 and the 
coincidence decision result XHN2 from the row address 
comparator AXC2, and produces a repair column address 
RAY of (m-p) bits. The column address comparator AYCS 
compares this repair column address RAY with the (m-p) 
bits of the column address AY, and produces the repair 
decision result RYH. Since the repair decision circuit is 
constructed as above, when both the two row address 
comparators AXC1, AXC2 produce hits, or coincidence, the 
first row decision result XHS1 is 0, and hence the repair 
column address Selector RAYS produces the repair column 
address for the Second replacement as the repair column 
address RAY. In other words, the second replacement is 
given priority over the first replacement. 
0051. The same effective replacement as in FIG. 1 can 
also be achieved by use of this repair decision circuit YRS. 
0.052 In addition, since column address comparison is 
made after Selecting a repair column address, only one 
column address comparator AYCS is necessary. The result is 
that the circuit scale of the repair decision circuit YRN can 
be made smaller than that shown in FIG. 1. Therefore, by 
using a Smaller circuit-Scale repair decision circuit YRS than 
that of FIG. 1, it is possible to control the replacement 
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operations and effectively relieve defects So that the com 
petition for the replacing region can be avoided. 

0053) <Embodiment 3> 
0054. A more specific embodiment for achieving the 
column-side redundancy system shown in FIG. 3 will be 
described with reference to FIGS. 4 through 17. This 
embodiment is an application of the invention to the col 
umn-side block redundancy of synchronous DRAM 
(SDRAM). The whole structure of an SDRAM will be 
described with reference to FIG. 4 that is a block diagram 
of a main portion of SDRAM. The indirect periphery circuits 
of SDRAM includes a clock buffer CKB, a control signal 
buffer CB, a command decoder CD, an address buffer AB, 
a column address counter YCT, an input buffer DIB, and an 
output buffer DOB. In addition, in association with the 
memory array MAR, there are provided a row-side redun 
dancy circuit XR, a row pre-decoder XPD, a column-side 
repair decision circuit YR, a column pre-decoder YPD, a 
write buffer WB, and a main amplifier MA, which, including 
the memory array constitute a memory core Sector SCTO, 
similarly SCT1, ... The number of the memory core sectors 
corresponds to the number of memory arrays that depends 
on the Specifications Such as memory capacity and bank 
number. Here, for the Sake of Simplicity, only two Sectors are 
shown. 

0055 Each circuit block plays a role as follows. The 
clockbuffer CKB takes an external clock CLK as an internal 
clock CLKI, and distributes it to the command decoder CD 
and So on. The command decoder CD is responsive to a 
control signal CMD fed from the outside to generate control 
Signals for controlling the address buffer AB, column 
address counter YCT, input buffer DIB and output buffer 
DOB. In a necessary timing with the external clock CLK, the 
address buffer AB takes in an address ADR fed from the 
outside, and distributes a row address BX to the sectors 
SCT0, SCT1. The address buffer AB also takes in a column 
address, and Supplies it to the column address counter YCT. 
The column address counter YCT generates a column 
address BY for burst operation with the input column 
address used as the initial value, and distributes it to the 
sectors SCT0, SCT1. The input buffer DIB takes in input/ 
output data DQ from the outside and supplies write data GI 
with a necessary timing. The output buffer DOB supplies 
read data GO to input/output data DQ with a necessary 
timing. 

0056. Within the sector SCT0, or SCT1, the row-side 
redundancy circuit XR decides the presence or absence of 
replacement relative to the row address BX, and Supplies a 
row-side repair decision result RXH to the row pre-decoder 
XPD. The row pre-decoder XPD receives the row address 
BX and row-side repair decision result RXH, and supplies a 
desired mat Selection signal MS and row pre-decode address 
CX to the memory array MAR. The column-side repair 
decision circuit YR decides the presence or absence of 
replacement relative to the row address BX and column 
address BY, and Supplies the column-Side repair decision 
result RYH to the column pre-decoder YPD. The column 
pre-decoder YPD receives the column address BY and 
column-Side repair decision result RYH, pre-decodes the 
column address BY, and Supplies the column pre-decoded 
address CY to the memory array MAR. The write buffer WB 
Supplies the input write data GI to a main input/output line 
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MI0. The main amplifier MA amplifies the signal on the 
main input/output line MI0, and generates the read data GO. 
0057 FIG. 5 is a timing chart of read operation in the 
SDRAM structure shown in FIG. 4. The operation of 
SDRAM of FIG. 4 will be described with reference to this 
timing chart of FIG. 5. Each time the external clock CLK 
rises up, the command decoder CD makes a judgment on the 
control Signal CMD, and gives an activate command A 
thereto. Thus, the address buffer is controlled to take in the 
row address X from the address ADR, and generates the row 
address BX. 

0058. The sector SCTO or SCT1 responds to this row 
address to generate the desired mat Selection Signal and row 
pre-decode address CX. Thus, the word line WL is selected 
within the memory array MAR as described later. In addi 
tion, Since the read command R is given to the control Signal 
CMD, the address buffer AB takes in the column address Y 
from the address ADR. The column address counter YCT 
operates at each clock cycle to generate the column address 
BY. The column-side repair decision circuit YR within the 
sector SCTO or SCT1 operates in response to the row 
address BX and column address BY So that the column 
pre-decode address CY or redundant column address Signal 
RCY can be generated. Therefore, the column selection line 
YS or redundant column selection line RYS is selected 
within the memory array MAR as described later. Conse 
quently, a Signal is read out on the main input/output line 
MI0, and thus the main amplifier MA generates the read data 
GO. In addition, the output buffer DOB supplies data to the 
input/output data DQ in timing with the external clock CLK. 
0059) Thus, in the SDRAM, a necessary number of clock 
cycles after the row address X is taken in, the column 
address Y is taken in. This operation is made in order to 
reduce the pin number of address. Since the column-Side 
operation is performed after the end of the row-side opera 
tion in the memory core Sector, the access time is not 
affected even though the column address is taken in after the 
row address. As will be described later, in this embodiment, 
the delay due to the repair decision can be prevented from 
affecting the access time by utilizing this time margin. 

0060 FIG. 6 shows an example of the structure of the 
column-side redundancy decision circuit YR shown in FIG. 
3. This example can produce two compared decision results 
RCY0, RCY1 each of which can control a maximum of 8 
replacements. This column-Side redundancy decision circuit 
has four row address comparator groups BXCG0 through 
BXCG3, two control circuits RMC0, RMC1 for the row 
address compared results, two repair column address Selec 
tor groups RBYSG0, RBYSG1, two column address com 
parators BYC1, and a dual-input OR gate OR2. 
0061 The row address comparator group BXCG0 is 
formed of four high-order row address comparators 
BXUC1. Each row address comparator BXUC1 has a repair 
row address of 4 bits Stored, and compares with the high 
order four bits BX9-BX12 of the input row address BX to 
produce a row address compared result RMU0-RMU3. 
Each row address comparator BXUC1 corresponds to the 
block redundancy format unit which will be described later. 
The row address comparator group BXCG2 is formed of 
four row address comparators BXC1. Each row address 
comparator BXC1 has a repair row address of 11 bits stored, 
and compares with the 11 bits BX2-BX12 of the input row 
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address BX to generate a row address compared result 
RM4-RM7. This row address comparator BXC1, since it 
compares with 11 bits that is 7 bits more than the high-order 
row address comparator BXUC1, makes block redundancy 
for the Smaller unit, or unit of /128 of the sub-array. This 
deals with the so-called bit repair which will be described 
later. The control circuit RMCO has two four-input NOR 
gates NOR4, a dual-input NAND gate NAND2, and four 
dual-input AND gates AND2. The logic sum of row address 
compared results RMU0-RMU3 and the logic sum of 
RM4-RM7 can be produced on an output RMA0. This 
output signal RMA0 indicates the presence or absence of the 
replaced repair column address relative to the input row 
address BX. In addition, when the row address compared 
results RM4-RM7 are all '0, the node RMA2b is “1”. As 
a result, the row address compared results RMU0-RMU3 
are produced as row address decision results RMO-RM3. If 
any one of the row address compared results RM4-RM7 is 
*1, the node RMA2b is 0, and hence the row address 
decision results RMO-RM3 are made '0'. Therefore, the row 
address compared results RM4-RM7 are given priority over 
the row address compared results RMU0-RMU3, so that the 
competition for the replacing region can be avoided like the 
embodiment mentioned above. The repair column address 
selector group RBYSG0 is formed of eight address selectors 
RBYS1. Each address Selector RBYS1 Selects one bit of the 
repair column address RBY10-RBY80 in response to the 
input row address decision results RMO-RM3 and row 
address compared results RM4-RM7. Thus, the eight bits of 
the repair column address are respectively Stored in the eight 
address selectors RBYS1. In other words, a set of fuses for 
Storing one replacement address Space is formed of one fuse 
within the row address comparator BXUC1 or BXC1, and 
eight fuses within the eight address selectors RBYS1. The 
column address comparator BYC1, when the control Signal 
RMA0 generated from the control circuit RMC0 is “1, 
compares the repair column address RBY10-RBY80 and 
the column address BY (BY1-BY8) to produce the com 
pared decision result RCYO. 
0062) The row address comparator groups BXCG1, 
BXCG3, control circuit RMC1, repair column address selec 
tor group RBYSG1, and column address comparator BYC1 
Similarly operate to produce the compared decision result 
RCY1. The dual-input OR gate OR2 takes a logic sum of 
two compared decision results RCYO, RCY1 to produce the 
column-side repair decision result RYH. The more specific 
constructions and operations of these circuits will be 
described below. 

0063 FIG. 7 shows an example of the construction of the 
high-order row address comparator BXUC1 shown in FIG. 
6. This high-order row address comparator BXUC1 includes 
five fuse decision circuits FDYk, FDX9k-FDX12k, a con 
trol circuit RMCU, four one-bit comparators AC1, an 
NMOS transistor MNUE, a latch circuit LCB, and an enable 
circuit RMUE. The control circuit RMCU is formed of a 
dual-input NAND gate, an inverter and a dual-input NOR 
gate. Each one-bit comparator AC1 is formed of four NMOS 
transistors and an inverter. The latch circuit LCB is formed 
of two PMOS transistors, and an inverter. The enable circuit 
RMUE is formed of an inverter and a dual-input NOR gate. 
When a fuse is not blown out, the true RBX9k of, for 
example, the fuse decision circuit FDX9k is low level, and 
the bar output RBX9kb thereof is high level. On the contrary, 
when a fuse is blown, the true output RBX9k is high level, 
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and bar output RBX9 kb is low level. The operations of this 
high-order row address comparator BXUC1 are divided 
roughly into three categories depending on whether or not 
the fuse decision circuits FDYk and FDX12k have fuses 
blown out. 

0064. When the fuse decision circuit FDYk has its fuse 
blown out, to generate output RYRk of high level, the four 
more-significant bits BX9-BX12 of the row address are 
compared with the repair address recorded within the four 
fuse decision circuits FDX9k-FDX12k. At this time, the 
control circuit RMCU controls the enable signal RUEkb to 
be low level, and the node XUEk is controlled by a reset 
control signal RSTOb. Each one-bit comparator AC1 com 
pares the output of the fuse decision circuit, for example, 
RBX9k with the input row address, for example, BX9. If the 
compared result is not coincident, the two Serially-connected 
NMOS transistors are both turned on, thus constituting a 
current path. When the reset control signal RSTOb becomes 
high level, the node XUEk is high level, and the NMOS 
transistor MNUE is turned on. If any one of the outputs 
RBX9k-RBX12k of the fuse decision circuits 
FDX9k-FDX12k is not coincident with the corresponding 
one of the high-order row addresses BX9-BX12, the node 
XUHk discharges through the corresponding one-bit com 
parator AC1. The result is that the compared result RMUk is 
low level, or '0'. If all the outputs RBX9k-RBX12k of the 
fuse decision circuits FDX9k-FDX12k coincide with the 
high-order row addresses BX9-BX12, no current path 
through any one-bit comparator AC1 is formed, and thus the 
node XUHK is maintained high level by the latch circuit 
LCB. The result is that the compared result RMUk is high 
level, or '1'. 
0065. When the fuse decision circuit FDYk has its fuse 
not blown out to generate the output RYRk of low level, and 
when the fuse decision circuit FDX12k has its fuse blown 
out to generate the output RBX12k of high level, the 
compared result RMUk becomes '1' irrespective of the row 
address. This operation deals with the so-called YS repair for 
replacing the whole column Selection lines as will be 
described later. In this case, the control circuit RMCU 
controls the enable signal RUEkb to be low level, and the 
node XUEk is low level irrespective of the reset control 
signal RSTOb. Since the NMOS transistor MNUE is not 
turned on, the node XUHk is kept high level by the latch 
circuit LCB, and thus the compared result RMUk is 1. 
0066. When the fuse decision circuits FDYk and FDX12k 
have their fuses not blown out to generate outputs RYRk and 
RBX12k of low level, the compared result RMUk is '0' 
irrespective of the row address. This operation deals with the 
case of not using the fuse Set for this high-order row address 
comparator BXUC1. In this case, the control circuit RMCU 
controls the enable signal RUEkb to be high level, and the 
node XUEk is low level irrespective of the reset control 
signal RSTOb. Since the NMOS transistor MNUE is not 
turned on, the node XUHk is kept high level by the latch 
circuit LCB. However, since the enable signal RUEkb is 
high level, the compared result RMUk is low level, or 0. 
0067. The circuit scale of this high-order row address 
comparator is reduced by use of a dynamic CMOS logic 
circuit. In addition, the fuse decision circuit FDX12k having 
the repair row address RBX12k stored for block redundancy 
is used for decision of whether or not YS repair is used, 
thereby reducing the fuse number. 
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0068 FIG. 8 shows an example of the construction of the 
row address comparator BXCL shown in FIG. 6. This row 
address comparator BXC1 has 12 fuse decision circuits 
FDBk, FDX2k-FDX12k, a control circuit RMC, 11 one-bit 
comparators AC1, three NMOS transistors MNLE, MNME, 
MNUE, three latch circuits LCB, and an enable circuit 
RME. The one-bit comparators AC1 and latch circuits LCB 
have the same constructions as shown in FIG. 7. The control 
circuit RMC is formed of three dual-input NAND gates, two 
inverters and a dual-input NOR gate. The enable circuit 
RME is formed of a three-input NAND gate and a dual-input 
NOR gate. The operations of this row address comparator 
BXC1 are divided roughly into three categories as below 
depending on whether or not the fuse decision circuits FDBk 
and FDX2k have their fuses blown out. 

0069. When the fuse decision circuit FDBk has its fuse 
blown out to generate the output RBRk of high level, the row 
address BX2-BX12 is compared with the repair address 
recorded within the eleven fuse decision circuits 
FDX2k-FDX12k. At this time, the control circuit RMC 
controls the enable signal RYEkb to be low level, and the 
nodes XMLEk, XUEk are controlled by the reset control 
signal RSTOb. When the reset control signal RSTOb 
becomes high level, the nodes XMLEk, YUEk are high 
level, and the NMOS transistors MNLE, MNME, MNUE 
are turned on. If any one of the outputs RBX2k-RBX4k of 
the fuse decision circuits FDX2k-FDX4k is not coincident 
with the corresponding one of the row address BX2-BX4, 
the node XLHk discharges through the corresponding one 
bit comparator AC1 so as to be low level. If all the outputs 
RBX2k-RBX4k of the fuse decision circuits 
FDX2k-FDX4k coincide with the row address BX2-BX4, 
no current path is formed through any one-bit comparator 
AC1, and thus the node XLHk is kept high level by the latch 
circuit LCB. Similarly, when any one of the outputs 
RBX5k-RBX8k of the fuse decision circuits 
FDX5k-FDX8k is not coincident with the corresponding 
one of the row address BX5-BX8, the node XMHk is low 
level. If all outputs are coincident with the row address, the 
node XMHk can be maintained high level. In addition, if any 
one of the outputs RBX9k-RBX12k of the fuse decision 
circuits FDX9k-FDX12k is not coincident with the corre 
sponding one of the row address BX5-BX8, the node XUHk 
becomes low level. If all the outputs coincide with the row 
address, the node XUHk is kept high level. Since the enable 
signal RYEkb is low level, if all the nodes XLHk, XMHk, 
XUHk are high level, the enable circuit RME takes a logic 
product of all high levels to produce the compared result 
RMk of high level. However, if any one of the nodes is low 
level, the compared result RMk becomes low level. In other 
words, the result of comparing the row address BX2-BX12 
with the repair address Stored in the eleven fuse decision 
circuits FDX2k-FDX12k is the compared result RMk. 
0070. When the fuse decision circuit FDBk has its fuse 
not blown out so as to generate the output RBRk of low 
level, and when the fuse decision circuit FDX2k has its fuse 
blown out so as to produce the output RBX2k of high level, 
the four more-significant bits BX9-BX12 of the row address 
are compared with the repair address recorded within the 
four fuse decision circuits FDX9k-FDX12k. In this case, the 
same function as in the high-order row address of FIG. 7 can 
be obtained, thus dealing with the block redundancy for each 
mat. In that case, the control circuit RMC controls the enable 
signal RUEkb to be low level, and the node XMLEk is low 
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level, but the node XUEk is controlled by the reset control 
signal RSTOb. Since the NMOS transistors MNLE, MNME 
are not turned on, the nodes XLHk, XMHk are kept high 
level irrespective of the row address. On the other hand, if 
any one of the outputs RBX9k-RBX12k of the fuse decision 
circuits FDX9k-FDX12k is not coincident with the corre 
sponding one of the row address BX5-BX8, the node XUHk 
become low level. If all the outputs coincide with the row 
address, the node XUHk is kept high level. The compared 
result RMUk becomes '1'. Since the enable signal RYEkb is 
low level, the enable circuit RME produces the value of 
node XUHk as the compared output RMk. In other words, 
the result of comparing the row address BX9-BX12 with the 
repair address recorded within the four fuse decision circuits 
FDX9k-FDX12k is the compared result RMk. 
0071. When the fuse decision circuits FDBk and FDX2k 
have fuses not blown out to generate outputs RBRk and 
RBX2k of low level, the compared result RMUk is '0' 
irrespective of the row address. This operation deals with the 
case in which the fuse Set for this row address comparator 
BXC1 is not used. In this case, the control circuit RMCU 
controls the enable signal RYEkb to high level, and the 
nodes XNLEk, XUEk are low level irrespective of the reset 
control signal RSTOb. Since the NMOS transistors MNLE, 
MNME, MNUE are not turned on, the nodes XLHk, XMHk, 
XUHk are kept high level by the latch circuit LCB. How 
ever, since the enable signal RYEkb is high level, the 
compared result RMk is low level, or 0. 
0.072 The circuit scale of this row address comparator is 
also reduced by use of a dynamic CMOS logic circuit like 
the high-order row address comparator BXUC1 shown in 
FIG. 7. However, since the number of bits to be compared 
is large, the dynamic circuit arrangement is divided into 
three portions So as to Stably operate. In addition, the fuse 
decision circuit FDX2k that stores the repair row address 
RBX2k for bit repair is used for the decision of the presence 
or absence of block redundancy, thereby reducing the fuse 
number. 

0073 FIG. 9 shows an example of the construction of the 
fuse decision circuit shown in FIGS. 7 and 8. This fuse 
decision circuit is formed of a fuse FUSE, NMOS transistors 
MN4, MN5, and a CMOS inverter INV2. The fuse FUSE 
can be formed by a wiring conductor layer or the like, and 
selectively blown out by laser. 
0.074 This fuse decision circuit operates as follows. 
While the enable signal FEb is high level, the NMOS 
transistor MN4 is conductive. When the fuse FUSE is 
broken away, the bar output FOb and true output FO are 
respectively reset to be low level and high level. When the 
enable signal FE becomes high level, the NMOS transistor 
MN4 is turned off. When the fuse FUSE is not broken away, 
the bar output FOb and true output F0 are respectively high 
level and low level. When the fuse FUSE is broken away, the 
NMOS transistor MN5 keeps the bar output FOb to be low 
level, and the inverter INV2 keeps the true output F0 to be 
high level. 
0075) When the fuse FUSE is not broken away, the 
penetrating current flows as long as the enable Signal FEb is 
high level. If the gate width and length of the NMOS 
transistor are decreased and increased, respectively, the 
penetrating current decreases, but the layout area increases. 
According to the invention, Since effective repair can be 
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attained with a small number of fuses, the number of fuse 
decision circuits can be decreased, and thus the problem 
with this penetrating current can also be alleviated. 
0076. This fuse decision circuit can produce complemen 
tary outputs by use of the CMOS inverter INV0 necessary 
for full amplitude output. Therefore, this fuse decision 
circuit is Suitable for the construction using complementary 
fuse decision results as shown in FIGS. 7 and 8. When only 
the true output decision result is required as indicated by 
FDYk in FIG. 7, only the output F0 is used. 
0077. Instead of using the fuse, it is possible to use an 
anti-fuse that is formed by a capacitor. In that case, Since it 
can be electrically blown out, there is no need to provide an 
opening in order to blow out by laser, and thus the manu 
facturing process can be simplified. In Some case, it can be 
blown out even after being assembled in a package. How 
ever, the anti-fuse decision circuit needs a large number of 
elements as compared with the normal fuse decision circuit. 
In addition, the transistor area becomes large because the 
transistor Size must be determined So that the transistor in 
which current flows when it is blown out can have resistance 
low enough and that the transistor for determining the load 
resistance at the time of decision can have resistance high 
enough. The repair System according to the invention can 
achieve effective redundancy with a Small number of fuses, 
and alleviate the problem with the anti-fuse decision circuit 
area, and thus it is Suitable for the repair decision circuit 
using the anti-fuse. 

0078 FIG. 10 shows an example of the construction of 
the address selector RBYS1. The address Selector RBYS1 
has eight fuses FY0-FY7, nine NMOS transistors MNE, 
MY0-MY7, and an inverter LCI with a latch function. The 
inverter LCI with latch function is formed of two PMOS 
transistors and an inverter. The repair column address Stored 
by the fuses is Selected according to the row address decision 
results RMO-RM3 and row address compared results 
RM42RM7. The fuses of the row address comparators 
BXUC1 and BXC1 are set so that any one of the row address 
decision results RMO-RM3 and row address compared 
results RM4-RM7 is high level with the others being low 
level or that all are low level. 

0079. In the standby mode, the reset signal RSTb, node 
RBYb and output node RBY are reset to be low level, high 
level and low level, respectively. If the row address decision 
result RMO is high level with the others being low level, and 
if the reset signal RSTb becomes high level, the NMOS 
transistor MNE is turned on. If the fuse FY0 is not blown 
out, the node RBYb is discharged to be low level, and the 
output node RBY is made high level by the inverter LCI 
with latch function. If the fuse FY0 is blown out, the 
inverter LCI with latch function keeps the node RBYb to be 
high level, and the output node RBY to be low level. 
0080 Thus, since the dynamic compound gate including 
fuses is used as above, the complicated logic for repair 
column address Selection can be achieved by a Small-scale 
circuit arrangement. Moreover, since the NMOS transistor 
MNE is nonconductive until the reset signal RSTb becomes 
high level, there is no problem with the penetrating current 
unlike the fuse decision circuit shown in FIG. 9. 

0081. The fuses shown in FIG. 10 can be replaced by 
anti-fuses if blow controlling transistors are added to the 
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arrangement of FIG. 10. In addition, NMOS transistors can 
be provided instead of the fuses shown in FIG. 10, and 
controlled in their gates by the outputs from the anti-fuse 
decision circuits. In that case, it is easy to construct the 
circuits for blowing out the anti-fuses. 

0082 FIG. 11 shows an example of the construction of 
the column address comparator BYC1 shown in FIG. 6. The 
column address comparator BYC1 has eight exclusive NOR 
gates XNOR, and a nine-input AND gate AND9 that is 
formed of three tri-input NAND gates and a tri-input NOR 
gate. The eight exclusive NOR gates XNOR compare the 
repair column address RBY1i-RBY8i with the column 
address BY1i-BY8i bit by bit. The nine-input AND gate 
AND9 takes logic products of those results and an input 
signal RMAi to produce a compared decision result RCYi. 
Here, Since the input Signal RMAi that indicates the pres 
ence or absence of the repair column address is used for 
taking logical products, the compared decision result RCYi 
becomes low level when all the row address decision results 
RMO-RM3 and row address compared results RM4-RM7 
are low level. 

0.083. This column address comparator starts to operate 
when the column pre-decode address BY is inputted, and 
acts as a critical path that decides the access time from the 
read command R shown in FIG. 5. Thus, it is formed by 
Static CMOS circuits So as not to need the timing margin and 
So as to reduce the delay time. The row address comparators 
BXUC1, BXC1 and address selector RBYS1 that operate 
before the read command R are made dynamic circuits So as 
to be reduced in their circuit Scale. Since these circuits are 
not included in the critical path, they can be stably operated 
with the dynamic margin assured enough. 

0084. The arrangement associated with the column-side 
operation, of the circuit blocks shown in FIG. 4, will be 
described in detail in order to clarify the role of the column 
Side repair decision circuit YR mentioned above. 
0085 FIG. 12 shows an example of the construction of 
the column pre-decoderYPD shown in FIG. 4. As described 
above, the column address BY1-BY8 is pre-decoded, and 
supplies column pre-decode addresses CY20-CY23, 
CY50-CY57, CY80-CY87 to the column decoder within 
the memory array MAR shown in FIG. 4. The pre-decoder 
YPD has a two-bit pre-decoder YPD2 that pre-decodes the 
column address BY1, BY2 to generate column pre-decoded 
address CY20-CY23, and two 3-bit pre-decoders YPD3 that 
pre-decode the column address BY3-BY5 and BY6-BY8 to 
generate the column pre-decoded address CY50-CY57 and 
CY80-CY87, respectively. The two-bit pre-decoder YPD2 
is formed by three inverters, and four three-input AND gates 
AND3P each of which includes a three-input NAND gate 
and an inverter. The column-Side defect repair decision 
result RYH from the column-side defect repair decision 
circuit YR is inverted by an inverter, and then supplied to the 
three-input AND gate AND3P. The three-input AND gate 
AND3P takes a logic product of this inverted column-side 
defect repair decision result, the column address BY1 or its 
inverted signal, and the column address BY2 or its inverted 
Signal, and produces the column pre-decoded address 
CY20-CY23. In other words, if the column-side defect 
repair decision result RYH is high level, the column pre 
decoded address CY20-CY23 is all made low level. If the 
RYH is low level, any one of the column pre-decoded 
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address CY20-CY23 is made high level according to the 
column address BY1, BY2. The three-bit pre-decoder YPD3 
is formed of three inverters, and eight three-input AND gates 
AND3P, and it pre-decodes the input column address of 
three bits. 

0086) The two-bit pre-decoder YPD2 makes all column 
pre-decoded address CY20-CY23 low level when the col 
umn-side defect repair decision result RYH is high level. As 
described later, when the normal column Selection lines are 
replaced by redundant column Selection lines, the operation 
for the normal column Selection lines is stopped. Here, Since 
the column pre-decoded addresses CY50-CY57, 
CY80-CY87 are produced irrespective of the column-side 
defect repair decision result RYH, the column-side repair 
decision result RYH is not supplied to the two three-bit 
pre-decoders YPD3 so that the load connected to the col 
umn-side defect repair decision circuit RYH can be reduced. 
Thus, the delay time in the critical path can be shortened. 

0087 FIG. 13 shows an example of the construction of 
the memory array MAR shown in FIG. 4. Here, the memory 
cell array in which memory cells are arranged in a matrix 
shape is divided into 16 mats MCA0-MCA15. On both 
Sides of each mat, there are provided Sense amplifiers 
SABO-SAB16. In addition, OW decoders 
XDEC0-XDEC15 are provided to face the mats 
MCA0-MCA15, respectively, and similarly sense amplifier 
control circuits SACO-SAC16 to face the sense amplifiers 
SAB0-SAB16. Here, a column decoderYDEC and a redun 
dant column driver RYD2 are provided common to the mats 
MCA0-MCA7, and selectively drive 256 column selection 
lines YS0-YS255 and two redundant column lines RYSO, 
RYS1. The column-side repair decision circuit YR shown in 
FIGS. 6 through 11 and the column pre-decoder YPD 
shown in FIG. 12 deal with the numbers of the column 
Selection lines and redundant column Selection lines. For 
example, the two compared decision results in FIG. 4 are 
provided because RCYO and RDY1 are associated one to 
one with the redundant column selection lines RYSO and 
RYS1, respectively. 

0088 FIG. 14 shows an example of the construction of 
the column decoder YDEC and redundant column driver 
RYD2 shown in FIG. 9. The column decoder YTDEC has a 
large number of dual-input AND gates AND21, AND22 
each of which is formed of a NAND gate and an inverter in 
order to decode to Select the column Selection lines 
YS0-YS255. The column address signal CY20-CY23 
resulting from pre-decoding the column address of 2 bits, 
and the column address signals CY50-CY57, CY80-CY87 
each resulting from pre-decoding three bits are Supplied to 
the column decoder. First, the AND gates AND21 take logic 
products of the column address signal CY50-CY57 and the 
column address CY80-CY87, and then the AND gates 
AND22 take logic products of the outputs from the AND 
gates AND21 and the column address CY20-CY23, thus 
decoding 7 bits so that a desired one of the 255 column 
Selection lines YS0-YS255 can be selected. The redundant 
column driver RYD2 is formed of two buffer circuits BUF2 
each of which has two inverters connected in Series in order 
to drive the redundant column selection lines RYS0, RYS1. 

0089 FIG. 15 shows an example of the construction of 
the sense amplifier SAB1 and mat MCA1 shown in FIG. 13. 
The mat MCA1 has memory cells MC provided at the 
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intersections of one parts of bit line pairs BLOt and BLOb, 
BLOt and BLOb, ... and the word lines WL0, WL1, ... in 
the So-called folded type bit line configuration. Each 
memory cell MC is a one-transistor one-capacitor type 
memory cell that is formed of one NMOS transistor and one 
accumulation capacitor. The Sense amplifier unit SAB1 is 
shared by the two mats MCA0, MCA1, and is formed of 
shared gates SHL0, SH11, . . . , SHR0, SHR1, . . . , 
pre-charge circuits PCO, PC1, . . . , sense amplifiers SAO, 
SA1, . . . , and input/output gates IOG0, IOG1, . . . The 
pre-charge circuits PCO, PC1, ... precharge the bit line pairs 
within the mats MCA0, MCA1 on both sides up to a 
pre-charge voltage HVC. The shared gates SHL0, 
SHL1, . . . , and SHR0, SHR1, connect the bit line pairs 
within either one of the mats MCA0, MCA1 and the sense 
amplifiers So as to Separate the bit line pairs within the other 
mat. When any one of the word lines within the mat 
connected to the Sense amplifiers is Selectively driven, a 
signal is read out through each bit line pair BLOt and BLOb, 
BLOt and BLOb, . . . , and amplified by the sense amplifier 
SAO, SA1, . . . The input/output gate IOG0, IOG1, . . . is 
selected by the column selection line YSO, YS1, . . . to 
connect a desired Sense amplifier to an input/output line pair 
IO0t and IOOb, IOOt and IO1b. Here, each column selection 
line is provided for every two sense amplifiers within the 
Sense amplifier unit, or every four bit line pairs within the 
mat. When this column selection line is replaced by a 
redundant column Selection line, the Sense amplifier for 
receiving/transmitting data from/to the input/output line pair 
IO0t and IO0b, IO1t and IO1b can be replaced so that a 
defective memory cell can be replaced, or repaired by a 
redundant memory cell. 
0090 FIG. 16 shows an example of the replacement of a 
column Selection line in the above-mentioned construction. 
When a column Selection line is replaced by a redundant 
column Selection line, the bit line of each mat is replaced by 
a redundant bit line, and a memory cell group of a defective 
portion is replaced by a redundant memory cell group. The 
right-up shaded, or hatched region RPOA is replaced by the 
right-down shaded, or hatched region RPDA. The redundant 
column selection lines RYS0, RYS1 replace the column 
Selection lines of eight places. In this case, block redundancy 
and Smaller unit repair, or bit repair are mixed within one of 
the mats. In other words, in each of the mats, there are mixed 
repair of a block or blocks of one data line unit each Selected 
by the column address Signal, and repair of a bit or bits of 
a unit region of the interSection or interSections between a 
data line or data lines Selected by the column address Signal 
and a predetermined number of word lines. For example, in 
mat MCA0, a column selection line is replaced by a unit of 
/128 of the Sub-array. This replacement is suitable for the 
repair of a defective memory cell Since the So-called bit 
repair is achieved by using the row address comparator 
BXC1 shown in FIG. 4. In the mat MCA2, the column 
Selection lines in a mat unit are replaced. This replacement 
can be controlled by use of the high-order row address 
comparator BXUC1 shown in FIG. 4, and thus it is suitable 
for the repair of defective bit line. As illustrated here, since 
the two Successive column Selection lines are replaced by 
the redundant column selection lines RYS0, RYS1, the 
Short-circuit between bit lines can be repaired. Moreover, as 
shown in the mats MCA4, MCA5, since the same column 
Selection lines are replaced in the two Successive mats, 
defective Sense amplifiers can be repaired. 
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0091 As shown in mat MCA4, since the bit repair is 
given priority So that the except-inside block redundancy 
can be made, the replacement equivalent to two bit-repair 
operations can be attained by use of the row address com 
parator BXC1 for bit repair and the high-order row address 
comparator BXUC1 for block redundancy. In the mat 
MCA8, two bit-repair operations can be performed in one 
mat. This replacement is effective if a redundant memory 
cell Selected by the redundant column Selection line is 
defective. In the mat MCA12, bit repair and except-inside 
block redundancy can also be performed by two redundant 
column selection lines RYS0, RYS1. Thus, the column-side 
defect repair decision circuit YR shown in FIG. 6 can repair 
up to ten defects within one mat by use of the eight row 
address comparators BXC1 for bit repair and the high-order 
row address comparator BXUC1 for redundant column 
Selection. 

0092. When there are a large number of defective bit 
lines, block redundancy for mat unit can be performed in a 
maximum of eight mats as the redundant column Selection 
line RYS1 makes block redundancy and except-inside block 
redundancy in five mats. In this illustrated example, the 
block redundancy in, for example, mat MCA10 is performed 
by use of the row address comparator BXC1 for bit repair. 
0093 FIG. 17 shows another example of the replacement 
of column Selection line. Here, one column Selection line is 
replaced by the redundant column selection line RYS1 
irrespective of the row address. The defective column selec 
tion line or column decoder can be repaired by the So-called 
YS replacement. At this time, the redundant column Selec 
tion line RYSO is able to repair eight defects. In that case, 
as shown in the mats MCA4, MCA12, a plurality of defects 
can be repaired in one mat. 
0094. As described above, the column-side repair system 
of this embodiment is capable of flexible repair. Thus, the 
chip area is not increased because of a Small number of 
fuses, and the yield is high because of high repair efficiency, 
so that the manufacturing cost of SDRAM can be reduced. 
Although specific values Such as two redundant column 
Selection lines relative to the 256 column selection lines 
have been shown here, other values can of course be used. 
Although the basic unit of one-mat block redundancy can be 
extended to two mats as shown in the above construction, 
the same idea can be applied to the case in which a plurality 
of mats Such as two mats are used as a basic unit for block 
redundancy and extended to a plurality of times as large as 
the unit. While SDRAM is given as an example, this 
embodiment pertains to the redundancy of memory array, 
and brings about the same effect to other DRAMs such as 
fast page mode. Moreover, this embodiment can be applied 
to other memories than DRAM. The same is true in the 
embodiments given below. 
0.095 <Embodiment 4-> 
0096. Another embodiment of the column-side block 
redundancy will be described with reference to FIGS. 18 
through 21. 

0097. The feature of this embodiment is that when the 
fuse Set capable of bit repair is applied to two redundant 
column Selection lines, which one of the redundant column 
Selection lines is to be Selected can be decided by program 
ming with fuses. The construction of the whole SDRAM 
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shown in FIG. 4, the column pre-decoder YPD shown in 
FIG. 12 and the construction of memory array MAR shown 
in FIGS. 13 through 15 are assumed to be the same as 
described with reference to FIGS. 4 through 17. 
0.098 FIG. 18 shows another example of the construction 
of the column-Side repair circuit. This example is used as YR 
in FIG. 4 like that shown in FIG. 6. This construction 
produces two compared decision results RCYO, RCY1 and 
can control a maximum of 8 replacements for each, and up 
to a total of 12 replacements. This column-Side repair circuit 
has three row address comparator groups BXCG0, BXCG1, 
BXCG22, a control circuit RMC2 for row address compared 
result, a repair column address Selector group RBYSG2, two 
column address comparators BYC1, and a dual-input OR 
gate OR2. 
0099) Like FIG. 6, each of the row address comparator 
groups BXCG0, BXCG1 is formed of four high-order row 
address comparators BXUC1. Each row address comparator 
BXUC1, as constructed as shown in FIG. 7, stores a repair 
address of four bits and compares with the four more 
significant bits BX9-BX12 of the input row address BX to 
produce row address compared results RMU0-RMU3, 
RMU8-RMU11. The row address comparator group 
BXCG22 is formed of four row address comparators BXC2. 
Each row address comparator BXC2 Stores a repair row 
address of 11 bits, and compares with the eleven bits 
BX2-BX12 of the input row address BX to produce row 
address compared result RM40-RM70, RM41-RM71. 
Here, the row address compared result RM40-RM70 gets 
involved with the compared decision result RCYO, and the 
row address compared result RM41-RM71 with the com 
pared decision result RCYO. The control circuit RMC2 is 
formed of four four-input NOR gates NOR4, two dual-input 
NAND gates NAND2, and eight dual-input AND gates 
AND2. The logic sum of the row address compared result 
RMU0-RMU3 and RM40-RM70 is produced on output 
RMA0, and the logic sum of RMU8-RMU11 and 
RM41-RM71 on output RMA1. The output signals RMA0, 
RMA1 are applied to two column address comparators 
BYC1, respectively, and indicate the presence or absence of 
repair column address compared with the input row address 
BX. When the row address compared result RM40-RM70 is 
all '0, the node RMA20b becomes “1, so that the row 
address compared result RMU0-RMU3 is produced on the 
row address decision result RMO-RM3. If any one of the 
row address compared result RM40-RM70 is “1, the node 
RMA20b becomes 'O', so that the row address decision 
result RMO-RM3 is 0. Similarly, the node RMA21b 
controls the row address decision result RM8-RM11. The 
repair column address selector group RBYSG2 is formed of 
eight address selectors RBYS2. The eight address selectors 
RBYS2 respectively select one bit of each of the repair 
column addresses RBY10-RBY80, RBY11-RBY81 
according to the input row address decision results 
RMO-RM3, RM8-RM11 and row address compared results 
RM40-RM70, RM41-RM71. The fuse set for storing the 
address Space for one replacement is formed of one fuse of 
one address comparator BXUC1 or BXC2 and eight fuses of 
eight address selectors RBYS2. The column address com 
parator BYC1 is constructed as shown in FIG. 11. When the 
control signal RMA0, RMA1 is 1, the comparators com 
pare the repair column address RBY10-RBY80, 
RBY11-RBY81 with the column address BY (BY1-BY8) 
to produce the compared decision result RCYO, RCY1. The 
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dual-input OR gate OR2 takes a logic sum of the two 
compared decision results RCYO, RCY1 to produce the 
column-side repair decision result RYH. 

0100 FIG. 19 shows an example of the construction of 
the row address comparator BXC2 shown in FIG. 18. This 
comparator is formed of the row address comparator BXC1 
shown in FIG. 8, a fuse decision circuit FDR1k and a 
Selector RMSL. It has a total of 13 fuse decision circuits as 
a result of the addition of the 12 fuse decision circuits FDBk, 
FDX2k-FDX12k within the comparator BXC1. The selector 
RMSL is formed of two dual-input NAND gates, and two 
inverters. This selector receives the output RMk from the 
row address comparator BXC1, and produces it as one of the 
two row address compared results RMkO and RMk1 with the 
other one made 0, in accordance with the outputs RY1kb, 
RY1k from the fuse decision circuit FDR1k. Thus, the row 
address comparator BXC1 that Selects two outputs can be 
achieved without increasing the circuit Scale. 

0101 FIG. 20 shows an example of the construction of 
the address selector RBYS2 shown in FIG. 18. The address 
selector RBYS2 has 12 fuses FY0-FY11, 15 NMOS 
transistors MNEO, MNE2, MNE1, MY0-MY3, 
MY40-MY70, MY41-MY71, MY8-MY11, and two 
inverters LCI with latch function. Each inverter LCI with 
latch function is formed of two PMOS transistors and an 
inverter like that shown in FIG. 10. This construction is 
responsive to the row address decision results RMO-RM3, 
RM8-RM11, and row address compared results 
RM40-RM70, RM41-RM71 to select the repair column 
address stored in the fuses. The fuses of the row address 
comparators BXUC1, BXC2 are set so that only one of the 
row address decision results RMO-RM3, RM8-RM11, and 
row address compared results RM40-RM70, RM41-RM71 
can be made high level with the other ones made low level 
or that all the results can be made low level. Moreover, two 
bits, for example, RM40 and RM41 of the row address 
compared results RM40-RM70, RM41-RM71 produced 
from the row address comparator BXC2 shown in FIG. 19 
are respectively high level and low level or both row level. 

0102) In the standby mode, the reset signal RSTb is made 
low level, so that the nodes RBYjob, RBY1b are made high 
level, and that the output nodes RBY0, RBY1 are made 
low level. When the reset signal RSTb becomes high level, 
the NMOS transistors MNE0-MNE2 are turned on. Thus, 
the outputs RBY0, RBY1 are decided depending upon 
whether the nodes RBY,0b, RBY1b are discharged or not 
through the NMOS transistors and fuses. If the row address 
decision result RMO and row address compared result RM41 
are high level with the other ones being low level, the node 
RBY,0b is discharged to low level as long as the fuse FY0 
is not blown out. Thus, the inverter LCI with latch function 
controls the output node RBY0 to be high level. If the fuse 
FY0 is blown out, the node RBYjob is high level, and the 
output RBY0 is kept low level by the inverter LCI with 
latch function. If the fuse FYj4 is not blown out, the output 
node RBY1 is high level. If the fuse FYj4 is blown out, the 
output node RBY1 is kept low level. 

0103) A more complicated logic than the repair column 
address selector RBYS1 shown in FIG. 10 can be accom 
plished with a Small circuit Scale using dynamic composite 
gates that include fuses. This address selector RBYS2 can be 
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formed on a Small layout area that is Smaller than twice the 
layout area of the repair column address selector RBYS1 
shown in FIG. 10. 

0104 FIG. 21 shows an example of the replacement of 
column Selection line in the case of using the column repair 
decision circuit shown in FIG. 18. Like the regions shown 
in FIGS. 16 and 17, the right-up hatched regions RPOD are 
replaced by the right-down hatched regions RPDA. 

0105. The redundant column selection lines RYS0, RYS1 
replace column lines at a total of 12 places. In these column 
Selection lines, there are mixed block redundancy of one mat 
unit and bit repair of Smaller unit. AS shown in the mat 
MCA4, bit repair is given priority So that except-inside 
block redundancy can be made, and thus replacement 
equivalent to two bit-repair operations can be achieved by 
use of the row address comparator BXC2 for bit repair and 
the high-order row address comparator BXUC1 for block 
redundancy. Here, this replacement is performed by the 
redundant column selection line RYS0, and the normal 
block redundacy is made by the redundant column Selection 
line RYS1. Since the column repair decision circuit shown 
in FIG. 18 can assign the four-fuse set for bit repair to any 
one of the two redundant column lines, a maximum of five 
bit-repair operations can be performed in a mat in which 
block redundancy is made due to defective bit line. As 
illustrated in the mat MCA12, bit repair and except-inside 
block redundancy can be performed by use of both the two 
redundant column selection lines RYS0, RYS1. 

0106 This embodiment also attains the example of 
replacement shown in FIG. 17. As shown in FIG. 17, one 
column Selection line is replaced by the redundant column 
selection line RYS1. At this time, by assigning the four row 
address comparators BYC2 to the selection of the redundant 
column selection line RYS0, it is possible to repair defects 
of eight places by the redundant column Selection line 
RYSO. 

0107 According to the column-side repair system of this 
embodiment, Since the high-freedom fuse Set for bit repair 
can be assigned to any one of the redundant column lines, 
very flexible repair can be performed. Particularly in the 
construction of this embodiment, the probability that the 
fuse Set becomes useleSS is low, or the fuse Set can be 
effectively used if the number of defective memory cells is 
Small, which case is Suited to bit repair. 
0108) <Embodiment 5 
0109) Another embodiment of the column-side repair 
circuit will be described with reference to FIGS. 22 through 
24. The feature of this embodiment is that the repair row 
address for block redundancy is Sorted and Stored in a 
particular order So that the number of fuses for Storing the 
repair row address can be reduced. 
0110. The construction of the whole SDRAM shown in 
FIG.4, the column pre-decoder YPD shown in FIG. 12, and 
the construction of memory array MAR shown in FIGS. 13 
through 15 are assumed to be the same as the system 
described with reference to FIGS. 4 through 17. 
0111 FIG.22 shows this embodiment of the column-side 
repair circuit. This repair circuit is used as YR shown in 
FIG. 4 like the column-side repair circuit shown in FIG. 6. 
However, a mat selection signal MS as the output from the 
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low pre-decoder XPD is also fed to this column-side repair 
circuit. Here, two compared decision results RCYO, RCY1 
are produced each of which can control a maximum of 12 
replacements. Two address shifters MSSF0, MSSF1 are 
provided instead of the row address comparator groups 
BXCG0, BXCG1 within the column-side repair circuit YR 
shown in FIG. 6. The other circuits are the same as shown 
in FIG. 6. That is, it also has two row address comparator 
groups BXCG2, BXCG3, two control circuits RSC0, RSC1 
for row address compared result, two repair column address 
selector groups RBYSSO, RBYSS1, two column address 
comparators BYC1, and dual-input OR circuit OR2. 

0112 The address shifters MSSF0, MSSF1, as will be 
described later, Sort the repair row address for block redun 
dancy in a particular order, allow it to be Stored in fuses, and 
shift the mat selection signal MS (MS0-MS15) fed accord 
ing to the address to produce row address compared results 
RMS0-RMS7, RMS12-RMS19. Like the construction 
shown in FIG. 6, the row address comparator groups 
BXCG2, BXCG3 each have four row address comparators 
BXC1. Each row address comparator BXC1 is constructed 
as shown in FIG.8. They each store one bit of the repair row 
address, and compare with the eleven bits BX2-BX12 of the 
input row address BX to produce row address compared 
results RS8-RS11, RS20-RS23. Each of the control circuits 
RSC0, RSC1 has an eight-input NOR gate NOR8, a four 
input NOR gate NOR4, a dual-input NAND gate NAND2 
and eight dual-input AND gates AND2. They are different 
from the control circuits RMCO, RMC1 shown in FIG. 6 in 
the number of input row address compared results, but 
operate in the same way as those circuits. In other words, the 
logic Sum of row address compared results RMS0-RMS7 
and RS8--RS11 is produced as output RSA0, and the logic 
sum of row address compared results RMS12-RMS19 and 
RS20-RS23 as output RSA1. In addition, if all the row 
address compared result RS8--RS11 is 0, the node RSA2b 
becomes “1”, So that the row address compared result 
RMS0-RMS7 is produced as the row address decision result 
RS0-RS7. If any one of the row address compared result 
RS8-RS11 is “1, the node RSA2b becomes 'O', so that the 
row address decision result RS0-RS7 is all '0'. Similarly, 
the node RSA3b controls the row address decision result 
RS12-RS19. Each of the repair column address selector 
groups RBYSS0, RBYSS1 is formed of eight address selec 
tors RBYS3. The address selector RBYS3 can be con 
structed in the same way as the address selector RBYS1 
shown in FIG. 10 though the number of input row address 
decision results is different. Each selector selects one bit of 
the repair column addresses RBY10-RBY80, 
RBY11-RBY81. In some cases, it is possible that the twelve 
input signals are divided into two groups, and that both 
groups are logically Summed after each group undergoes 
dynamic composite gate logic. In that case, although the 
circuit Scale is Somewhat large, the operation Speed and 
noise margin can be improved. The column address com 
parator BYC1 is constructed as shown in FIG. 11. When the 
control signal RMA0, RMA1 is 1, it compares the repair 
column address RBY10-RBY80, RBY11-RBY81 with the 
column address BY (BY1-BY8) to produce the compared 
decision result RCY0, RCY1. The dual-input OR gate OR2 
takes a logic Sum of the two compared decision results 
RCYO, RCY1 to produce the column-side repair decision 
result RYH. 
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0113 FIG. 23 shows an example of the construction of 
the address shifter MSSFO using NMOS pass transistors. 
The address shifter MSSF1 also has the same construction. 
The input mat selection signal MS (MS0-MS15) is divided 
into two groups MS0-MS7, MS8-MS15, and a pass tran 
Sistor portion is provided for each group. The address shifter 
MSSFO has an input port ASI8L for the input mat selection 
signal MS0-MS7, an input portion ASI8U for the input 
MS8-MS15, an output portion AS08 that produces a com 
pared result RMS0-RMS7 of repair mat address, an 8-input, 
8-output pass transistor portion ASNL provided between the 
input portion ASI4L and the output portion AS08, an 8-in 
put, 8-output pass transistor portion ASNU provided 
between the input portion ASI8U and the output portion 
AS08, a pass transistor portion ASA1 for attaining YS 
replacement, and 17 fuse decision circuits FMS0-FM 15, 
FMSA 

0114. The input portion ASI8L, ASI8U is formed of eight 
NMOS transistors with the sources connected to ground 
potential VSS. The pass transistor portion ASNL, ASNU is 
formed of 64 NMOS transistors. The pass transistor portion 
ASNL is controlled by the fuse decision results 
RFS7-RFS0, RFS6b-RFSOb from the fuse decision circuits 
FMS7-FMS0, and the pass transistor portion ASNU by the 
fuse decision results RFS8-RFS15, RFS9b-RF15b from the 
fuse decision circuits FMS8-FMS15. The pass transistor 
portion ASA1 is formed of two NMOS transistors and 
controlled by the fuse decision result RFSA from the fuse 
decision circuit FMSA and the reset signal RSTOb. The 
outputs from the pass transistor portions ASNL, ASNU and 
ASA1 are logically summed by wired OR at the input 
terminals of the output portion AS08. The output portion 
AS08 is formed of eight level-holding inverters LCI. 
0115 The operation is performed as follows. At the time 
of row-side operation, the reset Signal RSTob is made high 
level, activating the level-holding inverters LCI within the 
output portion AS08. When any one of the mat selection 
signals MS0-MS7 becomes high level, the corresponding 
NMOS transistor within the input portion ASI8L is conduc 
tive. If a current path to the output portion AS08 is formed 
in the pass transistor portion ASNL, the output becomes high 
level. At this time, Since the mat Selection signals 
MS8-MS15 are all low level, any current path is not formed 
through the input portion ASI8U and the pass transistor 
portion ASNU. On the other hand, any one of the mat 
selection signals MS8-MS15 becomes high level, the cor 
responding NMOS transistor within the buffer portion 
ASI8U is conductive. If a current path to the output portion 
ASO8 is formed in the past transistor portion ASNU, that 
output becomes high level. At this time, Since the mat 
selection signals MS0-MS7 are all low level, no current 
path is formed through the input portion ASI8L and pass 
transistor portion ASNL. The pass transistor portion ASNL 
is wired to allot ones, Selected according to the fuse decision 
result, of the mat selection signals MSO-MS7, in the order 
of RMS0, RMS1, ..., RMS7. The pass transistor portion 
ASNU is wired to allot ones, selected according to the fuse 
decision result, of the mat selection signals MS15, 
MS14, ..., MS8, in the reverse order of RMS7, RMS6,..., 
RMS0. Therefore, if the fuse decision circuits are set at 
correct conditions So as to Store a total of eight or below mat 
Selection Signals, two or more mat Selection signals are 
never allotted to the same address shifter output. If the fuse 
decision result RFSA from the fuse decision circuit FMSA 
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is high level, the compared result RMS becomes high level 
irrespective of the mat selection signals MSO-MS15. 

0116. Thus, by using the NMOS pass transistor logic, it 
is possible to form the address shifter with a small number 
of elements. The three-terminal Switch shown in FIG. 2 can 
be attained by two NMOS transistors to which complemen 
tary fuse decision results are applied. Since the level-holding 
inverter LCI produces low level if the input is open, the pass 
transistors that transmit logic 0 are omitted, So that the 
number of elements can be reduced. In addition, Since the 
pass transistor portion is provided for each of the two groups 
in which the sixteen mat selection signals MS0-MS15 are 
divided, the shifter can be formed by two 8-input, 8-output 
pass transistor portions So that the number of elements and 
the occupying area can be reduced as compared with the use 
of 16-input, 8-output pass transistor portion. Since the 
address shifter, which has a large number of NMOS tran 
Sistors provided to constitute Signal paths, can be arranged 
not to be critical pass of access time, the delay time can be 
neglected. Moreover, Since the pass transistor gates within 
the pass transistor portion ASNL, ASNU are all supplied 
with fuse decision results, or predetermined values, there is 
no fear that erroneous operation is caused by the Stray 
capacitance within the pass transistor portion ASNL, ASNU. 
Also, here, since the number of the NMOS transistors 
connected in Series between the level-holding inverter and 
the ground potential VSS is reduced by using the two 
Separate pass transistor portions, Stable operation with less 
delay can be performed. 

0117 FIG. 24 shows an example of the replacement of 
column Selection line in this embodiment. Like the replace 
ment shown in FIG. 16, the right-up hatched areas RPOA 
are replaced by the right-down hatched regions RPDA. The 
redundant column selection lines RYS0, RYS1 each replace 
column Selection lines at 12 places. There are mixed block 
redundancy of one mat unit, and bit repair of Smaller unit. AS 
shown in the mat MCA4, the bit repair is given priority so 
that except-inside block redundancy can be performed, and 
thus replacement equivalent to two bit repair operations can 
be achieved. Here, block redundancy including except 
inside block redundancy is performed in eight mats by each 
redundant column Selection line. The row address compari 
son for 8 replacements is performed by the address shifter 
shown in FIG. 23. 

0118 Seventeen fuse decision circuits are used in the 
address shifter shown in FIG. 17. Since the address com 
parator BXUC1 shown in FIG. 7 uses five fuse decision 
circuits, use of eight address comparators BXUC1 needs a 
total of 40 fuse decision circuits. This embodiment using the 
address shifter can achieve the row address comparing 
function equivalent to that by less than half the number of 
fuse decision circuits. Also, the number of transistors used in 
the address Shifter is Smaller than that in the eight address 
comparators BXUC1. In this embodiment, the number of 
fuses in the fuse Set is increased by making effective use of 
this feature. 

0119) The system, which is used in this embodiment, for 
Sorting and Storing the repair address in a particular order is 
suitable for the case in which different repair is made for 
each replacement. However, if it is allowed to use the same 
repair address for a plurality of replacements, the construc 
tion for that case becomes complicated. Therefore, although 
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that System is Suitable for Storing the repair row address in 
the column-Side block redundancy of mat unit, its construc 
tion becomes complex in bit repair. According to the inven 
tion, Since the bit repair is given priority over block redun 
dancy So that the except-inside block redundancy can be 
introduced, bit repair and block redundancy can be mixed, 
and the number of fuses is reduced for Sorting and Storing 
the repair mat Selection signal in a particular order, and 
Storing the repair row address. 
0120 <Embodiment 62 
0121 Another embodiment of the column-side repair 
circuit will be described with reference to FIGS. 25 through 
27. The feature of this embodiment is that the repair row 
address for block redundancy is Sorted and Stored in a 
particular order and that the number of fuses for Storing the 
repair row address is reduced. 
0122) The construction of the whole SDRAM shown in 
FIG.4, the column pre-decoder YPD shown in FIG. 12, and 
the construction of the memory array MAR shown in FIGS. 
13 through 15 are assumed to be the same as the system 
described with reference to FIGS. 4 through 17. 
0123 FIG. 25 shows this embodiment of the column 
Side repair circuit. Like the column-Side repair circuit shown 
in FIG. 22, it also receives the mat selection signal MS 
produced from the row pre-decoder XPD, and is used as the 
YR shown in FIG. 4. Here, too, there is shown the con 
Struction in which block redundancy and bit repair are 
mixed, and two compared decision results RCYO, RCY1 are 
produced each of which can control a maximum of 12 
replacements. However, the replacement unit for block 
redundancy is two mats. Instead of the address shifter in the 
column-side repair circuit shown in FIG.22, two OR circuit 
groups MSPEO, MSPE1 are provided. Each of the OR 
circuit groups MSPEO, MSPE1 is formed of eight mat 
selection signal OR circuits MSP. The other elements are the 
same as shown in FIG. 22. That is, each OR circuit group 
also has two row address comparator groupS BXCG2, 
BXCG3, two control circuits. RPC0, RPC1 for row address 
compared results, two repair column address Selector groups 
RBYSPO, RBYSP1, two column address comparators 
BYC1, and dual-input OR gate OR2. The control circuits 
RPC0, RPC1, and repair column address selector groups 
RBYSP0, RBYSP1 have the same construction as the con 
trol circuits RSC0, RSC1, and repair column address selec 
tor groups RBYSS0, RBYSS1 shown in FIG. 22, and 
operate in the same way. The column address comparator 
BYC1 and dual-input OR gate OR2 also operate in the same 
way as mentioned previously. 
0.124 FIG. 26 shows an example of the construction of 
the mat selection signal OR circuit MSP. Here, it is supplied 
with mat selection signals MS0, MS1 and produces a repair 
decision purpose mat selection signal RME0. The mat 
selection signal OR gate MSP is formed of a fuse decision 
circuit FDEO, and a logic circuit MSOR that has two 
dual-input NOR gates. When the fuse decision circuit FDEO 
has its fuse blown out to produce fuse decision result RY1kb 
of 0, the logic sum of the mat selection signals MS0, MS1 
is produced as the repair decision purpose mat Selection 
signal RME0. If the fuse decision result RY1kb is “1, the 
mat selection signal RME0 becomes '0' irrespective of the 
mat selection signals MS0, MS1. 
0.125 FIG. 27 shows an example of the replacement of 
column Selection line in this embodiment. Like the replace 
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ment shown in FIG. 16, the right-up hatched regions RPOA 
are replaced by the right-down hatched regions RPOD. The 
redundant column selection lines RYS0, RYS1 each replace 
column Selection lines at 12 places, and there are mixed 
block redundancy for unit of two Successive mats, and bit 
repair for Smaller unit. In other words, the two adjacent mats 
have a mixture of block redundancy for replacement of unit 
of the data line Selected by the column address Signal, and 
bit repair for replacement of unit of the interSection regions 
between the data line Selected by the column address and a 
predetermined number of word lines in one mat. Moreover, 
block redundancy for replacement of one-mat unit can be 
performed. For example, in the mat MCA4, the redundant 
column selection line RYS0 is used in bit repair and except 
inside block redundancy of one-mat unit. This mixed repair 
can be performed by taking priority of the block redundancy 
using row address comparator BXC1 in mat MCA5 and bit 
repair in mat MCA4 over the block redundancy of mats 
MCA4, MCA5 using mat selection signal OR circuit MSP. 
0.126 In this embodiment, although there is provided no 
fuse decision circuits for controlling the YS repair that 
replaces a certain column Selection line without using the 
row address, the block redundancy for the same column 
address can be performed by only one redundant column 
Selection line. 

0127. Since the mat selection signal OR circuit MSP 
shown in FIG. 26 has one fuse decision circuit, the row 
address decision for eight block redundancy regions can be 
made by eight fuse decision circuits. When eight address 
comparators BXUC1 shown in FIG. 7 are used, the total 
number of fuse decision circuits is 40. In this embodiment, 
the row address comparing function equivalent to that is 
realized by less than half the number of fuse decision circuits 
like the column-side repair circuit shown in FIG. 22. As 
compared with the column-side repair circuit shown in FIG. 
22 that uses the address shifter shown in FIG. 23, the mat 
selection signal OR circuit MSP shown in FIG. 26 has a 
Simple construction, and thus uses a Smaller number of 
transistors. 

0128. When the fuse set is provided for each mat, the 
number of fuse Sets increases, and thus the number of fuses 
for Storing the repair column address increases. In this 
embodiment, the number of fuses can be reduced to a 
reasonable value by taking a logic Sum of mat Section 
Signals. In addition, the total number of fuse Sets can be 
optimized by adjusting the number of fuse Sets forbit repair. 

0129 <Embodiment 7> 
0130 FIG. 28 shows a modification of the column-side 
repair circuit shown in FIG. 25. The feature of this con 
Struction is that the replacement for defects of Sense ampli 
fiers is made possible by making effective use of the 
replacement of column Selection line for every two mats in 
block redundancy. Here, too, an OR circuit group MSPO1 is 
provided instead of OR circuit group MSPE1 in the column 
Side repair circuit that is, as shown in FIG. 22, constructed 
to produce two compared decision results RCYO, RCY1 
each of which can control a maximum of 12 replacements 
with block redundancy and bit repair mixed. This OR circuit 
group MSPO1 is formed of eight mat selection signal OR 
circuits MSP like the OR circuit group MSPE1 shown in 
FIG. 25, but it is different in the combination of input mat 
Selection Signals. The other elements are the same as shown 
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in FIG. 25. That is, it has two row address comparator 
groups BXCG2, BXCG3, two control circuits. RPC0, RPC1 
for row address compared results, two repair column address 
selector groups RBYSP0, RBYSP1, two column address 
comparators BYC1, and dual-input OR gate OR2. These 
elements operate in the Same way as in the column-Side 
repair circuit shown in FIG. 25. 
0131 FIG. 29 shows an example of the replacement of 
column Selection line by the column-Side repair circuit 
shown in FIG. 28. Like the replacement shown in FIG. 16, 
the right-up hatched regions RPOA are replaced by the 
right-down hatched regions RPDA. The redundant column 
selection lines RYS0, RYS1 each replace column selection 
lines at 12 places, and there are mixed block redundancy of 
unit of two Successive mats, and bit repair of Smaller unit. In 
other words, block redundancy for replacing data line unit 
Selected by column address Signal in two adjacent mats is 
mixed with bit repair for replacing unit of interSection 
regions between a data line Selected by column address and 
a predetermined number of word lines in one mat. In 
addition, like the replacement shown in FIG. 27, block 
redundancy of one-mat unit is performed. Here, the two-mat 
unit of block redundancy that the redundant column Selec 
tion line RYSO makes is shifted one mat from the two-mat 
unit of block redundancy that the redundant column Selec 
tion line RYS1 makes. For example, the redundant column 
selection line RYSO replaces mats MCAO and MCA1, while 
the redundant column selection line RYS1 replaces mats 
MCA1 and MCA2. As shown in FIG. 13, since a sense 
amplifier portion is provided between mats, making Such 
block redundancy enables the defect of the Sense amplifier 
within the sense amplifier portion SAB1 provided between 
the mats MCAO and MCA1 to be repaired by the redundant 
column selection line RYS0, or one block redundancy and 
the defect of the sense amplifier within the sense amplifier 
portion SAB2 provided between the mats MCA1 and MCA2 
to be repaired by the redundant column selection line RYS1, 
or one block redundancy. This block redundancy can be 
attained by one fuse Set, and thus the fuse Set can be 
effectively used. 
0132) <Embodiment 8> 
0.133 Various examples of the redundant system in which 
the present invention is applied to the column-Side repair 
have been described so far. The present invention can be 
applied not only to the column-Side repair, but also to the 
row-side repair. FIG. 30 shows an embodiment of the 
redundant System in which the present invention is applied 
to the row-side repair. AS illustrated, a word line is replaced 
by a redundant word line So that the memory cell group of 
two regions including defects can be replaced by the redun 
dant memory cell group. Like the column-Side repair shown 
in FIG. 1, the feature of this embodiment is that replacement 
decision is performed So that the region to be replaced by the 
Second replacement is Smaller than that replaced by the first 
replacement and that the Second replacement can be given 
priority. 

0134) The memory array NMCA and redundant cell array 
RMCX are provided and controlled by the repair decision 
circuit XRN. 

0135 The memory array NMCA has memory cells pro 
vided at the intersections of N word lines WLS and M data 
lines DLS, and those memory cells are Selected by the row 
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decoder XDEC and column decoder YDEC. The redundant 
cell array RMCX has redundant memory cells provided at 
the intersections between Q1 redundant word lines RWLS 
and P data lines DLS, and the redundant memory cells are 
selected by a redundant row decoder RXD and the column 
decoder YDEC. The row decoder XDEC decodes the row 
address AX of n bits, and selectively drives one of the 2", or 
N word lines. The column decoder YDEC decodes the 
column address AV of m bits, and selects one of the 2", or 
M data lines. The redundant row decoder RXD decodes the 
q1 bits of the row address AX, and selects one of the 2'', or 
Q1 redundant data lines. The row decoder YDEC and 
redundant row decoder RXD are controlled by the repair 
decision result RXH from the repair decision circuit XRN so 
that the memory cell groups of defects DF1, DF2 can be 
replaced by redundant memory cell groups. 

0.136 The repair decision circuit XRC has two highorder 
row address comparatorS XC1, a low-order row address 
comparator XC2, an inverter INV, two dual-input AND 
gates AND2, and a dual-input OR gate OR2. Only the 
high-order row address comparator XCI Stores the repair 
address for the first replacement, and the high-order row 
address comparator XC1 and the low-order row address 
comparator XC2 Store the repair address for the Second 
replacement. The high-order row address comparator XC1 
includes address Storage means for Storing the repair address 
of (n-q1) bits, and compares with the (n-q1) bits of the row 
address AX. The low-order row address comparator XC2 
includes address Storage means for Storing the repair address 
of (q1-q2) bits, and compares with the (n-q2) bits of the row 
address AX. The inverter INV inverts the coincidence deci 
sion result XLH2 of the low-order row address comparator 
XC2, and the dual-input AND gate AND2 takes a logic 
product of this inverted coincidence decision result and the 
coincidence decision result XUH1 of the row address com 
parator XC1 to produce the first decision result HX1 for the 
first replacement. The dual-input AND gate AND2 takes a 
logical product of the coincidence decision result XLH2 of 
the low-order row address comparator XC2 and the coinci 
dence decision result XUH2 of the high-order row address 
comparator XC1 to produce the second decision result HX2 
for the second replacement. The dual-input OR gate OR2 
takes a logic sum of the decision results HX1, HX2 to 
produce the repair decision result RXH. Since this repair 
decision circuit XRN is constructed as above, when the 
low-order row address comparator XC2 produces coinci 
dence as the coincidence decision result, the first decision 
result HX1 is “0”, and the second decision result HX2 is 
produced according to the coincidence decision result 
XUH2 of the high-order row address comparator XC1. In 
other words, the Second replacement is given priority over 
the first replacement. 

0.137 The replacement unit in the first replacement is the 
region selected by 2", or Q1 word lines, and that in the 
second replacement is the region selected by 2-, or Q2 word 
lines. In this case, when the Q1 word lines for the first 
replacement include the Q2 word lines for the Second 
replacement, the region for the first replacement is the 
except-inside region Selected by the (Q1-Q2) word lines, or 
by the remainder of Subtraction of the Q2 word lines for the 
second replacement from the Q1 word lines for the first 
replacement. In that case, the memory cells Selected by the 
Q2 word lines for the Second replacement in the region 
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selected by the Q1 word lines for the first replacement are 
accessed to without being replaced by redundant memory 
cells. 

0.138. In this repair system, if the region to be selected by 
the Q2 word lines for the second replacement is different 
from the region for the first replacement, two defects can be 
repaired. By decreasing the word line number Q2, it is 
possible to reduce the probability that competition for redun 
dant memory cells occurs to prevent the repair even if the 
word line number Q1 is large. In that case, although the bit 
number (q1-q2) of the row address that the low-order row 
address comparator XC2 compares with increases to make 
the circuit Scale of the low-order row address comparator 
XC2 large, the bit number (n-q1) of the row address that the 
high-order row address comparator XC1 compares with 
becomes large, So that the circuit Scale of the high-order row 
address comparator XC1 does not increase. Therefore, the 
application of the invention to the row-side repair makes it 
possible to control the replacement So as to avoid the 
competition for the redundant cells in the address compara 
tor of a Small circuit Scale that compares with a Small 
number of bits, and thus to effectively repair defects. 
0139 <Embodiment 9 
0140 FIGS. 31a, 31b and 31c show an example of the 
manufacturing flow in a method of manufacturing a DRAM 
of this embodiment. FIG. 31a is a manufacturing flow 
diagram in a method of manufacturing a DRAM. FIG. 31b 
shows a probe test proceSS 1 in the manufacturing flow, and 
FIG.31c shows a process of the repair decision in the probe 
test process 1. 
0141 Referring to FIG. 31a, a semiconductor wafer 
undergoes repetitions of thin film deposition, oxidation, 
doping, anneal, resist processing, exposure, etching, clean 
ing, and CMP So that a wafer process Step can be performed 
to form memory arrays on chips, and DRAMs including 
certain ICs such as repair circuits shown in FIG. 1 or 3 
(STEP1). The semiconductor wafer thus processed is exam 
ined for its electric characteristics by a probe test Step in 
which tests Such as DC test, AC test and redundant area test 
are performed by making the probe of a wafer prober contact 
with the pads of each chip (STEP 2). After the end of the 
probe test Step 1, a program Step is performed in which the 
fuses included in the repair circuit are blown out by laser or 
the like on the basis of the test results (STEP 3). Then, a 
probe test process 2 is made in which electric characteristics 
are tested including the confirmation of whether the defects 
have been repaired (STEP 4). After the probe test process 2, 
a wafer dicing Step is performed for cutting off the Semi 
conductor wafer into chips by a dicing saw (STEP 5). 
Thereafter, a packaging process Step is made by incorporat 
ing the cut off chips, for example, mounting each chip on the 
die pad of a lead frame, connecting the pads of the chip to 
the inner leads of the lead frame through wire, and Sealing 
the chip with a resin or the like (STEP 6). Thus, a packaged 
DRAM can be produced. 
0142. One example of the process flow of the probe test 
step 1 will be described in detail with reference to FIG. 31b. 
This probe test step 1 makes first DC test such as measure 
ment of open, short, power Source current, and leakage 
current (STEP21), redundant test for checking the defective 
bits within the redundant memory cell array (STEP22), and 
then AC test for function check (STEP23), thus examining 
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if a defect or defects are present in the memory cells within 
the memory cell array or in the word lines and data lines for 
Selecting the memory cells. In addition, if a defect or defects 
to be repaired exist, repair decision is performed for deter 
mining how the repair is made (STEP24). 
0.143 An embodiment of the repair algorithm for reliev 
ing defects in the repair decision will be described with 
reference to FIG. 31c. First, a fail bit map is produced 
according to each test (STEP241). The fail bit map shows 
the detected defects as a two-dimensional distribution. Then, 
the defects are classified into (1) defective YS line, (2) 
defective data line, (3) defective bit, on the basis of the fail 
bit map (STEP 242). Here, the defective YS line (1) is the 
defect chiefly due to the column selection line shown in 
FIG. 13, for example, disconnection of column selection 
line. The defective data line (2) is the defect chiefly due to 
data line or due to Sense amplifier, for example, disconnec 
tion of data line. The defective bit (3) is the defect chiefly 
due to memory cell, for example, defective refresh charac 
teristic. After the classification, first the defective YS line is 
repaired (STEP 243), and then the defective data line is 
repaired (STEP 244). In addition, the defective bit is 
repaired by assigning to block redundancy (STEP245), and 
the defective bit that cannot be allotted to block redundancy 
is repaired by bit repair (STEP246). 
0144. Thus, a method of assigning each defect to redun 
dant YS line (STEP 243-246) will be described in detail 
with reference to FIG. 32. In FIG. 32, DF 1-5 indicate the 
defective bits, DFDL the defective data lines, and DFYS the 
defective YS line. If a defect DFRYS is found in redundant 
YS line RYS0, RYS1 by a previously performed redundant 
area test, Since that portion cannot be used for repair, a flag 
FGRYS is raised that means that it cannot be replaced. Then, 
the YS line defect DFYS is relived. In this case, it is 
necessary to repair the defective lines by use of all redundant 
regions. Therefore, the defective lines cannot be replaced by 
the redundant YS line RYSO on which the flag FGRYS is 
raised. Thus, the defective YS line DFYS is assigned to the 
redundant YS line RYS1, and a flag FGYS is raised at the 
region in which the defective YS line DFYS is replaced (in 
this case, all the redundant YS line RYSI). Then, the repair 
of defective data line DFDL is considered. Since the flag 
FGYS is already raised on the redundant YS line RYS1, it 
is assigned to block redundancy So as to be replaced by the 
redundant YS line RYSO with no flag raised. In that case, a 
flag FGDL is raised on the region of redundant YS line 
RYSO for the defective data line DFDL. 

0145 Then, the defective bits DF1-DF5 are repaired. As 
an example of the way of repair assignment, repair is here 
made in the order from memory cell array MCA0 to MCA3, 
though not particularly restricted thereto. First in the 
memory cell array MCA0, when defective bits DF1, DF2 are 
repaired, since the flag FGYS or FGRYS is raised on both 
redundant YS lines RYS0, RYS1, they cannot be allotted to 
block redundancy. Thus, the defective bits DF1, DF2 are 
assigned to bit repair. Then, the flags FG1, FG2 are raised on 
the redundant YS line RYS0. In the memory cell array 
MCA1, since no flag is raised on the redundant YS line 
RYS0, the defective bit DF3 is assigned to block redun 
dancy. In that case, the flag FG3 is raised only at the region 
corresponding to the defective bit DF3. Thus, since flags are 
raised not on all the replacing regions, but only on the region 
corresponding to the defective bit DF3, the portions other 
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than the flag FG3 can be repaired. Even if the above 
defective bit is repaired by block redundancy, the regions 
necessary for the replacing redundant YS line are only the 
portions for replacing defective bits. Therefore, other defects 
may be replaced by other regions than flag FG3. 
0146 Then, in the memory cell array MCA2, a defective 
bit DF4 is assigned to block redundancy as is the defective 
bit DF3, and a flag FG4 is raised on the redundant YS line 
RYSO. In addition, a defective bit DF5 cannot be allotted to 
bock redundancy since the flag FGYS or FG4 is raised on 
both the redundant YS lines RYSO, RYS1. Thus, the defec 
tive bit DF5 is assigned to bit repair, and a flag FG5 is raised 
on the redundant YS line RYS0. If a flag indicating “occu 
pied' is raised on all the replacing regions of the redundant 
YS line when the defective bit DF4 is repaired, the defective 
bit DF5 cannot be repaired later. Thus, even if a defective bit 
is allotted to block redundancy, except-inside block redun 
dancy can be made by raising a flag only on the region of 
redundant YS line necessary for the defective bit. By using 
the above repair algorithm, it is possible to preferentially 
assign defects to the Small-number fuse Set for block redun 
dancy, reduce the number of blown-out fuses, and shorten 
the manufacturing process. 
0147 While an example of the manufacturing flow has 
been mentioned above, the flow can be variously changed 
without departing from the Scope of the invention. If, for 
example, anti-fuse or other electric fuse is used for the 
program element, programming can be made by a tester that 
is used in the probe test process. Even in that case, Since the 
number of programs in the program elements is decreased, 
it does not take a long time. In addition, not only the repair 
algorithm but also other algorithms may of course be used 
for repair. Even in that case, by assigning defective bits to 
block redundancy, it is possible to reduce the number of 
blown-out fuses, and thus shorten the manufacturing pro 
ceSS. Moreover, Since the above three-kind classification of 
defects is the minimum, other kinds of classification can be 
added. For example, row-side defects Such as disconnection 
of word line may be added. Furthermore, flags may be 
specified on memory cells included in the redundant YS 
lines, and on regions of redundant YS lines. 
0.148. According to the above embodiments, as compared 
with the prior art, the replacement in the address comparator 
with a Small number of bits and of a Small circuit Scale can 
be controlled to avoid the competition for replacing regions 
and can be made to effectively relieve defects. The result is 
that a Semiconductor memory device having a defect repair 
circuit with a Small area and high repair efficiency can be 
produced at low cost. 
What is claimed is: 

1. A Semiconductor device comprising: 
a first regular memory mat having a plurality of memory 

cells provided at the interSections of a plurality of first 
normal word lines, and a plurality of regular data lines, 

a redundant block including a first redundant line for 
making it possible to repair, when Said first regular 
memory mat includes first and Second defects, Said first 
and Second defects, and 

a repair decision circuit having a first row address Storage 
circuit that can Store first defect information in order to 
repair Said first defect in a first replacement unit, a 
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Second row address Storage circuit that can Store Second 
defect information in order to repair Said Second defect 
in a Second replacement unit Smaller than Said first 
replacement unit, a first row address comparator that 
has a first input node connected to Said first row address 
Storage circuit, a Second input node to which row 
address information is Supplied, and a first output node 
for producing a first Signal when said first defect 
information and Said row address information coincide 
with each other, a Second row address comparator that 
has a third input node connected to Said Second row 
address Storage circuit, a fourth input node to which 
Said row address information is Supplied, and a Second 
output node for producing a Second signal when Said 
Second defect information and Said row address infor 
mation coincide with each other, and a Selector con 
nected to Said first and Second output nodes to produce 
a repair Signal, wherein 

Said Selector produces said repair Signal for relieving Said 
first defect in Said first replacement unit when Said first 
Signal is inputted, produces Said repair Signal for reliev 
ing Said Second defect in Said Second replacement unit 
when said Second Signal is inputted, and produces Said 
repair Signal for relieving Said Second defect in Said 
Second replacement unit when Said first and Second 
Signals are inputted. 

2. A Semiconductor device according to claim 1, wherein 
Said repair decision circuit includes a column address Selec 
tor that can store third defect information of said first defect 
and fourth defect information of Said Second defect, and a 
column address comparator that has a fifth input node 
connected to Said column address Storage circuit and a sixth 
input node to which column address information is Supplied, 
and 

Said column address comparator receives Said repair Sig 
nal, and produces a Signal for relieving Said first or 
Second defect when said third or said fourth defect 
information and Said column address information are 
compared and coincident with each other. 

3. A Semiconductor device according to claim 2, further 
comprising: 

a circuit block including an input/output line connected to 
Said plurality of first regular data lines, and a plurality 
of input/output gates for controlling the State in which 
Said plurality of first regular data lines and Said input/ 
output line are connected; and 

a column Selection line for transmitting a signal for 
controlling Said plurality of input/output gates, wherein 

Said first replacement unit is a range of a data line Selected 
by Said column address information in Said first regular 
memory mat, and 

Said Second replacement unit is a range of the interSec 
tions of Said data line Selected by Said column address 
information and a predetermined number of word lines 
in Said first normal memory mat. 

4. A Semiconductor device according to claim 2, further 
comprising: 

a Second regular memory mat including a plurality of 
Second regular memory cells provided at the interSec 
tions of a plurality of Second regular word lines and a 
plurality of Second regular data lines, 
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a first circuit block including an input/output line con 
nected to Said plurality of first regular data lines, and a 
plurality of first input/output gates for controlling the 
State in which Said plurality of first regular data lines 
and Said input/output line are connected; and 

a column Selection line for transmitting a signal for 
controlling Said plurality of first input/output gates, 
wherein 

said first circuit block is provided between said first 
regular memory mat and Said Second regular memory 
mat, 

Said first replacement unit is a range of a data line Selected 
by Said column address information in Said plurality of 
first and Second regular memory mats, and 

Said Second replacement unit is a range of the interSec 
tions of Said data line Selected by Said column address 
information and a predetermined number of words in 
Said plurality of first and Second regular memory mats. 

5. A Semiconductor device according to claim 4, wherein 
Said first row address comparator further includes a circuit 
for changing Said Second replacement unit to the range of 
Said data line Selected by Said column address information in 
Said first or Second regular memory mat. 

6. A Semiconductor device according to claim 2, further 
comprising: 

a Second regular memory mat including a plurality of 
Second regular memory cells provided at the interSec 
tions of a plurality of Second regular word lines and a 
plurality of Second regular data lines, and 

a third regular memory mat including a plurality of third 
regular memory cells provided at the interSections of a 
plurality of third regular word lines and a plurality of 
third regular data lines, and further comprising: 

a first circuit block including a first input/output line 
connected to Said plurality of first regular data lines, 
and a plurality of first input/output gates for controlling 
the State in which Said plurality of first regular data 
lines and Said first input/output line are connected; 

a Second circuit block including a Second input/output line 
connected to Said plurality of third regular data lines, 
and a plurality of Second input/output gates for con 
trolling the State in which said plurality of third regular 
data lines and Said Second input/output line are con 
nected; and 

a plurality of column Selection lines for transmitting 
Signals by which Said plurality of first and Second 
input/output gates are controlled, wherein Said first 
circuit block is provided between Said first regular 
memory mat and Said Second regular memory mat, 

Said Second circuit block is provided between said first 
regular memory mat and Said third regular memory 
mat, 

Said first redundant repair circuit further includes a third 
row address Storage circuit for Storing fifth defect 
information of a third replacement unit that is the same 
Size as Said first replacement unit, 

Said first replacement unit is a range of a data line Selected 
by Said column address information in Said first and 
Second regular memory mats, 
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Said Second replacement unit is a range of the interSec 
tions of Said data line Selected by Said column address 
information and a predetermined number of word lines 
in Said first regular memory mat, and 

Said third replacement unit is a range of the data line 
Selected by Said column address information in Said 
first and third regular memory mats. 

7. A Semiconductor device according to claim 2, wherein 
Said redundant memory block includes a Second redundant 
line, and Said Second redundant comparator further has a 
circuit for repairing Said first or Second defect by Selecting 
Said first or Second redundant line. 

8. A Semiconductor device comprising: 
a first row address comparator that has a first row address 

Storage circuit including a first predetermined number 
of Storage elements capable of programming first defect 
information and a first output node for producing Said 
first defect information, a first input node connected to 
Said first output node, a Second input node to which row 
address information is Supplied, and a Second output 
node for producing a first Signal when Said first defect 
information and Said row address information are com 
pared and coincide with each other; 

a Second row address comparator that has a Second row 
address Storage circuit including a Second predeter 
mined number, larger than Said first predetermined 
number, of Storage elements capable of programming 
Second defect information, and a third output node for 
producing said Second defect information, a third input 
node connected to Said third output node, a fourth input 
node to which said row address information is Supplied, 
and a fourth output node for producing a Second Signal 
when Said Second defect information and Said row 
address information are compared and coincide with 
each other; and 

a Selector connected to Said Second and fourth output 
nodes, wherein 

Said Selector produces said first Signal when Said first 
Signal is inputted, produces Said Second Signal when 
Said Second Signal is inputted, and produces Said Sec 
ond Signal when Said first and Second Signals are 
inputted in parallel. 

9. A Semiconductor device according to claim 8, further 
comprising: 

a repair column address Selector having a fifth input node 
connected to Said Selector, a third predetermined num 
ber of Said Storage elements capable of programming 
third defect information and a fifth output node for 
producing Said third defect information; and 

a column address comparator having a sixth input node to 
which column address information is Supplied, a Sev 
enth input node connected to Said fifth output node, and 
a sixth output node for producing a third signal when 
Said column address information and Said third defect 
information are compared. 

10. A semiconductor device according to claim 9, further 
comprising a memory mat having a plurality of memory 
cells provided at the interSections of a plurality of word 
lines, and each of a plurality of data lines, a first redundant 
data line and a Second redundant data line, wherein 
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Said repair column address Selector further includes a 
Seventh output node for producing Said third defect 
information, and produces Said third defect information 
by Selecting from Said fifth or Seventh output node, 

Said column address comparator further includes a eighth 
input node connected to Said Seventh output node, and 
an eighth output node for producing a fourth Signal 
when Said column address information and Said third 
defect information are compared, and Selects Said third 
or fourth Signal and produces it when Said third defect 
information and Said column address information coin 
cide with each other, 

Said first redundant data line receives Said third signal So 
as to be made in a Selected State when said third defect 
information and Said column address information coin 
cides in Said column address comparator, and 

Said Second redundant data line receives Said fourth Signal 
So as to be made in a Selected State when Said third 
defect information and Said column address informa 
tion coincide in Said column address comparator. 

11. A Semiconductor device according to claim 10, 
wherein Said Second Signal is produced as a complementary 
Signal. 

12. A Semiconductor device according to claim 11, further 
comprising a plurality of column Selection lines provided 
over Said plurality of memory mats So as to be associated 
with Said plurality of data lines in Said plurality of memory 
mats, wherein 

Said first input node is Supplied with a row address Signal 
of bits the number of which is one Smaller than said first 
predetermined number, 

Said fourth input node is Supplied with a row address 
signal of bits the number of which is one smaller than 
Said Second predetermined number, and 

Said first row address comparator compares Said column 
Selection lines as a unit with the logic State of Said first 
predetermined number of Storage elements. 

13. A Semiconductor device according to claim 9, further 
comprising a plurality of memory mats each having a 
plurality of memory cells provided at the interSections of a 
plurality of word lines, and each of a plurality of data lines, 
a first redundant data line and a Second redundant data line 
that interSect Said plurality of word lines, wherein 

Said first row address Storage circuit includes a plurality of 
first defect Storage circuits in which the presence or 
absence of a defect address is programmed in associa 
tion with each of Said plurality of memory mats, 

Said first input node is provided to have a plurality of input 
nodes to which a plurality of mat Selection signals are 
Supplied in association with Said plurality of memory 
mats, respectively, 

Said fourth input node is Supplied with a column address 
Signal, 

Said first row address comparator further includes a first 
shifter circuit that includes a plurality of first nodes 
connected to Said plurality of first input nodes, and a 
first Switch circuit for Setting a plurality of first logic 
coupling paths between Said plurality of first nodes and 
a plurality of Second nodes of the same number, and a 
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second shifter circuit that includes a plurality of third 
nodes connected to Said plurality of Second nodes, and 
a Second Switch circuit for Setting a plurality of Second 
logic coupling paths between Said plurality of third 
nodes and a plurality of fourth nodes of which the 
number is larger than that of said plurality of third 
nodes, 

Said plurality of first logic coupling paths are determined 
by one of Said plurality of first defect Storage circuits, 
and 

Said plurality of Second logic coupling paths are deter 
mined by one of Said plurality of Second defect Storage 
circuits. 

14. A Semiconductor device according to claim 9, further 
comprising: 

a plurality of memory mats each having a plurality of 
memory cells provided at the interSections of a plurality 
of word lines, and a plurality of data lines, a first 
redundant data line and a Second redundant data line 
that interSect Said plurality of word lines, wherein 

Said plurality of memory mats include a first memory mat 
and a Second memory mat, 

Said first input node is Supplied with a first mat Selection 
Signal associated with Said first memory mat, and a 
Second mat Selection Signal associated with Said Second 
memory mat, 

Said fourth input node is Supplied with a column address 
Signal, 

Said first row address Storage circuit Stores the presence or 
absence of a defect address associated with Said first or 
Second regular memory mat, and 

Said first row address comparator compares with Said first 
or Second mat Selection Signal in one unit of Said first 
and Second memory mats. 

15. A Semiconductor device according to claim 14, 
wherein Said first row address comparator includes a first 
NOR gate to which Said first mat Selection Signal and Said 
Second mat Selection Signal are Supplied, and a Second NOR 
circuit connected to Said first NOR gate and Said first output 
node. 

16. A Semiconductor device according to claim 15, 
wherein Said Second predetermined number is one larger 
than the number of Said input column address Signal, and 
Said Second row address comparator compares in one of Said 
plurality of memory mats as a unit with the logic State of Said 
Second predetermined number of Storage elements included 
in Said Second row address Storage circuit. 

17. A semiconductor device according to claim 9, further 
comprising: 

a plurality of memory mats each having a plurality of 
memory cells provided at the interSections of a plurality 
of word lines, and a plurality of data lines, a first 
redundant data line and a Second redundant data line 
that interSect Said plurality of word lines, and 

a third row address comparator having a third row address 
Storage circuit that includes Said first predetermined 
number of storage elements in which third defect 
information is programmed and a Seventh output node 
for producing Said third defect information, an eighth 
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input node connected to Said Seventh output node, a 
ninth input node to which said row address information 
is Supplied, and an eighth output node for producing a 
third signal when Said third defect information and Said 
row address information are compared and coincide 
with each other, wherein 

Said plurality of memory mats include a first memory mat, 
a Second memory mat, and a third memory mat, 

Said first and ninth input nodes are Supplied with a mat 
Selection signal for Selecting one of Said first to third 
memory mats, 

Said fourth input node is Supplied with a column address 
Signal, 

Said first row address comparator compares with Said mat 
Selection Signal in one unit of Said first and Second 
memory mats, and 

Said third row address comparator compares with Said mat 
Selection signal in one unit of Said Second and third 
memory mats. 

18. A Semiconductor device according to claim 8, wherein 
Said Selector has a circuit for Stopping Said first Signal from 
being produced when Said first Signal and Said Second Signal 
are inputted in parallel. 

19. A Semiconductor device according to claim 8, wherein 
Said Storage elements are fuse circuits that Store a first logic 
State as an initial value and a Second logic State when 
programmed. 

20. A Semiconductor device according to claim 9, wherein 
Said Semiconductor device is Supplied with a row address 
Signal, and then a predetermine time later Supplied with a 
column address Signal. 

21. A Semiconductor device comprising: 
a memory mat having a plurality of memory cells pro 

Vided at the interSections of first and Second word lines, 
and first and Second regular data lines and a redundant 
data line; and 

a repair decision circuit for replacing, when a first defect 
is present in Said first regular data line, Said first defect 
by a first replacement unit, and replacing, when a 
Second defect is present in Said Second regular data line, 
Said Second defect by a Second replacement unit 
Smaller than Said first replacement unit, wherein 

in the case when Said first replacement unit includes a 
region of the interSections between Said first regular 
data line and Said first and Second word lines, and when 
Said Second replacement unit includes a region of the 
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interSections between Said first word line and Said 
Second regular data line, Said repair decision circuit 
Selects Said redundant data line when Said Second word 
line and Said first regular data line are Selected, and 
Selects said first regular data line when Said first word 
line and Said first regular data line are Selected. 

22. A Semiconductor device according to claim 21, 
wherein 

Said repair decision circuit has a first defect address 
Storage circuit that can Store first defect information in 
order to repair by Said first replacement unit, and a 
Second defect address Storage circuit that can Store 
Second defect information in order to repair by Said 
Second replacement unit, 

Said first address Storage circuit includes a first predeter 
mined number of Storage elements, and 

Said Second address Storage circuit includes a Second 
predetermined number of Storage elements more than 
Said first predetermined number. 

23. A Semiconductor device according to claim 22, 
wherein 

Said repair decision circuit further has a first row address 
comparator including a first input node connected to 
Said first address Storage circuit, a Second input node to 
which row address information is Supplied, and a first 
output node, a Second row address comparator includ 
ing a third input node connected to Said Second address 
Storage circuit, a fourth input node to which said row 
address information is Supplied, and a Second output 
node, and a Selector connected to Said first and Second 
output nodes, 

Said first row address comparator produces a first signal 
from said first output node when said first defect 
information and Said row address information coincide 
with each other, 

Said Second row address comparator produces a Second 
Signal from Said Second output node when said Second 
defect information and Said row address information 
coincide with each other, and 

Said Selector produces Said Second Signal when Said first 
and Second Signals are inputted in parallel. 

24. A Semiconductor device according to claim 23, 
wherein Said Semiconductor device is a dynamic random 
acceSS memory. 


