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MEMORY SYSTEM CAPABLE OF 
RE-MAIPPING ADDRESS 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims priority under 35 USC S119 
to Korean Patent Application No. 10-2014-0001222 filed on 
Jan. 6, 2014, the disclosure of which is incorporated by ref 
erence herein in its entirety. 

TECHNICAL FIELD 

0002 Exemplary embodiments of the present inventive 
concept relate to a memory system, and more particularly, to 
a memory system capable of re-mapping addresses based on 
location information corresponding to faulty memory cells. 

DISCUSSION OF THE RELATED ART 

0003. A memory cell array in a memory system may 
include a number of faulty memory cells. When the number of 
redundant memory cells is equal to or greater than the number 
of faulty memory cells, the memory cell array may be effi 
ciently repaired. When the number of redundant memory 
cells is less than the number of faulty memory cells, the 
memory cell array may not be efficiently repaired. 

SUMMARY 

0004 Exemplary embodiments of the present inventive 
concept provide a memory system that increases a normally 
operating part of a memory cell array including faulty 
memory cells based on location information corresponding to 
the faulty memory cells. 
0005 According to an exemplary embodiment of the 
present inventive concept, a memory system includes a 
memory controller, a first memory cell array, a first location 
information storage unit, a first address mapping table, a first 
address conversion unit, and a first mapping information cal 
culation unit. The memory controller is configured to gener 
ate a logical address signal and an address re-mapping com 
mand. The first memory cell array includes a plurality of first 
logic blocks. The first location information storage unit is 
configured to store first location information corresponding 
to first faulty memory cells included in the first memory cell 
array. The first address mapping table is configured to store 
first address mapping information. The first address conver 
sion unit is configured to convert the logical address signal to 
a first physical address signal corresponding to the first 
memory cell array based on the first address mapping infor 
mation. The first mapping information calculation unit is 
configured to generate the first address mapping information 
to reduce a number of logic blocks including the first faulty 
memory cells in the first memory cell array based on the first 
location information upon the first mapping information cal 
culation unit receiving the address re-mapping command. 
0006. In an exemplary embodiment, the first faulty 
memory cells may be generated during manufacture of the 
first memory cell array. 
0007. In an exemplary embodiment, the first faulty 
memory cells may be generated during operation of the first 
memory cell array. 
0008. In an exemplary embodiment, the memory system 
may further include a second memory cell array, a second 
location information storage unit, a second address mapping 
table, a second address conversion unit, and a second map 
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ping information calculation unit. The second memory cell 
array may include a plurality of second logic blocks. The 
second location information storage unit may be configured 
to store second location information corresponding to second 
faulty memory cells included in the second memory cell 
array. The second address mapping table may be configured 
to store second address mapping information. The second 
address conversion unit may be configured to convert the 
logical address signal to a second physical address signal 
corresponding to the second memory cell array based on the 
second address mapping information. The second mapping 
information calculation unit may be configured to generate 
the second address mapping information to reduce a number 
of logic blocks including the second faulty memory cells in 
the second memory cell array based on the second location 
information upon the second mapping information calcula 
tion unit receiving the address re-mapping command. 
0009. In an exemplary embodiment, the memory control 
ler may be configured to transmit divided data signals to the 
first and second memory cell arrays, respectively. The 
memory controller may further be configured to receive the 
divided data signals from the first and second memory cell 
arrays, respectively. 
0010. In an exemplary embodiment, the memory control 
ler may further include a second memory cell array and a 
second location information storage unit. The second 
memory cell array may include a plurality of second logic 
blocks. The second location information storage unit may be 
configured to store second location information correspond 
ing to second faulty memory cells included in the second 
memory cell array. The first address mapping table may be 
configured to store second address mapping information. The 
first address conversion unit may be configured to convert the 
logical address signal to a second physical address signal 
corresponding to the second memory cell array based on the 
second address mapping information. The first mapping 
information calculation unit may be configured to generate 
the second address mapping information to reduce a number 
of logic blocks including the second faulty memory cells in 
the second memory cell array based on the second location 
information upon the first mapping information calculation 
unit receiving the address re-mapping command. 
0011. In an exemplary embodiment, the logical address 
signal may include a logical row address signal and a logical 
column address signal. The first physical address signal may 
include a first physical row address signal and a first physical 
column address signal. 
0012. In an exemplary embodiment, the first address con 
version unit may be configured to perform a first address 
mapping operation based on a first mapping relation between 
the logical column address signal and the first physical col 
umn address signal, and perform a second address mapping 
operation based on a second mapping relation between the 
logical row address signal and the first physical row address 
signal. The first and second mapping relations may be indi 
cated by the first address mapping information. 
0013. In an exemplary embodiment, the first mapping 
information calculation unit may be configured to modify the 
first mapping relation to reduce the number of logic blocks 
including the first faulty memory cells. 
0014. In an exemplary embodiment, the first mapping 
information calculation unit may be configured to modify the 
second mapping relation to reduce the number of logic blocks 
including the first faulty memory cells. 
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0015. In an exemplary embodiment, each of the logic 
blocks may be a page of the first memory cell array. 
0016. In an exemplary embodiment, the address re-map 
ping command may be generated during an initialization 
process of the memory system. 
0017. According to an exemplary embodiment of the 
present inventive concept, a memory system includes a 
memory controller, a memory cell array, a first location infor 
mation storage unit, a second location information storage 
unit, an address mapping table, an address conversion unit, 
and a mapping information calculation unit. The memory 
controller is configured to generate a logical address signal 
and an address re-mapping command. The memory cell array 
includes a plurality of logic blocks. The first location infor 
mation storage unit is configured to store first location infor 
mation corresponding to first faulty memory cells included in 
the memory cell array. The first faulty memory cells are 
generated during manufacture of the memory cell array. The 
second location information storage unit is configured to 
store second location information corresponding to second 
faulty memory cells included in the memory cell array. The 
second faulty memory cells are generated during operation of 
the memory cell array. The address mapping table is config 
ured to store address mapping information. The address con 
version unit is configured to convert the logical address signal 
to a physical address signal corresponding to the memory cell 
array based on the address mapping information. The map 
ping information calculation unit is configured to generate the 
address mapping information to reduce a number of logic 
blocks including the first faulty memory cells in the memory 
cell array and the second faulty memory cells in the memory 
cell array based on the first location information and the 
second location information upon the mapping information 
calculation unit receiving the address re-mapping command. 
0018. In an exemplary embodiment, the logical address 
signal may include a logical row address signal and a logical 
column address signal. The physical address signal may 
include a physical row address signal and a physical column 
address signal. The address conversion unit may be config 
ured to perform a first address mapping operation based on a 
first mapping relation between the logical column address 
signal and the physical column address signal, and perform a 
second address mapping operation based on a second map 
ping relation between the logical row address signal and the 
physical row address. The first and second mapping relations 
may be indicated by the address mapping information. 
0019. In an exemplary embodiment, the mapping informa 
tion calculation unit may be configured to modify the first 
mapping relation to reduce the number of logic blocks includ 
ing the first faulty memory cells and the second faulty 
memory cells. 
0020. In an exemplary embodiment, the mapping informa 
tion calculation unit may be configured to modify the second 
mapping relation to reduce the number of logic blocks includ 
ing the first faulty memory cells and the second faulty 
memory cells. 
0021. According to an exemplary embodiment of the 
present inventive concept, a method of re-mapping addresses 
in a memory system includes generating a logical address 
signal and an address re-mapping command, storing location 
information corresponding to faulty memory cells included in 
a memory cell array, storing address mapping information, 
and converting the logical address signal to a physical address 
signal corresponding to the memory cell array based on the 
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address mapping information to reduce a number of logic 
blocks including the faulty memory cells in the memory cell 
array based on the location information in response to the 
address re-mapping command. 
0022. As described above, a memory system according to 
an exemplary embodiment of the present inventive concept 
may increase a normally operating partina memory cell array 
and minimize pages including faulty memory cells by re 
mapping addresses based on location information corre 
sponding to the faulty memory cells. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0023 The above and other features of the present inven 
tive concept will become more apparent by describing in 
detail exemplary embodiments thereof with reference to the 
accompanying drawings, in which: 
0024 FIG. 1 is a block diagram illustrating a memory 
system according to an exemplary embodiment of the present 
inventive concept. 
0025 FIGS. 2A and 2B are diagrams illustrating an 
address re-mapping process of the memory system of FIG. 1 
according to an exemplary embodiment of the present inven 
tive concept. 
0026 FIGS. 3A and 3B are block diagrams illustrating 
memory systems according to exemplary embodiments of the 
present inventive concept. 
0027 FIGS. 4A and 4B are diagrams illustrating an 
address re-mapping process of the memory systems of FIGS. 
3A and 3B according to exemplary embodiments of the 
present inventive concept. 
0028 FIGS. 5, 6A and 6B are block diagrams illustrating 
memory systems according to exemplary embodiments of the 
present inventive concept. 
0029 FIG. 7 is a flowchart illustrating an address re-map 
ping process of a memory system according to an exemplary 
embodiment of the present inventive concept. 
0030 FIG. 8 is a block diagram illustrating a mobile sys 
tem including a memory system according to an exemplary 
embodiment of the present inventive concept. 
0031 FIG. 9 is a block diagram illustrating a computing 
system including a memory system according to an exem 
plary embodiment of the present inventive concept. 

DETAILED DESCRIPTION OF THE 
EXEMPLARY EMBODIMENTS 

0032 Exemplary embodiments of the present inventive 
concept will be described more fully hereinafter with refer 
ence to the accompanying drawings. Like reference numerals 
may refer to like elements throughout the accompanying 
drawings. 
0033. It will be understood that, although the terms first, 
second, third, etc. may be used herein to describe various 
elements, these elements should not be limited by these 
terms. These terms are used to distinguish one element from 
another. Thus, a first element discussed below could be 
termed a second element without departing from the teach 
ings of the present inventive concept. As used herein, the term 
“and/or includes any and all combinations of one or more of 
the associated listed items. 

0034. It will be understood that when an element is 
referred to as being “connected' or “coupled to another 
element, it can be directly connected or coupled to the other 
element or intervening elements may be present. Other words 
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used to describe the relationship between elements should be 
interpreted in a like fashion (e.g., “between.” “adjacent, etc.). 
0035. It should also be noted that in some alternative 
implementations, the functions/acts noted in the blocks may 
occur out of the order noted in the flowcharts. For example, 
two blocks shown in Succession may in fact be executed 
Substantially concurrently or the blocks may sometimes be 
executed in the reverse order, depending upon the function 
ality/acts involved. 
0036 FIG. 1 is a block diagram illustrating a memory 
system according to an exemplary embodiment of the present 
inventive concept. 
0037 Referring to FIG. 1, a memory system 100 includes 
a memory controller 110 and a memory device 120. The 
memory device 120 includes a first memory cell array MCA 
124, a first location information storage unit FLIS125, a first 
address mapping table AMT 122, a first address conversion 
unit ATU 121, and a first mapping information calculation 
unit MIC 123. The memory controller 110 generates a logical 
address signal LA and an address re-mapping command 
ACC. The first memory cell array 124 includes, for example, 
a plurality of first logic blocks. The first location information 
storage unit 125 stores first location information FLI corre 
sponding to first faulty memory cells included in the first 
memory cell array 124. The first address mapping table 122 
stores first address mapping information MI. The first address 
conversion unit 121 converts the logical address signal LA to 
a first physical address signal PA corresponding to the first 
memory cell array 124 based on the first address mapping 
information MI. The first mapping information calculation 
unit 123 generates the first address mapping information MI. 
The first address mapping information MI may be used to 
reduce the number of logic blocks including the first faulty 
memory cells based on the first location information FLI 
corresponding to the first faulty memory cells when the 
address re-mapping command ACC is received. The memory 
controller 110 may transmit a data signal DS to the first 
memory cell array 124. The memory controller 110 may 
receive the data signal DS from the first memory cell array 
124. 

0038. The address re-mapping command ACC may be 
generated during initialization of the memory system 100. 
The faulty memory cells may be generated, for example, 
during the manufacture of the first memory cell array 124 or 
during operation of the first memory cell array 124. 
0039. In an exemplary embodiment, the first mapping 
information calculation unit 123 may generate new address 
mapping information to increase the lifespan of the memory 
cells included in the first memory cell array 124, even when 
the first mapping information calculation unit 123 receives 
the address re-mapping command ACC and the first location 
information FLI has no information due to the first memory 
cell array124 not including any faulty memory cells. The first 
address mapping table 122 may store the new address map 
ping information. The first address conversion unit 121 may 
convert the logical address signal LA to the first physical 
address signal PA corresponding to the first memory cell 
array 124 based on the new address mapping information. 
0040 FIGS. 2A and 2B are diagrams illustrating an 
address re-mapping process of the memory system of FIG. 1 
according to an exemplary embodiment of the present inven 
tive concept. 
0041 Referring to FIG. 2A, a memory cell array 230a 
corresponds to the first memory cell array 124 included in the 
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memory system 100 of FIG.1. The memory cell array 230a 
shown in FIG. 2A represents the first memory cell array 124 
arranged according to the first physical row address values 
222a and the first physical column address values 212a. 
0042. In an exemplary embodiment, the memory cell array 
230a includes 9 logic blocks B1a, B2a, B3a, B4a, B5a, B6a, 
B7a, B8a, and B9a. The first logic block B1a includes a first 
faulty memory cell A. The third logic block B3a includes a 
normal memory cell 232a, a second faulty memory cell B, 
and a third faulty memory cell C. The ninth logic block B9a 
includes a fourth faulty memory cell D and a fifth faulty 
memory cell E. Each of the logic blocks B1a, B2a. B3a, B4a, 
B5a, B6a, B7a, B8a, and B9a may be, for example, a page of 
the first memory cell array 124. 
0043. The logical address signal LA of the memory sys 
tem 100 may include a logical column address signal and a 
logical row address signal, and the first physical address 
signal PA may include the first physical column address sig 
nal and the first physical row address signal. 
0044. In an exemplary embodiment, the logical column 
address signal may have one of address values 211a which are 
from 00h to Obh. The first physical column address signal may 
have one of address values 212a which are from 00h to Obh. 
The logical row address signal may have one of address 
values 221a which are from 00h to Obh. The first physical row 
address signal may have one of address values 222a which are 
from 00h to Obh. It is to be understood that the address values 
shown in FIG. 2A are exemplary, and that address values of 
exemplary embodiments of the present inventive concept are 
not limited thereto. 

0045. The first address mapping information MI may 
include a first mapping relation 213a between the logical 
column address signal and the first physical column address 
signal of the first memory cell array 124. The first address 
mapping information MI may further include a second map 
ping relation 223a between the logical row address signal and 
the first physical row address signal of the first memory cell 
array124. The first address conversion unit 121 may perform 
address mapping operations according to the first mapping 
relation 213a and the second mapping relation 223a. For 
example, the first address conversion unit 121 may perform a 
first address mapping operation based on the first mapping 
relation 213a, which is indicated by the first address mapping 
information MI, and perform a second address mapping 
operation based on the second mapping relation 223a, which 
is indicated by the first address mapping information MI. In 
an exemplary embodiment, the first mapping information 
calculation unit 123 may modify the first and second mapping 
relations 213a and 22.3a to reduce the number of logic blocks 
including faulty memory cells. 
0046. In an exemplary embodiment, when the logical col 
umn address signal and the first physical column address 
signal are mapped at a 1:1 ratio and the logical row address 
signal and the first physical row address signal are mapped at 
a 1:1 ratio, the first faulty memory cell A is located at (OOh, 
00h) (e.g., a logical row address value 00h and a logical 
column address value 00h), the second faulty memory cell B 
is located at (OOh, 09h) (e.g., a logical row address value 00h. 
and a logical column address value 09h), the third faulty 
memory cell C is located at (OOh, Obh), the fourth faulty 
memory cell D is located at (09h, Oah), and the fifth faulty 
memory cell E is located at (Obh, Oah). In this case, the first 
logic block B1a including the first faulty memory cell A, the 
third logic block B3a including the second faulty memory cell 
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Band the thirdfaulty memory cell C, and the ninth logic block 
B9a including the fourth faulty memory cell D and the fifth 
faulty memory cell E cannot be used. 
0047. In an exemplary embodiment, the first address con 
version unit 121 included in the memory system 100 of FIG. 
1 may map addresses between the logical column address 
signal and the first physical column address signal based on 
the first address mapping information MI (see 213a in FIG. 
2A), and may map addresses between the logical row address 
signal and the first physical row address signal based on the 
first address mapping information MI (see 223a in FIG. 2A). 
0048 For example, referring to the first mapping relation 
213a in FIG. 2A, the address conversion unit 121 may map a 
logical column address value 00h to the first physical column 
address value 00h. The address conversion unit 121 may 
further map a logical column address value 01 h to the first 
physical column address value 09h. The address conversion 
unit 121 may further map a logical column address value 02h 
to the first physical column address value Oah. The address 
conversion unit 121 may further map a logical column 
address value 03h to the first physical column address value 
Obh. The address conversion unit 121 may further map a 
logical column address value 04h to the first physical column 
address value 01h. The address conversion unit 121 may 
further map a logical column address value 05h to the first 
physical column address value 02h. The address conversion 
unit 121 may further map a logical column address value 06h 
to the first physical column address value 03h. The address 
conversion unit 121 may further map a logical column 
address value 07h to the first physical column address value 
04h. The address conversion unit 121 may further map a 
logical column address value 08h to the first physical column 
address value 05h. The address conversion unit 121 may 
further map a logical column address value 09h to the first 
physical column address value 06h. The address conversion 
unit 121 may further map a logical column address value Oah 
to the first physical column address value 07h. The address 
conversion unit 121 may further map a logical column 
address value Obh to the first physical column address value 
08h. 

0049 Referring to the second mapping relation 223a in 
FIG. 2A, the address conversion unit 121 may map a logical 
row address value 00h to the first physical row address value 
00h. The address conversion unit 121 may further map a 
logical row address value 01 h to the first physical row address 
value 09h. The address conversion unit 121 may further map 
a logical row address value 02h to the first physical row 
address value Oah. The address conversion unit 121 may 
further map a logical row address value 03h to the first physi 
cal row address value Obh. The address conversion unit 121 
may further map a logical row address value 04h to the first 
physical row address value 01h. The address conversion unit 
121 may further map a logical row address value 05h to the 
first physical row address value 02h. The address conversion 
unit 121 may further map a logical row address value 06h to 
the first physical row address value 03h. The address conver 
sion unit 121 may further map a logical row address value 07h 
to the first physical row address value 04h. The address con 
version unit 121 may further map a logical row address value 
08h to the first physical row address value 05h. The address 
conversion unit 121 may further map a logical row address 
value 09h to the first physical row address value 06h. The 
address conversion unit 121 may further map a logical row 
address value Oah to the first physical row address value 07h. 
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The address conversion unit 121 may further map a logical 
row address value Obh to the first physical row address value 
08h. 
0050 Referring to FIG. 2B, a memory cell array 230b 
corresponds to the first memory cell array 124 arranged 
according to the logical row address values 221b and the 
logical column address values 211b. The memory cell array 
230b includes 9 logic blocks B1b, B2b, B3b, B4b, B5b, B6b, 
B7b, B8b, and B9b. The logical column address signal may 
have one of address values 211b which are from 00h to Obh. 
The logical row address signal may have one of address 
values 221b which are from 00h to Obh. 
0051. A first faulty memory cell A is located at (00h, 00h) 
(e.g., a logical row address value 00h and a logical column 
address value 00h). A second faulty memory cell B is located 
at (OOh, 01h). A third faulty memory cell C is located at (OOh, 
03h). A fourth faulty memory cell D is located at (01 h, 02h). 
A fifth faulty memory cell E is located at (03h, 02h). 
0052. The first logic block B1b including the first faulty 
memory cell A, the second faulty memory cell B, the third 
faulty memory cell C, the fourth faulty memory cell D, and 
the fifth faulty memory cell E cannot be used. The logic 
blocks B2b, B3b, B4b, B5b, B6b, B7b, B8b, and B9b may be 
used. 
0053 FIGS. 3A and 3B are block diagrams illustrating 
memory systems according to exemplary embodiments of the 
present inventive concept. 
0054 Referring to FIG. 3A, a memory system 300a 
includes a memory controller 310a and a memory device 
320a. The memory device 320a includes a first memory mod 
ule 321a and a second memory module 322a through an 
(N)-th memory module 32Na. The first memory module 321a 
includes a first memory cell array MCA31a, a first location 
information storage unit FLIS 31a, a first address mapping 
table AMT31a, a first address conversion unit ATU31a, and a 
first mapping information calculation unit MIC31a. The sec 
ond memory module 322a includes a second memory cell 
array MCA32a, a second location information storage unit 
FLIS 32a, a second address mapping table AMT32a, a sec 
ond address conversion unit ATU32a, and a second mapping 
information calculation unit MIC32a. The (N)-th memory 
module 32Na includes an (N)-th memory cell array 
MCA3Na, an (N)-th location information storage unit FLIS 
3Na, an (N)-th address mapping table AMT3Na, an (N)-th 
address conversion unit ATU3Na, and an (N)-th mapping 
information calculation unit MIC3Na. The memory control 
ler 310a may generate a logical address signal LA and an 
address re-mapping signal ACC. The memory cell arrays 
MCA31a, MCA32a, and MCA3Na each include a plurality 
of logic blocks. 
0055. The first location information storage unit FLIS 
31a may store first location information FLI31a correspond 
ing to first faulty memory cells included in the first memory 
cell array MCA31a. The second location information storage 
unit FLIS 32a may store second location information 
FLI32a corresponding to second faulty memory cells 
included in the second memory cell array MCA32a. The 
(N)-th location information storage unit FLIS 3Na may store 
(N)-th location information FLI3Na corresponding to (N)-th 
faulty memory cells included in the (N)-th memory cell array 
MCA3Na. 

0056. The first address mapping table AMT31a may store 
first address mapping information MI31a. The second 
address mapping table AMT32a may store second address 
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mapping information MI32a. The (N)-th address mapping 
table AMT3Na may store (N)-th address mapping informa 
tion MI3Na. 
0057 The first address conversion unit ATU31a may con 
Vert the logical address signal LA to a first physical address 
signal PA31a corresponding to the first memory cell array 
MCA31a. The second address conversion unit ATU32a may 
convert the logical address signal LA to a second physical 
address signal PA32a corresponding to the second memory 
cell array MCA32a. The (N)-th address conversion unit 
ATU3Na may convert the logical address signal LA to an 
(N)-th physical address signal PA3Na corresponding to the 
(N)-th memory cell array MCA3Na. 
0058. The first mapping information calculation unit 
MIC31a may generate the first address mapping information 
MI31a used to reduce the number of logic blocks including 
the first faulty memory cells based on the first location infor 
mation FLI31a corresponding to the first faulty memory cells 
when the address re-mapping command ACC is received. The 
second mapping information calculation unit MIC32a may 
generate the second address mapping information MI32a 
used to reduce the number of logic blocks including the 
second faulty memory cells based on the second location 
information FLI32a corresponding to the second faulty 
memory cells when the address re-mapping command ACC is 
received. The (N)-th mapping information calculation unit 
MIC3Na may generate the (N)-th address mapping informa 
tion MI3Naused to reduce the number of logic blocks includ 
ing the (N)-th faulty memory cells based on the (N)-th loca 
tion information FLI3Na corresponding to the (N)-th faulty 
memory cells when the address re-mapping command ACC is 
received. 
0059. The memory controller 310a may output data sig 
nals. The data signals may be divided into, for example, first 
divided data signals DS1, second divided data signals DS2, 
and (N)-th divided data signal DSN. In an exemplary embodi 
ment, when the data signals are 24-bit signals (D23:0) and N 
is 3, the first divided data signals DS1 may include the upper 
8 bits (D23:16), the second divided data signals DS2 may 
include the middle 8 bits (D15:8), and the (N)-th divided 
data signals DSN may include the lower 8 bits (D7:0). In an 
exemplary embodiment, when the data signals are 24-bit 
signals (DI23:0) and N is 3, the first divided data signals DS1 
may include the lower 8bits (D7:0), the second divided data 
signals DS2 may include the middle 8 bits (D15:8), and the 
(N)-th divided data signals DSN may include the upper 8 bits 
(D|23:16). 
0060. The memory controller 310a may transfer the first 
divided data signals DS1 to the first memory cell array 
MCA31a. The memory controller 310a may receive the first 
divided data signals DS1 from the first memory cell array 
MCA31a. The memory controller 310a may transfer the sec 
ond divided data signals DS2 to the second memory cell array 
MCA32a. The memory controller 310a may receive the sec 
ond divided data signals DS2 from the second memory cell 
array MCA32a. The memory controller 310a may transfer 
the (N)-th divided data signals DSN to the (N)-th memory cell 
array MCA3Na. The memory controller 310a may receive the 
(N)-th divided data signals DSN from the (N)-th memory cell 
array MCA3Na. 
0061 Referring to FIG. 3B, a memory system 300b 
includes a memory controller 310b and a memory device 
320b. The memory device 320b includes an address mapping 
table AMT3b, an address conversion unit ATU3b, a mapping 
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information calculation unit MIC3b, a first memory module 
321b, and a second memory module 322b through an (N)-th 
memory module 32Nb. The first memory module 321b 
includes a first memory cell array MCA31b and a first loca 
tion information storage unit FLIS 31b. The second memory 
module 322b includes a second memory cell array MCA32b 
and a second location information storage unit FLIS 32b. 
The (N)-th memory module 32Nb includes an (N)-th memory 
cell array MCA3Nb and an (N)-th location information stor 
age unit FLIS 3.Nb. 
0062. The first location information storage unit FLIS 
31b may store first location information FLI31b correspond 
ing to the first faulty memory cells included in the first 
memory cell array MCA31b. The second location informa 
tion storage unit FLIS 32b may store second location infor 
mation FLI32b corresponding to the second faulty memory 
cells included in the second memory cell array MCA32b. The 
(N)-th location information storage unit FLIS 3.Nb may store 
(N)-th location information FLI3Nb corresponding to the 
(N)-th faulty memory cells included in the (N)-th memory 
cell array MCA3Nb. 
0063. The address mapping table AMT3b may store 
address mapping information MI3b. The first address conver 
sion unit ATU3b may convert the logical address signal LA to 
physical address signals PA31b, PA32b, and PA3Nb corre 
sponding to the memory cell arrays MCA31b, MCA32b, and 
MCA3Nb, respectively. The mapping information calcula 
tion unit MIC3b may generate address mapping information 
MI3b used to reduce the number of logic blocks including 
faulty memory cells based on the first location information 
FLI31b, the second location information FLI32b, and the 
(N)-th location information FLI3Nb when the address re 
mapping command ACC is received. 
0064 Data signals may be divided into divided data sig 
nals DS1, DS2, and DSN. The memory controller 310b may 
transmit the divided data signals DS1, DS2, and DSN to the 
memory cell arrays MCA31b, MCA32b, and MCA3Nb, 
respectively. The memory controller 310b may receive the 
divided data signals DS1, DS2, and DSN from the memory 
cell arrays MCA31b, MCA32b, and MCA3Nb, respectively. 
In an exemplary embodiment, when the data signals are 
24-bit signals (DI23:0) and N is 3, the first divided data 
signals DS1 may include the upper 8 bits (D23:16), the 
second divided data signals DS2 may include the middle 8 
bits (D15:8), and the (N)-th divided data signals DSN may 
include the lower 8 bits (D7:0). In an exemplary embodi 
ment, when the data signals are 24-bit signals (D23:0) and N 
is 3, the first divided data signals DS1 may include the lower 
8 bits (D7:0), the second divided data signals DS2 may 
include the middle 8 bits (D15:8), and the (N)-th divided 
data signals DSN may include the upper 8 bits (DI23:16). 
0065 FIGS. 4A and 4B are diagrams illustrating an 
address re-mapping process of the memory systems of FIGS. 
3A and 3B according to exemplary embodiments of the 
present inventive concept. 
0.066 FIGS. 4A and 4B illustrate an exemplary scenario in 
which the memory systems of FIGS. 3A and 3B include two 
memory modules, respectively. The first memory cell array 
430a may correspond to the first memory cell array MCA31a 
included in the memory system 300a of FIG. 3A or the first 
memory cell array MCA31b included in the memory system 
300b of FIG. 3B. The second memory cell array 44.0a may 
correspond to the second memory cell array MCA32a 
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included in the memory system 300a of FIG.3A or the second 
memory cell array MCA32b included in the memory system 
3OOE of FIG. 3B. 
0067. Data signals corresponding to the logical address 
signal LA of the memory system 300a of FIG. 3A or data 
signals corresponding to the logical address signal LA of the 
memory system 300b of FIG. 3B may be evenly divided into 
first data signals and second data signals. The first data signals 
and the second data signals may be stored in the first memory 
cell array 430a and the second memory array 440a, respec 
tively. 
0068. In an exemplary embodiment, when the data signals 
are 24-bit signals (D23:0), the lower 12 bits (D11:0) may 
be stored in a first memory cell 432a and the upper 12 bits 
(D23:12) may be stored in a second memory cell array 
442a. In an exemplary embodiment, when the data signals are 
24-bit signals (D23:0), the upper 12 bits (D11:0) may be 
stored in the first memory cell 432a and the lower 12 bits 
(D23:12) may be stored in the second memory cell array 
442a. FIGS. 4A and 4B illustrate an exemplary embodiment 
in which the upper bits of the data signals are stored in a 
memory cell included in the first memory cell array 430a and 
the lower bits of the data signals are stored in a memory cell 
included in the second memory cell array 440a. 
0069. Referring to FIG. 4A, memory cell arrays 430A and 
440A correspond to the memory cell arrays MCA31a and 
MCA32a of FIG.3A or the memory cellarrays MCA31b and 
MCA32b of FIG. 3B arranged according to physical row 
address values 422a and physical column address values 
412.a. 
0070. The first memory cell array 430a may include 9 
logic blocks B11a, B12a, B13a, B14a, B15a, B16a, B17a, 
B18a, and B19a. The second memory cell array 440a may 
includes 9 logic blocks B21a, B22a, B23a, B24a, B25a, 
B26a, B27a, B28a, and B29a. Logic block B11a includes a 
first faulty memory cell A. Logic block B13a includes a 
second faulty memory cell B. Logic block B19a includes a 
third faulty memory cell C. Logic block B24a includes a 
fourth faulty memory cell D. Logic block B26a includes a 
fifth faulty memory cell E and a sixth faulty memory cell F. 
Logic block B29a includes a seventh faulty memory cell G 
and an eighth faulty memory cell H. 
0071. The logical address signal LA of the memory sys 
tem 300a of FIG. 3A or the logical address signal LA of the 
memory system 300b of FIG. 3B may be a logical column 
address signal and a logical row address signal. Each of the 
physical address signals PA31a through PA3Na of the 
memory system 300a of FIG. 3A or each of the physical 
address signals PA31b through PA3Nb of the memory system 
300b of FIG. 3B may include a physical column address 
signal and a physical row address signal. 
0072. In an exemplary embodiment, the logical column 
address signal of the memory system 300a of FIG. 3A or the 
logical column address signal of the memory system 300b of 
FIG.3B may have one of address values 411a which are from 
00h to Obh. The physical column address signal of the 
memory system 300a of FIG. 3A or the physical column 
address signal of the memory system 300b of FIG. 3B may 
have one of address values 412a which are from 00h to Obh. 
The logical row address signal of the memory system 300a of 
FIG. 3A or the logical row address signal of the memory 
system 300b of FIG.3B may have one of address values 421a 
which are from 00h to Obh. The physical row address signal of 
the memory system 300a of FIG. 3A or the physical row 
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address signal of the memory system 300b of FIG. 3B may 
have one of address values 422a which are from 00h to Obh. 

0073. In an exemplary embodiment, when the logical col 
umn address signal and the first physical column address 
signal of the first memory cellarray MCA31a or MCA31b are 
mapped at a 1:1 ratio, the logical row address signal and the 
first physical row address signal of the first memory cell array 
MCA31a or MCA31b are mapped at a 1:1 ratio, the logical 
column address signal and the second physical column 
address signal of the second memory cell array MCA32a or 
MCA32b are mapped at a 1:1 ratio, and the logical row 
address signal and the second physical row address signal of 
the second memory cell array MCA32a or MCA32b are 
mapped at a 1:1 ratio. The first faulty memory cell Astores 
high bits of data corresponding to (OOh, 00h), the second 
faulty memory cell B stores high bits of data corresponding to 
(00h, 09h), the third faulty memory cell C stores high bits of 
data corresponding to (09h, 09h), the fourth faulty memory 
cell D stores high bits of data corresponding to (06h, 02h), the 
fifth faulty memory cell Estores high bits of data correspond 
ing to (06h, 09h), the sixth faulty memory cell F stores high 
bits of data corresponding to (06h, Obh), the seventh faulty 
memory cell G stores high bits of data corresponding to (09h, 
09h), and the eighth faulty memory cell Histores high bits of 
data corresponding to (Obh, Obh). 
0074. In this case, the logic block B11a and the logic block 
B21a cannot be used because of the first faulty memory cell 
A. The logic block B13a and the logic block B23a cannot be 
used because of the second faulty memory cell B. The logic 
block B19a and the logic block B29a cannot be used because 
of the third faulty memory cell C, the seventh faulty memory 
cell G, and the eighth faulty memory cell H. The logic block 
B14a and the logic block B24a cannot be used because of the 
fourth faulty memory cell D. The logic block B16a and the 
logic block B26a cannot be used because of the fifth faulty 
memory cell E and the sixth faulty memory cell F. 
0075. In an exemplary embodiment, the first address con 
version unit ATU31a included in the memory system 300a of 
FIG. 3A may map addresses between the logical column 
address signal and the first physical column address signal of 
the first memory cell array MCA31a according to a first 
mapping relation 413a based on the first address mapping 
information MI31a. The first address conversion unit 
ATU31a included in the memory system 300a of FIG. 3A 
may map addresses between the logical row address signal 
and the first physical row address signal of the first memory 
cell array MCA31a according to a second mapping relation 
423a based on the first address mapping information MI31a. 
The second address conversion unit ATU32a included in the 
memory system 300a of FIG.3A may map addresses between 
the logical column address signal and the second physical 
column address signal of the second memory cell array 
MCA32a according to a first mapping relation 414a based on 
the second address mapping information MI32a. The second 
address conversion unit ATU32a included in the memory 
system 300a of FIG. 3A may map addresses between the 
logical row address signal and the second physical row 
address signal of the second memory cell array MCA32a 
according to a second mapping relation 424a based on the 
second address mapping information MI32a. 
0076. In an exemplary embodiment, the address conver 
sion unit ATU3b included in the memory system 300b of FIG. 
3B may map addresses between the logical column address 
signal and the first physical column address signal of the first 
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memory cell array MCA31b according to a first mapping 
relation 413a based on the address mapping information 
MI3b. The address conversion unit ATU3b included in the 
memory system 300b of FIG.3B may map addresses between 
the logical column address signal and the second physical 
column address signal of the second memory cell array 
MCA32b according to a first mapping relation 414a based on 
the address mapping information MI3b. The address conver 
sion unit ATU3b included in the memory system 300b of FIG. 
3B may map addresses between the logical row address signal 
and the first physical row address signal of the first memory 
cell array MCA31b according to a second mapping relation 
423a based on the address mapping information MI3b. The 
address conversion unit ATU3b included in the memory sys 
tem 300b of FIG. 3B may map addresses between the logical 
row address signal and the second physical row address signal 
of the second memory cell array MCA32b according to a 
second mapping relation 424a based on the address mapping 
information MI3b. 

0077. In the exemplary embodiments described above 
with reference to FIG. 4A, a logical column address value 00h. 
is mapped to a physical column address value 00h, a logical 
column address value 01 h is mapped to a physical column 
address value 09h, a logical column address value 02h is 
mapped to a physical column address value 02h, a logical 
column address value 03h is mapped to a physical column 
address value Obh, a logical column address value 04h is 
mapped to a physical column address value 01 h, a logical 
column address value 05h is mapped to a physical column 
address value 03h, a logical column address value 06h is 
mapped to a physical column address value 04h, a logical 
column address value 07h is mapped to a physical column 
address value 05h, a logical column address value 08h is 
mapped to a physical column address value 06h, a logical 
column address value 09h is mapped to a physical column 
address value 07h, a logical column address value Oah is 
mapped to a physical column address value Oah, and a logical 
column address value Obh is mapped to a physical column 
address value 08h. 

0078. In the exemplary embodiments described above 
with reference to FIG. 4A, a logical row address value 00h is 
mapped to a physical row address value 00h, a logical row 
address value 01 his mapped to a physical row address value 
09h, a logical row address value 02h is mapped to a physical 
row address value Obh, a logical row address value 03h is 
mapped to a physical row address value 06h, a logical row 
address value 04h is mapped to a physical row address value 
01 h, a logical row address value 05h is mapped to a physical 
row address value 02h, a logical row address value 06h is 
mapped to a physical row address value 03h, a logical row 
address value 07h is mapped to a physical row address value 
04h, a logical row address value 08h is mapped to a physical 
row address value 05h, a logical row address value 09h is 
mapped to a physical row address value 07h, a logical row 
address value Oah is mapped to a physical row address value 
08h, and a logical row address value Obh is mapped to a 
physical row address value Oah. 
0079 Referring to FIG. 4B, memory cell arrays 430b and 
440b correspond to the memory cell arrays MCA31a and 
MCA32a of FIG.3A or the memory cellarrays MCA31b and 
MCA32b of FIG. 3B arranged according to logical row 
address values 421b and logical column address values 411b. 
0080. The first memory cell array 430b may include 9 
logic blocks B11b, B12b, B13b, B14b, B15b, B16b, B17b, 
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B18b, and B19b. The second memory cell array 440b may 
includes 9 logic blocks B21b, B22b, B23b, B24b, B25b, 
B26b, B27b, B28b, and B29b. 
I0081. In this case, logic block B11b and logic block B21b 
cannot be used because of faulty memory cells A, B, C, D, E, 
F, G, and H. Other logic blocks B12b, B22b, B13b, B23b, 
B14b, B24b, B15b, B25b, B16b, B26b, B17b, B27b, B18b, 
B28b, B19b, and B29b can be used. In this case, more logic 
blocks may be used than the case in which logical column 
address signals and physical column address signals are 
mapped at a 1:1 ratio, and logical row address signals and 
physical row address signals are mapped at a 1:1 ratio. 
I0082 FIGS. 5, 6A and 6B are block diagrams illustrating 
memory systems according to exemplary embodiments of the 
present inventive concept. 
I0083) Referring to FIG. 5, a memory system 500 includes 
a memory controller 510 and a memory device 520. The 
memory device 520 includes a memory cell array MCA 524, 
a first location information storage unit FLIS1525, a second 
location information storage unit FLIS2526, an address map 
ping table AMT 522, an address conversion unit ATU 521, 
and a mapping information calculation unit MIC 523. The 
memory controller 510 may generate a logical address signal 
LA and an address re-mapping command ACC. The memory 
cell array 524 includes a plurality of logic blocks. The first 
location information storage unit FLIS 1525 stores first loca 
tion information FLU corresponding to first faulty memory 
cells included in the memory cell array 524. The first faulty 
memory cells may be generated, for example, during manu 
facture of the memory cell array 524. The second location 
information storage unit FLIS2 526 stores second location 
information FLI2 corresponding to second faulty memory 
cells included in the memory cellarray 524. The second faulty 
memory cells may be generated, for example, during opera 
tion of the memory cell array 524. The address mapping table 
AMT 522 stores address mapping information MI. The 
address conversion unit ATU 521 converts the logical address 
signal LA to a physical address signal PA corresponding to 
the memory cell array 524 based on the address mapping 
information MI. The mapping information calculation unit 
MIC 523 generates the address mapping information MI used 
to reduce the number of logic blocks including the first faulty 
memory cells and the second faulty memory cells based on 
the first location information FLI1 and the second location 
information FLI2 when the address re-mapping command 
ACC is received. The memory controller 510 may provide the 
second location information FLI2 corresponding to the sec 
ond faulty memory cells to the second location information 
storage unit FLIS2526 using the control signal CS. 
I0084. Referring to FIG. 6A, a memory system 6.00a 
includes a memory controller 610a and a memory device 
620a. The memory device 620a includes a first memory mod 
ule 621a and a second memory module 622a through an 
(N)-th memory module 62Na. The first memory module 621a 
includes a first memory cell array MCA61a, a location infor 
mation storage unit FLIS1 61a, a location information Stor 
age unit FLIS2 61a, a first address mapping table AMT61a, 
a first address conversion unit ATU61a, and a first mapping 
information calculation unit MIC61a. The first address con 
version unit ATU61 a may convert the logical address signal 
LA to a first physical address signal PA61a. The second 
memory module 622a includes a second memory cell array 
MCA62a, a location information storage unit FLIS162a, a 
location information storage unit FLIS2 62a, a second 
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address mapping table AMT62a, a secondaddress conversion 
unit ATU62a, and a second mapping information calculation 
unit MIC62a. The second address conversion unit ATU62a 
may convert the logical address signal LA to a second physi 
cal address signal PA62a. The (N)-th memory module 62Na 
includes an (N)-th memory cell array MCA6Na, a location 
information storage unit FLIS 1 6Na, a location information 
storage unit FLIS2 6Na, an (N)-th address mapping table 
AMT6Na, an (N)-th address conversion unit ATU6Na, and an 
(N)-th mapping information calculation unit MIC6Na. The 
(N)-th address conversion unit ATU6Na may convert the logi 
cal address signal LA to an (N)-th physical address signal 
PA6Na. 

0085. The first memory cell array MCA61 a may include 
first faulty memory cells, which may be generated during 
manufacture of the first memory cell array MCA61a, and 
second faulty memory cells, which may be generated during 
operation of the first memory cell array MCA61a. The second 
memory cell array MCA62a may include third faulty 
memory cells, which may be generated during manufacture 
of the second memory cell array MCA62a, and fourth faulty 
memory cells, which may be generated during operation of 
the second memory cell array MCA62a. The (N)-th memory 
cell array MCA6Na may include (N)-th faulty memory cells, 
which may be generated during manufacture of the (N)-th 
memory cell array MCA6Na, and (N+1)-th faulty memory 
cells, which may be generated during operation of the (N)-th 
memory cell array MCA6Na. 
I0086. The first mapping information calculation unit 
MIC61 a generates the first address mapping information 
MI61a used to reduce the number of logic blocks including 
the first faulty memory cells and the second faulty memory 
cells based on first location information FLI161a correspond 
ing to the first faulty memory cells and second location infor 
mation FLI261a corresponding to the second faulty memory 
cells when the address re-mapping command ACC is 
received. The second mapping information calculation unit 
MIC62a generates the second address mapping information 
MI62a used to reduce the number of logic blocks including 
the third faulty memory cells and the fourth faulty memory 
cells based on third location information FLI162a corre 
sponding to the third faulty memory cells and fourth location 
information FLI262a corresponding to the fourth faulty 
memory cells when the address re-mapping command ACC is 
received. The (N)-th mapping information calculation unit 
MIC6Na generates the (N)-th address mapping information 
MI6Na used to reduce the number of logic blocks including 
the (N)-th faulty memory cells and the (N+1)-th faulty 
memory cells based on (N)-th location information FLI16Na 
corresponding to the (N)-th faulty memory cells and (N+1)-th 
location information FLI26Na corresponding to the (N+1)-th 
faulty memory cells when the address re-mapping command 
ACC is received. 

I0087. Referring to FIG. 6B, a memory system 600b 
includes a memory controller 610b and a memory device 
620b. The memory device 620b includes an address mapping 
table AMT6b, an address conversion unit ATU6b, a second 
location information storage unit FLIS2 6b, a mapping infor 
mation calculation unit MIC6b, a first memory module 621b, 
and a second memory module 622b through an (N)-th 
memory module 62Nb. The address conversion unit ATU6b 
may convert the logical address signal LA to a first physical 
address signal PA61b and a second physical address signal 
PA62b throughan (N)-th physical address signal PA6Nb. The 
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first memory module 621b includes a first memory cell array 
MCA61b and a location information storage unit FLIS1 61b. 
The location information storage unit FLIS1 61b may store 
location information FLI61b. The second memory module 
622b includes a second memory cell array MCA62b and a 
location information storage unit FLIS1 62b. The location 
information storage unit FLIS1 62b may store location infor 
mation FLI62b. The (N)-th memory module 62Nb includes 
an (N)-th memory cell array MCA6.Nb and a location infor 
mation storage unit FLIS1 6.Nb. The location information 
storage unit FLIS1 6.Nb may store location information 
FLI6Nb. 
I0088. The second location information storage unit 
FLIS26b stores location information FLI262b. The location 
information FLI262b includes first location information cor 
responding to first faulty memory cells, second location infor 
mation corresponding to second faulty memory cells, and 
(N)-th location information corresponding to (N)-th faulty 
memory cells. The first faulty memory cells may be generated 
during, for example, operation of the first memory cell array 
MCA61b. The second faulty memory cells may be generated 
during, for example, operation of the second memory cell 
array MCA62b. The (N)-th faulty memory cells may be gen 
erated during, for example, operation of the (N)-th memory 
cell array MCA6.Nb. 
I0089. The mapping information calculation unit MIC6b 
generates the address mapping information MI6b used to 
reduce the number of logic blocks including faulty memory 
cells based on the location information FLI262b when the 
address re-mapping command ACC is received. 
0090 FIG. 7 is a flowchart illustrating an address re-map 
ping process of a memory system according to an exemplary 
embodiment of the present inventive concept. 
0091 Referring to FIG. 7, to re-map an address of a 
memory system, location information corresponding to 
faulty memory cells included in a memory cell array is gen 
erated by a memory controller at S110. Address mapping 
information used to reduce the number of logic blocks includ 
ing the faulty memory cells based on the location information 
is generated at S120 by a mapping information calculation 
unit. The address mapping information is stored in an address 
mapping table at S130. The memory controller accesses the 
memory cell array through an address conversion unit which 
is arranged according to the address mapping information at 
S140. 
0092. According to exemplary embodiments of the 
present inventive concept, as described herein, a method of 
re-mapping addresses in a memory system (e.g., the memory 
system shown in FIGS. 1, 3A, 3B, 5, 6A, and 6B) includes 
generating a logical address signal and an address re-mapping 
command, storing location information corresponding to 
faulty memory cells included in a memory cell array, storing 
address mapping information, and converting the logical 
address signal to a physical address signal corresponding to 
the memory cell array based on the address mapping infor 
mation. The number of logic blocks including the faulty 
memory cells in the memory cell array may be reduced based 
on the location information in response to the address re 
mapping command. 
0093 FIG. 8 is a block diagram illustrating a mobile sys 
tem including a memory system according to an exemplary 
embodiment of the present inventive concept. 
(0094) Referring to FIG. 8, a mobile system 800 includes 
an application processor 810, a connectivity unit 820, a semi 
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conductor memory device 850 (e.g., a volatile memory 
device), a nonvolatile memory device 840, a user interface 
830, and a power supply 860. In exemplary embodiments, the 
mobile system 800 may be, for example, a mobile phone, a 
Smartphone, a personal digital assistant (PDA), a portable 
multimedia player (PMP), a digital camera, a music player, a 
portable game console, a navigation system, etc. 
0095. The application processor 810 may execute appli 
cations such as, for example, a web browser, a game applica 
tion, a video player, etc. In exemplary embodiments, the 
application processor 810 may include a single core or mul 
tiple cores. For example, the application processor 810 may 
be a multi-core processor, Such as a dual-core processor, a 
quad-core processor, a hexa-core processor, etc. The applica 
tion processor 810 may include an internal or external cache 
memory. 
0096. The connectivity unit 820 may perform wired or 
wireless communication with an external device. For 
example, the connectivity unit 820 may perform Ethernet 
communication, near field communication (NFC), radio fre 
quency identification (RFID) communication, mobile tele 
communication, memory card communication, universal 
serial bus (USB) communication, etc. In exemplary embodi 
ments, the connectivity unit 820 may include a baseband 
chipset that Supports communications such as, for example, 
global system for mobile communications (GSM), general 
packet radio service (GPRS), wideband code division mul 
tiple access (WCDMA), high speed downlink/uplink packet 
access (HSXPA), etc. 
0097. The semiconductor memory device 850 may store 
data processed by the application processor 810, or may 
operate as a working memory. For example, the semiconduc 
tor memory device 850 may be a dynamic random access 
memory, such as double data rate synchronous dynamic ran 
dom-access memory (DDR SDRAM), low power DDR 
SDRAM (LPDDR SDRAM), graphics double data rate DDR 
SDRAM (GDDR SDRAM), Rambus DRAM (RDRAM), 
etc., or may be any Volatile memory device that requires a 
refresh operation. The semiconductor memory device 850 
may be a memory device included in the memory systems 
shown in FIGS. 1, 3A, 3B, 5, 6A, and 6B. The application 
processor 810 may be the memory controller included in the 
memory systems of FIGS. 1, 3A, 3B, 5, 6A, and 6B. 
0098. The nonvolatile memory device 840 may store a 
boot image for booting the mobile system 800. For example, 
the nonvolatile memory device 840 may be an electrically 
erasable programmable read-only memory (EEPROM), a 
flash memory, a phase change random access memory 
(PRAM), a resistance random access memory (RRAM), a 
nano floating gate memory (NFGM), a polymer random 
access memory (PoRAM), a magnetic random access 
memory (MRAM), a ferroelectric random access memory 
(FRAM), etc. 
0099. The user interface 830 may include at leastone input 
device such as, for example, a keypad, a touch screen, etc., 
and at least one output device Such as, for example, a speaker, 
a display device, etc. The power Supply 860 may supply a 
power supply voltage to the mobile system 800. In exemplary 
embodiments, the mobile system 800 may further include, for 
example, a camera image processor (CIS) and/or a storage 
device. Such as a memory card, a Solid State drive (SSD), a 
hard disk drive (HDD), a CD-ROM, etc. 
0100. In exemplary embodiments, the mobile system 800 
and/or components of the mobile system 800 may be pack 
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aged in various forms such as, for example, package on pack 
age (PoP), ball grid arrays (BGAs), chip Scale packages 
(CSPs), plastic leaded chip carrier (PLCC), plastic dual in 
line package (PDIP), die in waffle pack, die in wafer form, 
chip on board (COB), ceramic dual in-line package (CER 
DIP), plastic metric quad flat pack (MQFP), thin quad flat 
pack (TQFP), small outline IC (SOIC), shrink small outline 
package (SSOP), thin small outline package (TSOP), system 
in package (SIP), multi chip package (MCP), wafer-level 
fabricated package (WFP), or wafer-level processed stack 
package (WSP). 
0101 FIG. 9 is a block diagram illustrating a computing 
system including a memory system according to an exem 
plary embodiment of the present inventive concept. 
0102 Referring to FIG. 9, a computing system 900 
includes a processor 910, an input/output hub (IOH) 920, an 
input/output controller hub (ICH) 930, a memory device 940, 
and a graphics card 950. In exemplary embodiments, the 
computing system 900 may be, for example, a personal com 
puter (PC), a server computer, a workstation, a laptop com 
puter, a mobile phone, a Smartphone, a personal digital assis 
tant (PDA), a portable multimedia player (PMP), a digital 
camera, a digital television, a set-top box, a music player, a 
portable game console, a navigation system, etc. 
0103) The processor 910 may perform various computing 
functions such as, for example, executing specific Software 
for performing specific calculations or tasks. For example, the 
processor 910 may be a microprocessor, a central process unit 
(CPU), a digital signal processor, etc. In exemplary embodi 
ments, the processor 910 may include a single core or mul 
tiple cores. For example, the processor 910 may be a multi 
core processor, such as a dual-core processor, a quad-core 
processor, a hexa-core processor, etc. Although FIG. 9 illus 
trates the computing system 900 including one processor 910, 
in exemplary embodiments, the computing system 900 may 
include a plurality of processors. The processor 910 may 
include an internal or external cache memory. 
0104. The processor 910 may include a memory controller 
911 for controlling operations of the memory device 940 via 
a control signal BC CMD. The memory controller 911 may 
be the memory controller included in the memory systems of 
FIGS. 1, 3A, 3B, 5, 6A, and 6B. The memory controller 911 
included in the processor 910 may be referred to as an inte 
grated memory controller (IMC). The memory controller 911 
may include the structure and/or perform the methods of one 
or more of the exemplary embodiments described herein. A 
memory interface between the memory controller 911 and the 
memory device 940 may be implemented with a single chan 
nel including a plurality of signal lines, or may bay be imple 
mented with multiple channels, to each of which the memory 
device 940 may be coupled. 
0105. The memory device 940 may include one or more 
memory modules 941 storing data provided from the memory 
controller. The memory device 94.0 may be the memory 
device included in the memory systems of FIGS. 1, 3A, 3B, 5. 
6A, and 6B. 
0106 The input/output hub 920 may manage data transfer 
between the processor 910 and devices such as, for example, 
the graphics card 950. The input/output hub 920 may be 
coupled to the processor 910 via various interfaces. For 
example, the interface between the processor 910 and the 
input/output hub 920 may be a front side bus (FSB), a system 
bus, a HyperTransport, a lightning data transport (LDT), a 
QuickPath interconnect (QPI), a common system interface 
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(CSI), etc. Although FIG. 9 illustrates the computing system 
900 including one input/output hub 920, in exemplary 
embodiments, the computing system 900 may include a plu 
rality of input/output hubs. The input/output hub 920 may 
provide various interfaces with the devices. For example, the 
input/output hub 920 may provide an accelerated graphics 
port (AGP) interface, a peripheral component interface-ex 
press (PCIe), a communications streaming architecture 
(CSA) interface, etc. 
0107 The graphics card 950 may be coupled to the input/ 
output hub 920 via, for example, AGP or PCIe. The graphics 
card 950 may control a display device for displaying an 
image. The graphics card 950 may include an internal pro 
cessor for processing image data and an internal memory 
device. In exemplary embodiments, the input/output hub 920 
may include an internal graphics device along with or instead 
of the graphics card 950. The graphics device included in the 
input/output hub 920 may be referred to as an integrated 
graphics device. Further, the input/output hub 920 including 
the internal memory controller and the internal graphics 
device may be referred to as a graphics and memory control 
ler hub (GMCH). 
0108. The input/output controller hub 93.0 may perform 
data buffering and interface arbitration to efficiently operate 
various system interfaces. The input/output controller hub 
930 may be coupled to the input/output hub 920 via an inter 
nal bus, such as a direct media interface (DMI), a hub inter 
face, an enterprise Southbridge interface (ESI), PCIe, etc. The 
input/output controller hub 93.0 may provide various inter 
faces with peripheral devices. For example, the input/output 
controller hub 93.0 may provide a universal serial bus (USB) 
port, a serial advanced technology attachment (SATA) port, a 
general purpose input/output (GPIO), a low pin count (LPC) 
bus, a serial peripheral interface (SPI), PCI, PCIe, etc. 
0109. In exemplary embodiments, the processor 910, the 
input/output hub 920 and the input/output controller hub 930 
may be implemented as separate chipsets or separate inte 
grated circuits. In exemplary embodiments, at least two of the 
processor 910, the input/output hub 920, and the input/output 
controller hub 93.0 may be implemented as a single chipset. 
0110. The exemplary embodiments described herein may 
be applied to a system using a semiconductor memory device. 
Therefore, the exemplary embodiments may be used in any 
device or system including a nonvolatile memory device Such 
as, for example, a mobile phone, a Smartphone, a PDA, a 
PMP, a digital camera, a digital television, a set-top box, a 
music player, a portable game console, a navigation device, a 
PC, a server computer, a workstation, a tablet computer, a 
laptop computer, a Smart card, a printer, etc. 
0111 While the present inventive concept has been par 

ticularly shown and described with reference to the exem 
plary embodiments thereof, it will be understood by those of 
ordinary skill in the art that various changes inform and detail 
may be made therein without departing from the spirit and 
scope of the present inventive concept as defined by the fol 
lowing claims. 
What is claimed is: 

1. A memory system, comprising: 
a memory controller configured to generate a logical 

address signal and an address re-mapping command; 
a first memory cell array comprising a plurality of first 

logic blocks; 
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a first location information storage unit configured to store 
first location information corresponding to first faulty 
memory cells included in the first memory cell array; 

a first address mapping table configured to store first 
address mapping information; 

a first address conversion unit configured to convert the 
logical address signal to a first physical address signal 
corresponding to the first memory cell array based on the 
first address mapping information; and 

a first mapping information calculation unit configured to 
generate the first address mapping information to reduce 
a number of logic blocks including the first faulty 
memory cells in the first memory cell array based on the 
first location information upon the first mapping infor 
mation calculation unit receiving the address re-map 
ping command. 

2. The memory system of claim 1, wherein the first faulty 
memory cells are generated during manufacture of the first 
memory cell array. 

3. The memory system of claim 1, wherein the first faulty 
memory cells are generated during operation of the first 
memory cell array. 

4. The memory system of claim 1, wherein the memory 
system further comprises: 

a second memory cell array comprising a plurality of sec 
ond logic blocks; 

a second location information storage unit configured to 
store second location information corresponding to sec 
ond faulty memory cells included in the second memory 
cell array; 

a second address mapping table configured to store second 
address mapping information; 

a second address conversion unit configured to convert the 
logical address signal to a second physical address sig 
nal corresponding to the second memory cell array 
based on the second address mapping information; and 

a second mapping information calculation unit configured 
to generate the second address mapping information to 
reduce a number of logic blocks including the second 
faulty memory cells in the second memory cell array 
based on the second location information upon the sec 
ond mapping information calculation unit receiving the 
address re-mapping command. 

5. The memory system of claim 4, wherein the memory 
controller is configured to transmit divided data signals to the 
first and second memory cell arrays, respectively, upon the 
divided data signals being written to the first and second 
memory cell arrays, and the memory controller is configured 
to receive the divided data signals from the first and second 
memory cell arrays, respectively, upon the divided data Sig 
nals being read from the first and second memory cell arrays. 

6. The memory system of claim 1, further comprising: 
a second memory cell array comprising a plurality of sec 

ond logic blocks; and 
a second location information storage unit configured to 

store second location information corresponding to sec 
ond faulty memory cells included in the second memory 
cell array, 

wherein the first address mapping table is configured to 
store second address mapping information, the first 
address conversion unit is configured to convert the logi 
cal address signal to a second physical address signal 
corresponding to the second memory cell array based on 
the second address mapping information, and the first 
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mapping information calculation unit is configured to 
generate the second address mapping information to 
reduce a number of logic blocks including the second 
faulty memory cells in the second memory cell array 
based on the second location information upon the first 
mapping information calculation unit receiving the 
address re-mapping command. 

7. The memory system of claim 1, wherein the logical 
address signal comprises a logical row address signal and a 
logical column address signal, and the first physical address 
signal comprises a first physical row address signal and a first 
physical column address signal. 

8. The memory system of claim 7, wherein the first address 
conversion unit is configured to perform a first address map 
ping operation based on a first mapping relation between the 
logical column address signal and the first physical column 
address signal, and perform a second address mapping opera 
tion based on a second mapping relation between the logical 
row address signal and the first physical row address signal, 

wherein the first and second mapping relations are indi 
cated by the first address mapping information. 

9. The memory system of claim 8, wherein the first map 
ping information calculation unit is configured to modify the 
first mapping relation to reduce the number of logic blocks 
including the first faulty memory cells. 

10. The memory system of claim 8, wherein the first map 
ping information calculation unit is configured to modify the 
second mapping relation to reduce the number of logic blocks 
including the first faulty memory cells. 

11. The memory system of claim 1, wherein each of the 
plurality of first logic blocks is a page of the first memory cell 
array. 

12. The memory system of claim 1, wherein the address 
re-mapping command is generated during an initialization 
process of the memory system. 

13. A memory system, comprising: 
a memory controller configured to generate a logical 

address signal and an address re-mapping command; 
a memory cell array comprising a plurality of logic blocks; 
a first location information storage unit configured to store 

first location information corresponding to first faulty 
memory cells included in the memory cell array, 
wherein the first faulty memory cells are generated dur 
ing manufacture of the memory cell array; 

a second location information storage unit configured to 
store second location information corresponding to sec 
ond faulty memory cells included in the memory cell 
array, wherein the second faulty memory cells are gen 
erated during operation of the memory cell array; 

an address mapping table configured to store address map 
ping information; 

an address conversion unit configured to convert the logical 
address signal to a physical address signal correspond 
ing to the memory cell array based on the address map 
ping information; and 
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a mapping information calculation unit configured togen 
erate the address mapping information to reduce a num 
ber of logic blocks including the first faulty memory 
cells in the memory cell array and the second faulty 
memory cells in the memory cell array based on the first 
location information and the second location informa 
tion upon the mapping information calculation unit 
receiving the address re-mapping command. 

14. The memory system of claim 13, wherein the logical 
address signal comprises a logical row address signal and a 
logical column address signal, and the physical address signal 
comprises a physical row address signal and a physical col 
umn address signal, 

wherein the address conversion unit is configured to per 
form a first address mapping operation based on a first 
mapping relation between the logical column address 
signal and the physical column address signal, and per 
form a second address mapping operation based on a 
second mapping relation between the logical row 
address signal and the physical row address, 

wherein the first and second mapping relations are indi 
cated by the address mapping information. 

15. The memory system of claim 14, wherein the mapping 
information calculation unit is configured to modify the first 
mapping relation to reduce the number of logic blocks includ 
ing the first faulty memory cells and the second faulty 
memory cells. 

16. The memory system of claim 14, wherein the mapping 
information calculation unit is configured to modify the sec 
ond mapping relation to reduce the number of logic blocks 
including the first faulty memory cells and the second faulty 
memory cells. 

17. A method of re-mapping addresses in a memory sys 
tem, comprising: 

generating a logical address signal and an address re-map 
ping command; 

storing location information corresponding to faulty 
memory cells included in a memory cell array; 

storing address mapping information; and 
converting the logical address signal to a physical address 

signal corresponding to the memory cell array based on 
the address mapping information to reduce a number of 
logic blocks including the faulty memory cells in the 
memory cell array based on the location information in 
response to the address re-mapping command. 

18. The method of claim 17, wherein the faulty memory 
cells are generated during manufacture of the memory cell 
array. 

19. The method of claim 17, wherein the faulty memory 
cells are generated during operation of the memory cell array. 

20. The method of claim 17, wherein the logical address 
signal comprises a logical row address signal and a logical 
column address signal, and the physical address signal com 
prises a physical row address signal and a physical column 
address signal. 


