US011669695B2

a2 United States Patent

Miura et al.

US 11,669,695 B2
Jun. 6, 2023

(10) Patent No.:
45) Date of Patent:

(54) TRANSLATION METHOD, LEARNING
METHOD, AND NON-TRANSITORY
COMPUTER-READABLE STORAGE
MEDIUM FOR STORING TRANSLATION
PROGRAM TO TRANSLATE A NAMED
ENTITY BASED ON AN ATTENTION SCORE
USING NEURAL NETWORK

(71)
(72)

Applicant: FUJITSU LIMITED, Kawasaki (JP)

Inventors: Akiba Miura, Setagaya (JP); Tomoya
Iwakura, Kawasaki (JP)

(73)

")

Assignee: FUJITSU LIMITED, Kawasaki (JP)

Notice: Subject to any disclaimer, the term of this

patent is extended or adjusted under 35
U.S.C. 154(b) by 184 days.

@
(22)

Appl. No.: 16/821,273

Filed: Mar. 17, 2020

Prior Publication Data

US 2020/0311352 Al Oct. 1, 2020

(65)

(30) Foreign Application Priority Data

............................. JP2019-067666

Mar. 29, 2019 (IP)
(51) Int. CL
GOGF 40/47
GOGF 40/295

(2020.01)
(2020.01)
(Continued)
(52) US. CL
CPC GOG6F 40/47 (2020.01); GO6F 40/295
(2020.01); GO6N 3/049 (2013.01)
Field of Classification Search
CPC ... GOG6F 40/295; GOGF 40/58; GO6F 17/289;

GOG6F 40/53; GO6N 7/005
(Continued)

(58)

START

(56) References Cited

U.S. PATENT DOCUMENTS

7,249,013 B2* 7/2007 Al-Onaizan GO6F 40/53
704/277
GOG6F 40/58

704/5

8,131,536 B2* 3/2012 Weischedel

(Continued)

FOREIGN PATENT DOCUMENTS

JP 2006-338261 A 12/2006
JP 2008-225963 A 9/2008

(Continued)

OTHER PUBLICATIONS

Ugawa et al.,“Neural Machines Translation Using Named Entity
Information”, Proceedings of the Twenty-fourth Annual Meeting of
the Association for Natural Language Processing [online], Japan,
The Association for Natural Language Processing Society, Mar. 5,
2018, pp. 25-28, Cited in JPOA dated Nov. 22, 2022 for corre-
sponding Japanese Patent Application No. 2019-067666.

(Continued)

Primary Examiner — Farzad Kazeminezhad
(74) Attorney, Agent, or Firm — Fujitsu Patent Center

(57) ABSTRACT

A translation method, implemented by a computer, includes:
converting a text written in a first language into a replace-
ment text in which a named entity in the text is replaced with
apredetermined character string; translating the replacement
text into a second language by using a text translation model
which is a neural network; and translating a named entity
corresponding to the predetermined character string in the
replacement text into the second language by using a named
entity translation model which is a neural network.

5 Claims, 15 Drawing Sheets

$231

ENCODER OF TEXT TRANSLATION MODEL CONVERTS WORD
SEQUENCE GF INPUT TEXT INTO INTERMEDIATE
REPRESENTATION

¥

¢S232

DECODER OF TEXT TRANSLATION MODEL CUTPUTS EITHER
WORD OR PLACEHOLDER BASED ON INTERMEDIATE

REPRESENTATION
S233
PLACEHOLDER QUTPUT?
YES

<5234

ATTENTION MECHANISM OF TEXT TRANSLATION MODEL
SPECIFIES PLACEHOLDER BY ATTENTION SCORE

l 5235

NAMED ENTITY TRANSLATI(gN MODEL TRANSLATIONS NAMED




US 11,669,695 B2

Page 2
(51) Imt. ClL
GO6F 40/58 (2020.01)
GO6N 3/049 (2023.01)
(58) Field of Classification Search
USPC i 704/4,5,9,2
See application file for complete search history.
(56) References Cited
U.S. PATENT DOCUMENTS
2014/0163951 Al* 6/2014 Nikoulina ............. GOG6F 40/295
704/4
2014/0303959 Al* 10/2014 Orsini .................. G06Q 10/107
704/2
2017/0308526 Al  10/2017 Uchiyama
2019/0065460 ALl*  2/2019 Xin ..ccccocvevvevvecnnnne GO6N 7/005

FOREIGN PATENT DOCUMENTS

JP 2016-099675 A 5/2016
JP 2017-199363 A 11/2017

OTHER PUBLICATIONS

Japanese Office Action dated Nov. 22, 2022 for corresponding
Japanese Patent Application No. 2019-067666, with English Trans-
lation, 7 pages. ***Please note JP-2016-99675-A cited herewith,
was previously cited in an IDS filed on Mar. 17, 2020.%%**

* cited by examiner



U.S. Patent Jun. 6, 2023 Sheet 1 of 15 US 11,669,695 B2

FIG. 1
<10
TRANGLATION APPARATUS
$ 11 ¢ 13
INTERFACE UNIT CONTROL UNIT
<131
12
STORAGE UNIT CONVERSION UNIT
c gfal £132
SPECIFICATION MODEL
| T UINFORMATION LEARNING UNIT
<122 <133
TEXT TRANSLATION MODEL TRANSLATION UNIT
o INFORMATION
g 123 < 134
NAMED ENTITY TRANSLATION EXTRACTION UNIT
._MODEL INFORMATION
<124
DICTIONARY INFORMATION




US 11,669,695 B2

Sheet 2 of 15

Jun. 6, 2023

. Patent

U.S

.mmox zgwﬁma«ww
AN szqz ;

L. NOLYTSNVAL DAL

ﬁa@g

i

00 NOLLY SNV

/ 1X3L A0 ONINUVT

\,
G Eong TZRINNPIY T QBEQ TZeRS T T rezs @
“RETOTWINT T OTjROIUYRRy (07 i 1XSL FOVOONYT 130NVL
0K HOLLYENYEL
PRy SR T ZeRIs ™ T TazIs ALLLNE G3WYN 40 SNINYY)
B 30 9151500 ™ - U
.

AJYNOLLIIG
TYNUALKS |

HAQTOHAY Td
OLNI 3V id3d

oyl (ﬁ,ﬁ% wwﬁmmaﬁ ‘Qamwmmo\

JRPUIRID WAL 77 WO (¢ © JO SISISU0O (p 123siUisp su) S L XHL 3OVNONYT TYNIDRO /

RN @U LT

QFEHBQUWZTUWO0L "EIOVE YLEL O AL 3OVNIONYT 130uYL

adid wddos poyed Sl

¢ Ol




US 11,669,695 B2

Sheet 3 of 15

Jun. 6, 2023

U.S. Patent

ﬁ?@ﬁ?ﬁ%&@mﬁmmﬁ&
PRI &~y G RRIC GO SRR

Oy S 1EL INdLNO

\\.\

..

/O EEME T e

2

4551

ALIING G3WYN FLYISNYYL

My ECPd D EIRIPA

{F {
n'\b\)\\!\\l\!\\.\\.\\.\\!\%:!

BETiE ﬁmu wpa

BlAOGRST: S | o pmgoay T e @)
“yRouoN T @ rens ™

Zung  TTrensT

&o@w?
TTERIMYBT 07 29AS

103 Pd * EEIYIRY

aueiquaw Jojesedss aapseswied ; N&S_mﬁﬁ

gae BAIe L T TIEIIeY
WORR U0 67 ¢ TRz
e T ez

w}i«!l \\\\\
TEiedMeY

TTIRMST esem T TRy
TTReolyosyT T pemsT syl

B SEM BUBIGLUBL J03RiRdas SAIDB|SSULIad BAIR SADE ZWD b oYL IXIL 1NdNI \\\\\\\\\.\

‘104 Pd PILG UDLOHM mm#

HVIATOHIOV I AU NOLLYTSNYYL
0L NOLINILLY 1AL

@. aps @ qes”

m X3l

.»mﬂ .ﬁﬁmmmuﬁm, CINAWAOV 1A |

HIATOHAOV 1d OLNT 30V1d34

qzs°

ALLING GEbYN ALIDEdS

i

g15°

i

£ Old

131 w@zm ..... w




US 11,669,695 B2

Sheet 4 of 15

Jun. 6, 2023

U.S. Patent

M'..g

]

H.;.w

E 3

F Y

Jsy'S
729

v

ﬁ;:
500
Zr9
700}

I




U.S. Patent Jun. 6, 2023 Sheet 5 of 15 US 11,669,695 B2

FIG. 5
PROBABLITY
L
DISTRIBUTIONOF | T~
»
(VARIABLE LENGTH DECODER
DECIMAL VECTOR)
INTERMEDIATE ATTENTION
ENCODER REPRESENTATION MECHANISM
* SEQUENCE OF DISTRIBUTION
REPRESENTATION
{ WORD EMBEDDING } { WORD EMBEDDING }
F 3 F.3 )
INPUT
el OUTPUT TEXT




US 11,669,695 B2

Sheet 6 of 15

Jun. 6, 2023

U.S. Patent

ONIGOI8INT
80M

QLA
IXAINCGD
LN

{EUWOS+NOISHIANDD 1NdLN0)

M

W

Mt;
CO0
‘2000l

|

_
)

o
e )
ip

GHOM LNdLNO 1047135

g

Ol

M\ww‘.«

oy

HOLJIA
AXFLNGO
10dinG

> UAA0DNS

> H3(004d0




US 11,669,695 B2

Sheet 7 of 15

Jun. 6, 2023

U.S. Patent

{,s1815U00,)

O Co
/ Y Lyagoona
. Vo
m HOLIIA
N H.-ww ﬁ.‘;u “ ..M«.M“W.umﬂmwu
£0°D | pre 20| Y -
h §En)
: {, sl ) ] f
0I5 NOLMLLY WXV (xeunjos+ NOISIANCD LNdLNO)
HLIM ¥3TIOHIOVId A w
LHAANDD ONY A41D3dS QUOM INdLf0 LFES %y .
HOLOIA
LXIINOD
N0 Yyagonag

ONIGG38W3
qHOM




US 11,669,695 B2

Sheet 8 of 15

Jun. 6, 2023

U.S. Patent

.N.,”m_.ﬂmwmcou:j m?i..mmmi.@

U005 NOLLNILLY WNKWIXVI
HAIM B30 10HOY Id
LYIANDD ANY AJLDEdS

{(xeuros+NOISYIANGD LNdiNo)
QUOM LNdLNO L0338

C ) C
% : || :
SN B
fmm.m [ fmm,w
2001 ™y 1001 "y
ZERY N

m.u.mm « m \wm‘.,..m, dn ﬁ dm,,.ﬁ.
N '0£°1] w ﬁ ‘g ]
I
(

ONIGOA8NI
THOM

HOLIIA
AXELINOD
LNdNT

HOID3A
IXILNGD
ANdLN0

ONIGG3aW3
GUOM

» HAGODNI

> 3G 020




U.S. Patent Jun. 6, 2023 Sheet 9 of 15 US 11,669,695 B2

FIG. ©
The
<TECHNICAL> |
demister-
| </TECHNICAL> | -0
( <NUMBER> | T~ FIRA __tech
40 40 Laum
\ </NUMBER> | X
consists .
of -
R 30 __Size
-Cm
<SIZE> v 22 :
B AN _size
30 < T
om- \\ )
</SIZE> NS HE
(T <sizE> A 0
22 \ - o b
mm- A+ BHok _tech
|SBIZE> N i
diameter AR
[ <TECHNICAL> hA
nickel o
plated -1
copper-
pipe -~

</TECHNICAL> |




U.S. Patent Jun. 6, 2023 Sheet 10 of 15 US 11,669,695 B2

FIG. 10

{( START )

! S11

SPECIFY AND TAG NAMED ENTITY OF ORIGINAL
LANGUAGE TEXT AND TARGET LANGUAGE TEXT

¥ (S12
REPLACE NAMED ENTITY OF ORIGINAL LANGUAGE
TEXT WITH PLACEHOLDER
L 2 < 813
TRANSLATE REPLACEMENT TEXT BY TEXT
TRANSLATION MODEL

! 514

TRANSLATE NAMED ENTITY BY NAMED ENTITY
TRANSLATION MODEL

| 515

UPDATE EACH MODEL BY COMPARING TRANSLATION
RESULT WITH TARGET LANGUAGE TEXT

|
{ END )




U.S. Patent Jun. 6, 2023 Sheet 11 of 15

FIG

1

( START )

US 11,669,695 B2

521

SPECIFY AND TAG NAMED ENTITY GF INPUT TEXT

:

S0

REPLACE NAMED ENTITY OF INPUT TEXT WITH PLACEHOLDER

k

y

.S23

TRANSLATE

INPUT TEXT

X

4

<524

OUTPUT TRANSLATED TEXT

\

y

(a0 )




U.S. Patent Jun. 6, 2023 Sheet 12 of 15 US 11,669,695 B2

FIG. 12

( st )

L 4 < 523}.

ENCODER OF TEXT TRANSLATION MODEL CONVERTS WORD
SEQUENCE OF INPUT TEXT INTO INTERMEDIATE
REPRESENTATION

i) 5232

DECODER OF TEXT TRANSLATION MODEL QUTPUTS EITHER
WORD OR PLACEHOLDER BASED ON INTERMEDIATE
REPRESENTATION

~ PLACEHOLDER OUTPUT?

YES (5234

ATTENTION MECHANISM OF TEXT TRANSLATION MODEL
SPECIFIES PLACEHOLDER BY ATTENTION SCORE

l <5235

NAMED ENTITY TRANSLATI%}QT?%DEL TRANSLATIONS NAMED

¥
NO 5236
QUTPUT COMPLETION?

YES
k4

( s )




U.S. Patent Jun. 6, 2023

Sheet 13 of 15

US 11,669,695 B2

FIG. 13
10
TRANSLATION APPARATUS
< 10d g 10¢c
PROCESSOR MEMORY
5 10a < 10b
COMMUNICATION
INTERFACE HDD




US 11,669,695 B2

Sheet 14 of 15

Jun. 6, 2023

U.S. Patent

0 NVIVLYD
0 HSINVS e
ALITIEYE0Hd QUOM urje3e) sn BuiLpeal 51 BuS
/\ ¥O.153A ITA
SNONNLLNOD
78 i NP X ..
T mr “_r M T : Sﬁﬁ%&%% ,
% k h % v h , @ b mﬁﬂamﬁwﬁzm
3 el Laoe L L Lo nano
1 9DIld




U.S. Patent Jun. 6, 2023 Sheet 15 of 15 US 11,669,695 B2

FIG. 15

INPUT
B The 4 cm?2 active area|permselective separator
membrane was a 25imicron thick Pd foil.

By e n oy

m CORRECT ANSWER
4om2OERER CH R RS S L —4Ek

uuuuuuuuuuuuuuuu

aaaaaaaaa




US 11,669,695 B2

1

TRANSLATION METHOD, LEARNING
METHOD, AND NON-TRANSITORY
COMPUTER-READABLE STORAGE

MEDIUM FOR STORING TRANSLATION
PROGRAM TO TRANSLATE A NAMED
ENTITY BASED ON AN ATTENTION SCORE
USING NEURAL NETWORK

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2019-
67666, filed on Mar. 29, 2019, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiment discussed herein is related to a transla-
tion method, a learning method, and a non-transitory com-
puter-readable storage medium for storing a translation
program.

BACKGROUND

In the related art, neural machine translation is known to
perform translation using a neural network. The neural
network used in neural machine translation is trained as
training data by a bilingual text of a pair of an original text
written in a certain language and a translated text written in
another language. In the neural machine translation, an
encoder and decoder model having an attention mechanism
is used, in some cases.

An example of the related art includes Japanese Laid-
open Patent Publication No. 2016-099675.

SUMMARY

According to an aspect of the embodiments, provided is
a translation method implemented by a computer. The
translation method includes: converting a text written in a
first language into a replacement text in which a named
entity in the text is replaced with a predetermined character
string; translating the replacement text into a second lan-
guage by using a text translation model which is a neural
network; and translating a named entity corresponding to the
predetermined character string in the replacement text into
the second language by using a named entity translation
model which is a neural network.

The object and advantages of the invention will be
realized and attained by means of the elements and combi-
nations particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the inven-
tion.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates an example of a functional configuration
of a translation apparatus according to an embodiment;

FIG. 2 is a diagram for explaining a learning process;

FIG. 3 is a diagram for explaining a translation process;

FIG. 4 is a diagram for explaining a specification model;

FIG. 5 is a diagram for explaining an encoder and
decoder;

FIG. 6 is a diagram for explaining an output of a word;
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2

FIG. 7 is a diagram for explaining a translation process on
a named entity;

FIG. 8 is a diagram for explaining another translation
process on the named entity;

FIG. 9 is a diagram for explaining extraction of dictionary
information;

FIG. 10 is a flowchart illustrating a flow of the learning
process;

FIG. 11 is a flowchart illustrating a flow of the translation
process;

FIG. 12 is a flowchart illustrating a flow of a process by
a model;

FIG. 13 is a diagram illustrating an example of a hardware
configuration;

FIG. 14 illustrates a translation result in the related art;
and

FIG. 15 illustrates another translation result in the related
art.

DESCRIPTION OF EMBODIMENT(S)

Meanwhile, the above technology has a problem in that it
is not possible to appropriately translate a named entity, in
some cases. The named entity represents a proper noun such
as a person name or an organization name, a numerical
representation such as a date or a time, and the like. The
named entity is an extended named entity including a
technical term such as a chemical substance name, a gene
name, a drug name, or the like.

Since there are many types of named entities, there is a
tendency that a frequency of appearance in training data is
lower than that of general nouns, verbs, and the like, so that
the learning is not sufficiently performed, in some cases. It
is also conceivable to prepare a translation dictionary with a
named entity in advance, but it is difficult to translate a
named entity that is not described in the translation diction-
ary in this case, and it is difficult to cover all the named
entities.

In one aspect, the object is to appropriately translate the
named entity.

In one aspect, it is possible to appropriately translate the
named entity.

Embodiments of a translation method, a translation pro-
gram, and a learning method disclosed herein will be
described in detail below with reference to the drawings.
The embodiment does not limit the present disclosure. Each
embodiment may be appropriately combined within a range
without contradiction. The translation method and the learn-
ing method are executed by a translation apparatus. The
translation program is also executed in the translation appa-
ratus.

Embodiment 1

[Functional Configuration]

A functional configuration of a translation apparatus
according to an embodiment will be described with refer-
ence to FIG. 1. FIG. 1 is a diagram illustrating an example
of a functional configuration of the translation apparatus
according to the embodiment. As illustrated in FIG. 1, a
translation apparatus 10 includes an interface unit 11, a
storage unit 12, and a control unit 13.

The interface unit 11 is an interface for inputting and
outputting data to and from other apparatuses, and for
performing data communication with other apparatuses. For
example, the interface unit 11 performs an input and an
output of data between an input apparatus such as a key-
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board and a mouse, an output apparatus such as a display and
a speaker, and an external storage apparatus such as a USB
memory. For example, the interface unit 11 is a network
interface card (NIC), and performs data communication via
the Internet.

The storage unit 12 is an example of a storage apparatus
which stores data and a program to be executed by the
control unit 13 and is, for example, a hard disk, a memory,
or the like. The storage unit 12 stores specification model
information 121, text translation model information 122,
named entity translation model information 123, and dic-
tionary information 124.

The specification model information 121 is information
for constructing a specification model. The specification
model is a model for specifying a named entity from a text
written in a first language. For example, the specification
model is a learned neural network. In this case, the speci-
fication model information 121 is a weight or a bias of the
neural network. For example, the first language is English.

The text translation model information 122 is information
for constructing a text translation model. The text translation
model outputs an output text obtained by translating an input
text written in the first language into a second language. The
input text may be a replacement text in which a named entity
is replaced with a placeholder. For example, the text trans-
lation model is a learned neural network. At this time, the
text translation model information 122 is a weight or a bias
of the neural network. For example, the second language is
Japanese.

The named entity translation model information 123 is
information for constructing a named entity translation
model. The named entity translation model outputs a rep-
resentation obtained by translating a named entity written in
the first language into the second language. For example, the
named entity translation model is a learned neural network.
In this case, the named entity translation model information
123 is a weight or bias of the neural network.

As described above, the named entity is a proper noun
such as a person name or an organization name, a numerical
representation such as a date or a time, a technical term such
as a chemical substance name, a gene name, a drug name, or
the like. The term “named entity” may be referred to as
“unique phrase (expression)”.

The dictionary information 124 is information in which a
named entity written in the first language and a representa-
tion obtained by translating the named entity into the second
language are associated with each other. The dictionary
information 124 may be information collected from the
outside or information obtained in each process in the
translation apparatus 10. For example, the dictionary infor-
mation 124 is used for learning the named entity translation
model.

The control unit 13 is implemented by a program stored
in an internal storage apparatus and is executed by, for
example, a central processing unit (CPU), a microprocessor
unit (MPU), or a graphics processing unit (GPU) by using a
random-access memory (RAM) as a workspace. The control
unit 13 may also be implemented as, for example, an
integrated circuit, such as an application specific integrated
circuit (ASIC) or a field-programmable gate array (FPGA).
The control unit 13 includes a conversion unit 131, a
learning unit 132, a translation unit 133, and an extraction
unit 134.

The conversion unit 131 converts a text written in the first
language into a replacement text in which a named entity in
the text is replaced with a placeholder. At this time, the
conversion unit 131 specifies the named entity by using a
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specification model constructed based on the specification
model information 121. The placeholder is an example of a
predetermined character string.

In a case where the replacement text in which the named
entity in the text written in the first language is replaced with
a predetermined placeholder is input, the learning unit 132
performs learning of a text translation model which is a
neural network so as to output a text obtained by translating
the replacement text into the second language. In a case
where the named entity replaced with the placeholder is
input, the learning unit 132 performs learning of the named
entity translation model which is a neural network so as to
output a representation obtained by translating the named
entity into the second language.

The translation unit 133 translates the replacement text
into the second language by using the text translation model
which is a neural network. At this time, the translation unit
133 outputs the placeholder included in the replacement text
as it is without translation. The translation unit 133 translates
the named entity corresponding to the placeholder in the
replacement text into the second language by using the
named entity translation model which is the neural network.

The extraction unit 134 extracts the named entity in the
text written in the first language and the named entity
translated into the second language by the translation unit
133 in association with each other. The extraction unit 134
stores the extracted information in the storage unit 12 as the
dictionary information 124.

[Learning Process]

Hereinafter, a process performed by the translation appa-
ratus 10 will be described in detail. First, a learning process
performed by the translation apparatus 10 will be described
with reference to FIG. 2. FIG. 2 is a diagram for explaining
a learning process. First, it is assumed that a bilingual text
is prepared as training data. The bilingual text includes an
original language text which is a text of the first language
and a target language text obtained by translating the origi-
nal language text into the second language. The target
language text of the bilingual text may be a manually
translated text.

The conversion unit 131 specifies a named entity of the
bilingual text, and generates a unique-representation-tagged
text in which a tag is attached to the specified named entity
(step Sla). The conversion unit 131 replaces a tagged
representation of the unique-representation-tagged text with
aplaceholder so as to perform conversion into a replacement
text (step S2a).

In the example illustrated in FIG. 2, for example, the
conversion unit 131 attaches a tag of “TECHNICAL” to
“demister” of the original language text of the bilingual text
and “ #X2% ” of the target language text of the bilingual text,
and replaces them with a placeholder of “_technicall_”. The
conversion unit 131 attaches the tag of “TECHNICAL”
representing a technical term, a tag of “SIZE” representing
a size, a tag of “NUM” representing a numerical value, and
the like. The tag may be an XML tag such as “<TECHNI-
CAL> ... </TECHNICAL>". Examples of the placeholder
include “_technicall_, «_sizel_”, “_numl_", and the like.

The learning unit 132 performs learning of the text
translation model by using the replacement text as training
data (step S3a). Therefore, the text translation model may
translate the original language text in which the named
entity is replaced with the placeholder into the target lan-
guage text in which the named entity is replaced with the
placeholder. On the other hand, in the text translation model,
the named entity corresponding to the placeholder is output
as it is without translation.
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The learning unit 132 performs learning of the named
entity translation model by using a phrase bilingual text as
training data (step S4a). The phrase bilingual text is infor-
mation obtained by pairing a named entity of the original
language text and a named entity of the target language text
specified from the bilingual text. In the example of FIG. 2,
the phrase bilingual text includes information such as
“demister: #32%” in which “demister” and “ #2x%” are
paired. The text translation model may translate the named
entity of the original language into the named entity of the
target language. The learning unit 132 may appropriately
obtain information of an external dictionary so as to improve
accuracy of the named entity translation model.

[Translation Process]

Next, a translation process by the translation apparatus 10
will be described with reference to FIG. 3. FIG. 3 is a
diagram for explaining a translation process. It is assumed
that a text translation model and a named entity translation
model are models learned in the learning process described
above.

The conversion unit 131 specifies a named entity of an
input text, and generates a unique-representation-tagged text
in which a tag is attached to the specified named entity (step
S15). The conversion unit 131 replaces the tagged repre-
sentation of the unique-representation-tagged text with a
placeholder so as to perform conversion into a replacement
text (step S2b). The input text is an original language text
which is a text of the first language. It is assumed that the
input text is a text to be translated, and that a translated text
for the input text is unknown.

In the example illustrated in FIG. 3, for example, the
conversion unit 131 attaches a tag of “SIZE” to “4cm2” of
the original language text of a bilingual text, and replaces it
with a placeholder of “_sizel_”. The conversion unit 131
generates a placeholder list in which a named entity and a
placeholder are listed. For example, the placeholder list
includes information such as “_sizel :4cm2”, “_techni-
call_:active area”, and ““_technical3_:Pd foil”.

The translation unit 133 translates the replacement text by
using the text translation model (step S35). At this time, the
placeholder is output as a placeholder without being trans-
lated by the text translation model. Therefore, the translation
unit 133 translates the placeholder by using the named entity
translation model (step S56).

Meanwhile, it is unknown that the placeholder output
from the text translation model corresponds to any named
entity. Therefore, the translation unit 133 specifies which
named entity the placeholder output from the text translation
model corresponds to by using an attention mechanism (step
S4b). The translation unit 133 may specify which named
entity is to be translated by referring to the placeholder list.
For example, the attention mechanism is a mechanism
which weights an output of a decoder based on an interme-
diate representation of an encoder. In the following descrip-
tion, it is assumed that the attention mechanism is included
in the text translation model.

For example, it is assumed that the text translation model
outputs a placeholder. At this time, the translation unit 133
specifies that an output placeholder is “_technicall_" based
on an attention score calculated by the attention mechanism.
When referring to the placeholder list, it is found that
“_technicall_” corresponds to “active area”, so that the
translation unit 133 translates the “active area” into * iR >
by using the named entity translation model.

In the example of FIG. 3, the translation apparatus 10
obtains an output text of “4cm?2 ORIEER ATHoN EiRSHYE)
L% 50 1ruBo Pd 7+ TE »I2.” from an input text
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of “The 4 cm2 active area permselective separator mem-
brane was a 25 micron thick Pd foil.”.

[Details of Each Model]

Details of the specification model, the text translation
model, and the named entity translation model will be
described. In the embodiment, each model is assumed to be
a neural network.

The specification model will be described with reference
to FIG. 4. FIG. 4 is a diagram for explaining a specification
model. As illustrated in FIG. 4, the specification model
assigns a BIO tag to a unique-representation-tagged text.
The BIO tag is assigned to each input word, “B-*” means a
start of a named entity, “I-*” means continuation of the
named entity, and “O” means non-named entity otherwise. A
character string representing a category such as “TECH” or
“NUM?” is entered in the “*”. Since the BIO tag and an XML
tag correspond to each other in a one to-one manner, the
conversion unit 131 may convert the BIO tag assigned by the
specification model into the XML tag. “<s>" means a head
of an input text, and “</s> means an end of the input text.

For example, when a unique-representation-tagged text is
manually generated in the learning process illustrated in
FIG. 2, the learning unit 132 may perform learning of the
specification model by using the unique-representation-
tagged text and a bilingual text as training data.

For example, the conversion unit 131 obtains a text of y
to which a BIO tag is attached according to Equation (1).

M

v is obtained by converting an intermediate state h into
probability distribution according to Equation (2).

gy Va5 ()

exp(h;) @

zexpy (h)
7

softmax(h) = v where (v); =

The intermediate state h is converted from an H dimen-
sion to an O dimension by Equation (3).

foutput(h):Woutput'h(WoutputEROXH) (3)

In a recursive unit of the specification model, the inter-
mediate state h, is calculated as illustrated in Equation (4).

Bi~frnndhi 1 fompX)ERT) Q)

Embedding of a word on the input text is performed by
Equations (5-1) and (5-2).

Fono (%) = Wemp fone ot (%) + B(Wemy € REY, b € RE) 5-1)

ifi=x

ver) (5-2)

1
one =v wh P = .
Jone on(x) = v where () {0 otherwise

In this embodiment, it is assumed that the text translation
model is an encoder and decoder. The encoder and decoder
will be described with reference to FIG. 5. FIG. 5 is a
diagram for explaining an encoder and decoder.

As illustrated in FIG. 5, an input text converted to a
unique integer value is input to an encoder. The input text is
converted into a fixed-length decimal vector in a word
embedding layer (see Equations (5-1) and (5-2)).

The encoder converts a distributed representation into an
intermediate representation having a feature amount
required for translation. A decoder predicts a generation
probability of a word to be generated next from the inter-
mediate representation and the output text, and recursively
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outputs an ID or the like specifying a word having a
maximum probability. The output text here may be a text
which is being generated. The decoder includes an attention
mechanism.

The translation unit 133 translates a text written in the first
language by using the text translation model. The translation
model includes the encoder, the decoder, and the attention
mechanism. The encoder converts a replacement text into a
context vector which is an intermediate representation. The
decoder recursively outputs either a word in the second
language or a placeholder based on the context vector. The
attention mechanism specifies a named entity corresponding
to the placeholder output by the decoder based on an
attention score based on the context vector. The translation
unit 133 performs translation on the named entity specified
by the attention mechanism, by using the named entity
translation model. An example of the text translation model
is a long short term memory (LSTM) using a sequence in
which words included in a replacement text are arranged in
order of appearance as an input.

With reference to FIGS. 6 to 8, a text translation model
and a named entity translation model will be described. FIG.
6 is a diagram for explaining an output of a word. As
illustrated in FIG. 6, the translation unit 133 inputs a word
sequence (1, 7, 3, 4, 27, . . ., and 2) to the encoder of the
text translation model as an integer value representing a text
of the first language. As illustrated in FIG. 6, each integer
corresponds to a symbol, a word, a placeholder, or the like.

The encoder generates an input context vector which is an
intermediate representation. The translation unit 133 inputs
an integer of 1 corresponding to a symbol of “<s>" which
means a head of the text to the decoder. The decoder
generates an output context vector.

The decoder calculates an attention score from the input
context vector and the output context vector according to
Equation (6).

5 scorePieyy) Q)

The decoder normalizes the attention score according to
Equation (7).

o

N expla;)
7 = 2 exp(a;;)

The decoder calculates a weighted average of the input
context vector according to Equation (8).

hap = 3 ), (®)

i

The decoder converts the weighted average of the input
context vector into probability distribution, and selects a
word or placeholder having the highest possibility. The
decoder selects and outputs an integer of 8 corresponding to
a word of “I0 . The translation unit 133 recursively
inputs the output integer of 8 to the decoder.

It is assumed that the decoder selects a placeholder for an
input of the integer of 8. For example, the decoder deter-
mines that a named entity is followed by “ Z@ . A process
by the attention mechanism in this case will be described
with reference to FIG. 7. FIG. 7 is a diagram for explaining
a translation process on a named entity.

10

15

20

25

30

35

40

45

50

55

60

65

8

At this time, the attention mechanism specifies a place-
holder having a maximum attention score. In the example in
FIG. 7, the attention mechanism specifies a placeholder
corresponding to an intermediate representation of h,, for
example, “_tech_”, which is represented by an integer of 3.
The translation unit 133 obtains a named entity of “demis-
ter” corresponding to the placeholder “_tech_” from a
placeholder list, and inputs the named entity of “demister”
to the named entity translation model. The named entity
translation model outputs an integer of 287 corresponding to
the “#32%” obtained by translating “demister” into the
second language.

As illustrated in FIG. 8, the translation unit 133 inputs the
integer of 287 corresponding to the “ #3%# ” to the decoder.
FIG. 8 is a diagram for explaining another translation
process on the named entity. At this time, the decoder selects
a placeholder. The attention mechanism specifies that the
placeholder is “_size_” corresponding to a named entity of
“40”. The named entity translation model outputs “40”
obtained by translating the named entity of “40” into the
second language. In this case, since “40” is a word common
to the first language and the second language, “40” does not
change as a character string even when translated.

At this time, the translation unit 133 obtains an output text
of “to¥32% 40, so that the named entity may be accurately
translated.

FIG. 9 is a diagram for explaining extraction of dictionary
information. As illustrated in FIG. 9, the extraction unit 134
may extract the dictionary information 124 in a process in
which replacement from a unique-representation-tagged text
to a placeholder is performed in a learning process. The
conversion unit 131 performs correspondence between a
word in the first language and a word in the second language
by using, for example, an IBM model. For example, as
illustrated in FIG. 9, a word of “ #22% * in the first language
to which a tag of “TECHNICAL” is attached is associated
with a word of “demister” in the second language, and is
replaced with a placeholder of “_tech_”. Therefore, the
extraction unit 134 may extract information of “demister:
FEIRR”,

[Flow of Process]

A flow of a learning process by the translation apparatus
10 will be described with reference to FIG. 10. FIG. 10 is a
flowchart illustrating the flow of the learning process. As
illustrated in FIG. 10, first, the translation apparatus 10
specifies and tags a named entity from an original language
text and a target language text (step S11). Next, the trans-
lation apparatus 10 replaces the named entity of the original
language text with a placeholder (step S12).

The translation apparatus 10 translates a replacement text
by the text translation model (step S13). The translation
apparatus 10 translates the named entity in the named entity
translation model (step S14). The translation apparatus 10
compares the translation result with the target language text,
and updates each model (step S15).

A flow of a translation process by the translation appa-
ratus 10 will be described with reference to FIG. 11. FIG. 11
is a flowchart illustrating the flow of the translation process.
As illustrated in FIG. 11, first, the translation apparatus 10
specifies and tags a named entity from an input text (step
S21). Next, the translation apparatus 10 replaces the named
entity of the input text with a placeholder (step S22). The
translation apparatus 10 translates the input text by using
each model (step S23), and outputs a translated text (step
S24).

A flow of a process according to a model will be described
with reference to FIG. 12. FIG. 12 is a flowchart illustrating

23
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the flow of the process by the model. The process in FIG. 12
corresponds to step S23 in FIG. 11. First, an encoder of a text
translation model converts a word sequence of an input text
into an intermediate representation (step S231). Next, a
decoder of the text translation model outputs either a word
or a placeholder based on the intermediate representation
(step S232).

In a case where the decoder outputs the placeholder (Yes
in step S233), an attention mechanism of the text translation
model specifies the placeholder by an attention score (step
S234). A named entity translation model translates a named
entity corresponding to the specified placeholder (step
S235). In a case where the decoder outputs the word (No in
step S233), the named entity translation model does not
perform translation.

In a case where the output by the decoder is not completed
(No in step S236), the decoder returns to step S232 and
further executes the process. In a case where the output by
the decoder is completed (Yes in step S236), the translation
apparatus 10 terminates the process by the model.

[Effects]

As described above, the translation apparatus 10 converts
a text written in the first language into a replacement text in
which a named entity in the text is replaced with a prede-
termined character string (a placeholder). The translation
apparatus 10 translates the replacement text into the second
language by using a text translation model which is a neural
network. The translation apparatus 10 translates the named
entity corresponding to the predetermined character string in
the replacement text into the second language by using a
named entity translation model which is a neural network. In
this manner, the translation apparatus 10 performs the trans-
lation by using both of the model of translating the entire
text and the model of performing translation of the named
entity. While the text translation model performs translation
on the entire text as a processing unit, the named entity
translation model performs translation of words and phrases
by a transliteration or character level, using a shorter sub-
word and a character as a processing unit. Therefore, accord-
ing to the embodiment, it is possible to appropriately trans-
late the named entity.

FIG. 14 is a diagram illustrating a translation result in the
related art. As illustrated in FIG. 14, in a translation model
in the related art, in some cases, as translation of “Catalan”
which means “ #%nr—=+8 (Catalan)”, a result that a prob-
ability of “ =<1>® (Spanish)” is higher than a probability of
“npan-=v# (Catalan)” is output. Such mistranslation may
occur in a case where an appearance frequency of “
z<4>® (Spanish)” in training data in the same context is
larger than an appearance frequency of the
nan—=v# (Catalan)”.

On the contrary, since the translation apparatus 10 of the
embodiment performs translation by using the named entity
translation model after replacing “Catalan” with a place-
holder, it is conceivable to perform translation more accu-
rately than in the related art.

FIG. 15 is a diagram illustrating another translation result
in the related art. “Permselective separator” is to be correctly
translated as a « #REges -5k > “Pd {oil” is to be correctly
translated as a “Pd 744>,

On the contrary, as illustrated in FIG. 15, in some cases,
a translation model in the related art performs translation by
ignoring the “permselective separator”. In some cases, the
translation model in the related art translates “Pd foil” as “
#eed (functional foil)”. Such mistranslation or translation
omission may occur in a case where the translation model
does not originally learn these named entities.
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On the contrary, in the translation apparatus 10 of the
embodiment, even in a case where the named entity itself is
not learned, it is considered that the named entity may be
accurately translated by the learned named entity translation
model.

For example, in the text translation model, a vocabulary
size or a text length (the number of tokens) is reduced as
compared with learning by a bilingual text including a
named entity, so that the learning of the context pattern is
facilitated, and as a result, accuracy of word order and
function word placement is accordingly improved. On the
other hand, in the named entity translation model, since it is
not required to consider a context as long as a phrase of the
named entity is thoroughly translated, it becomes possible to
perform translation with high accuracy with a finer granu-
larity such as a character level.

The translation apparatus 10 translates a text written in the
first language by using the text translation model. The text
translation model includes an encoder, a decoder, and an
attention mechanism. The encoder converts a replacement
text into a context vector which is an intermediate repre-
sentation. The decoder recursively outputs either a word in
the second language or predetermined character string (a
placeholder) based on the context vector. The attention
mechanism specifies a named entity corresponding to the
predetermined character string output by the decoder based
on an attention score based on the context vector. The
translation apparatus 10 performs translation on the named
entity specified by the attention mechanism, by using the
named entity translation model. The translation apparatus 10
may specify the named entity corresponding to the prede-
termined character string, and may further improve accuracy
of the translation of the named entity.

The decoder of the text translation model updates an
output context vector by inputting the sequence in which
words included in the replacement text are arranged in an
order of appearance. The translation apparatus 10 may
perform translation along the context. The decoder of the
text translation model is, for example, an LSTM.

The translation apparatus 10 extracts the named entity in
the text written in the first language and the named entity
translated into the second language in association with each
other. The translation apparatus 10 extracts dictionary infor-
mation, and may further improve translation accuracy of the
named entity by using the extracted dictionary information.

In a case where the replacement text in which the named
entity in the text written in the first language is replaced with
the predetermined character string (the placeholder) is input,
the translation apparatus 10 performs learning of a text
translation model which is a neural network so as to output
a text obtained by translating the replacement text into the
second language. In a case where the named entity replaced
with the predetermined character string is input, the trans-
lation apparatus 10 performs learning of the named entity
translation model which is a neural network so as to output
a representation obtained by translating the named entity
into the second language. In this manner, the translation
apparatus 10 may perform learning of both the text trans-
lation model and the named entity translation model by
using the bilingual text. Therefore, according to the embodi-
ment, it is possible to improve both accuracy of the trans-
lation of the text and translation accuracy of the named
entity by learning using the bilingual text.

It is assumed that there is a document in the specialty field
and named entities are included in a 90% of the text. It is
assumed that 20% among words of the entire document
constitute named entities. Specific accuracy of the named
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entity according to the specification model is set to 90%. In
a case where named entity information in the text is given,
perfect matching accuracy of the named entity translation of
the named entity translation model is set to 98%. In a case
of the translation model in the related art, it is assumed that
25% of the texts including the named entity include mis-
translation. According to the text translation model, it is
possible to select an appropriate named entity for a trans-
lation target at 90% or more of texts including named
entities.

Since the named entity is generally an important keyword,
quality of the translation is considered to be low in a case
where there is only one mistranslation in the named entity.
In the case of the translation model in the related art, a
proportion of texts including mistranslation of the named
entity is 90%x25%=22.5%. On the other hand, in a case
where the text translation model and the named entity
translation mode] are used in combination as in the embodi-
ment, a ratio of texts including mistranslation of the named
entity is 90%x(90%x2%+10%x25%)=3.87%, and mistrans-
lation of approximately 18.63% may be reduced. For
example, a correct answer rate of the named entity is 75%
to 95.7%, and accuracy is improved by approximately
20.7%.

The translation apparatus 10 may be configured such that
all of the specification model, the text translation model, and
the named entity translation model are used as the encoder
and decoder, the learning of each model is performed by
multi-task learning, and the intermediate representation of
the encoder is shared. Performance of each model is further
improved.

[System]

Processing procedures, control procedures, specific
names, and information including various kinds of data and
parameters indicated in the specification and the drawings
may be changed in any manner unless otherwise specified.
The specific examples, distributions, numerical values, and
so on described in the embodiment are merely examples and
may be changed in a given manner.

The constituent components of the apparatuses illustrated
in the drawings are functionally conceptual and may not be
physically configured as illustrated in the drawings. For
example, specific forms of distribution and integration of the
apparatuses are not limited to those illustrated in the draw-
ings. For example, for example, all or some of the appara-
tuses may be configured to be distributed or integrated
functionally or physically in given units depending on
various loads, usage conditions, and so on. All or given some
of processing functions performed by the apparatuses may
be implemented by a central processing unit (CPU) and a
program to be analyzed and executed by the CPU, or may be
implemented as hardware by wired logic.

[Hardware]

FIG. 13 is a diagram for explaining a hardware configu-
ration example. As illustrated in FIG. 13, the translation
apparatus 10 includes a communication interface 10qa, a hard
disk drive (HDD) 105, a memory 10c¢, and a processor 10d.
The respective units illustrated in FIG. 13 are coupled to
each other by a bus or the like.

The communication interface 10a is a network interface
card or the like and performs communication with other
servers. The HDD 106 stores a program or a database (DB)
for causing the functional units illustrated in FIG. 1 to
operate.

The processor 10d executes processes which implement
the functions illustrated in, for example, FIG. 1 by reading
from the HDD 105 or the like the program which imple-
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ments processing operations identical to those of the pro-
cessing units illustrated in FIG. 1 and loading the program
into the memory 10c¢. For example, in the process, the same
function as that of each processing unit included in the
translation apparatus 10 is executed. For example, the pro-
cessor 10d reads out a program having the same functions as
those of the conversion unit 131, the learning unit 132, the
translation unit 133, and the extraction unit 134 from the
HDD 105 and the like. The processor 104 executes a process
of executing the same process as those of the conversion unit
131, the learning unit 132, the translation unit 133, the
extraction unit 134, and the like. The processor 104 is, for
example, a hardware circuit such as a CPU, a MPU, and an
ASIC.

As described above, the translation apparatus 10 operates
as an information processing apparatus which executes a
categorization method by reading and executing a program.
The translation apparatus 10 may also implement the same
functions as that of the embodiment described above by
reading the program from a recording medium with the use
of a medium reading apparatus and executing the read
program. The program described in other embodiments is
not limited to the program executed by the translation
apparatus 10. For example, the present disclosure may also
be applied to cases where another computer or a server
executes the program and where the other computer and the
server execute the program in cooperation with each other.

The program may be distributed via a network such as the
Internet. The program may be recorded on a computer-
readable storage medium such as a hard disk, a flexible disk
(FD), a compact disc read-only memory (CD-ROM), a
magneto-optical disk (MO), or a digital versatile disc (DVD)
and may be executed after being read from the storage
medium by a computer.

All examples and conditional language provided herein
are intended for the pedagogical purposes of aiding the
reader in understanding the invention and the concepts
contributed by the inventor to further the art, and are not to
be construed as limitations to such specifically recited
examples and conditions, nor does the organization of such
examples in the specification relate to a showing of the
superiority and inferiority of the invention. Although one or
more embodiments of the present invention have been
described in detail, it should be understood that the various
changes, substitutions, and alterations could be made hereto
without departing from the spirit and scope of the invention.

What is claimed is:

1. A translation method, implemented by a computer, the
method comprising:

converting a text written in a first language into a replace-

ment text in which each of one or more of named
entities in the text is replaced with a predetermined
character string;

generating a translated replacement text by translating the

replacement text from the first language to a second
language by using a text translation model which is a
neural network;

converting the replacement text into a context vector

which is an intermediate representation;

identifying, based on an attention score calculated by

using the context vector, from among the one or more
of named entities, a named entity corresponding to the
predetermined character string in the translated
replacement text to extract the identified named entity
from the text written in the first language;

generating a translated named entity by translating, in a

state where separated from the text, the extracted
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identified named entity from the first language to the
second language by using a named entity translation
model, the named entity translation model being a
neural network trained by using a plural pieces of
training data each of which includes a named entity in
the first language and a named entity in the second
language; and

generating a translated text by replacing the predeter-
mined character string in the translated replacement
text with the translated named entity.

2. The translation method according to claim 1,

the text translation model including an encoder, a decoder,
and an attention mechanism,

wherein the converting of the replacement text is per-
formed by the encoder configured to convert the
replacement text into the context vector which is the
intermediate representation,

the translating of the replacement text is performed by the
decoder configured to recursively output, based on the
context vector, either a word in the second language or
the predetermined character string, and

the identitying of the named entity is performed by the
attention mechanism configured to identify, based on
the attention score by using the context vector, the
named entity corresponding to the predetermined char-
acter string output by the decoder, and

the translating of the named entity is performed on the
named entity identified by the attention mechanism.

3. The translation method to claim 1,

wherein in the process of translating the replacement text
into the second language,

translation is performed by using a long short term
memory (LSTM) using a sequence in which words
included in the replacement text are arranged in order
of appearance as an input.

4. The translation method to claim 1, the method further

comprising:
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extracting a first named entity in the text written in the
first language and a second named entity translated
from the first named entity into the second language to
output a pair of the first named entity in the first
language and the second named entity in the second
language.

5. A non-transitory computer-readable storage medium

for storing a translation program which causes a processor to
perform processing, the processing comprising:

converting a text written in a first language into a replace-
ment text in which each of one or more of named
entities in the text is replaced with a predetermined
character string;

generating a translated replacement text by translating the
replacement text from the first language to a second
language by using a text translation model which is a
neural network;

converting the replacement text into a context vector
which is an intermediate representation;

identifying, based on an attention score calculated by
using the context vector, from among the one or more
of named entities, a named entity corresponding to the
predetermined character string in the translated
replacement text to extract the identified named entity
from the text written in the first language;

generating a translated named entity by translating, in a
state where separated from the text, the extracted
identified named entity from the first language to the
second language by using a named entity translation
model, the named entity translation model being a
neural network trained by using a plural pieces of
training data each of which includes a named entity in
the first language and a named entity in the second
language; and

generating a translated text by replacing the predeter-
mined character string in the translated replacement
text with the translated named entity.
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