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browser , receive a first request from the first tab to connect 
to a server and a second request from the second tab to 
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second request into one packaged request ; and send the one 
packaged request to the server via one connection point . 
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START 

EXECUTE A FIRST WEB APPLICATION AND A SECOND WEB APPLICATION 
WITHIN A WEB BROWSER S502 

DETERMINE WHETHER SHARED WORKER IS AVAILABLE WITHIN THE WEB 
BROWSER S504 

REGISTER EACH OF FIRST AND SECOND TABS WITH THE SHARED WORKER 
S508 

RECEIVE A FIRST REQUEST FROM THE FIRST TAB AND A SECOND 
REQUEST FROM THE SECOND TAB TO CONNECT TO A SERVER S510 

COMBINE THE FIRST REQUEST AND THE SECOND REQUEST INTO ONE 
PACKAGED REQUEST S512 

SEND THE ONE PACKAGED REQUEST TO THE SERVER VIA A CONNECTION 
POINT / PORT S514 

RECEIVE BOTH A FIRST RESPONSE CORRESPONDING TO THE FIRST 
REQUEST AND A SECOND RESPONSE CORRESPONDING TO THE SECOND 
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METHOD AND APPARATUS FOR SESSION 
SHARING SHARED WORKER MODULE 

TECHNICAL FIELD 

[ 0001 ] This disclosure generally relates to network com 
munications , and , more particularly , to methods and appa 
ratuses for implementing a session sharing shared worker 
application to improve network communications between a 
client device and a server device . 

BACKGROUND 

[ 0002 ] In the current technological environment , a com 
puting device ( e.g. , a personal computer ( PC ) , tablet PC , 
laptop , personal digital assistant ( PDA ) , cellphone , smart 
phone , or the like ) may be configured to implement a web 
browser which is an application ( computer executable pro 
gram ) that operates on the computing device to enable 
information available over a network ( e.g. , the Internet ) to 
be accessed . A web browser may be configured to access 
information available over a network by utilizing uniform 
resource identifiers ( URIs ) , which indicate a location by 
which information may be accessed over the network . A 
typical web browser may be configured to present network 
accessible and / or other information to a user in one or more 
browser windows , or browser tabs within the browser . A 
web browser may enable a user to open a plurality of 
web - browser windows , or tabs within the web browser of a 
computing device , simultaneously . 
[ 0003 ] A web application is a software application that is 
accessible via a web browser as discussed above . For 
example , a web application may be a document , such as a 
hypertext markup language ( HTML ) document . A document 
web application may be configured to present information 
available over a network visually to a user . A document web 
application may present to a user of a client device ( e.g. , a 
computing device as discussed above operating at client 
side ) one or more links ( e.g. , to a URI ) to available infor 
mation . 
[ 0004 ] Typically , when using a web browser application to 
connect to a back - end infrastructure ( e.g. , a server ) , sessions 
( which may include browsing related processes ) may not be 
shared as data between multiple tabs within a browser may 
not be shared easily . Also , in a typical browser implemen 
tation , using cookies may not be a suitable means for data 
sharing between multiple tabs and opening a local port may 
not be available , thereby resulting in a poor system perfor 
mance and communication delay . For example , if twenty 
( 20 ) tabs are open within a web browser window of a 
computing device , and because opening of a local port may 
not be available for data sharing between multiple tabs in a 
typical browser implementation , twenty ( 20 ) individual con 
nection ports , one for each tab , may be created to connect to 
a server , causing a slower network communication and an 
increased power consumption , and / or any other issue that 
may cause poor system performance . Poor system perfor 
mance may include , for example , delayed server responses , 
slow webpage load times , network congestion , system 
latency , slow client device response times , etc. 

ers , devices , methods , media , programs , and platforms for 
implementing a session sharing shared worker application to 
improve network communications between a client device 
and a server device . The various aspects , embodiments , 
features , and / or sub - components provide optimized pro 
cesses of implementing a session sharing shared worker 
application in which a single connection port is created 
within a shared worker space for a plurality of tabs to 
improve network communications between a client device 
and a server . 
[ 0006 ] According to an aspect of the present disclosure , a 
method for implementing a session sharing shared worker 
module is disclosed . The method may include : executing , by 
a processor , a first web application and a second web 
application within a web browser , the first web application 
being associated with a first tab , the second web application 
being associated with a second tab having different web 
content than the first tab ; determining , by the processor , 
whether a shared worker is available within the web 
browser , registering , by a session sharing module , each of 
said first tab and the second tab with the shared worker based 
on determining that the shared worker is available within the 
web browser ; receiving , by the session sharing module , a 
first request from the first tab to connect to a server and a 
second request from the second tab to connect to the server ; 
combining , by the session sharing module , the first request 
and the second request into one packaged request ; and 
sending , by the session sharing module , the one packaged 
request to the server via one connection point . 
[ 0007 ] The method may further include : storing , in 
response to registering , within the shared worker a first 
reference identification associated with the first tab and a 
second reference identification associated with the second 
tab ; receiving , by the session sharing module , a first 
response corresponding to the first request and a second 
response corresponding to the second request from the 
server as a packaged response via the one connection point ; 
and routing the first response to the first tab via a first path 
based on the first reference identification and the second 
response to the second tab via a second path different from 
the first path based on the second reference identification . 
[ 0008 ] The shared worker may be an area of the web 
browser that may be operating at a higher level than the first 
and second tabs and may be configured to run programming 
in the same manner as the first and second tabs but without 
any visuals . 
[ 0009 ] The shared worker may be accessible from all tabs 
within the browser and may be configured to allow one tab 
to communicate to other tabs via the higher level . 
[ 0010 ] When a plurality of tabs are opened by the proces 
sor at the same time or before a connection is established 
between the session sharing module and the server , the 
method may further include : maintaining the one connection 
point open so that the session sharing module can receive a 
message corresponding to each of said plurality of tabs via 
the one connection point . 
[ 0011 ] When a plurality of tabs are opened by the proces 
sor at the same time and a connection is established between 
the session sharing module and the server via the one 
connection point , and then one of the plurality of tabs is 
closed by the processor before receiving a message from the 
server , the method may further include : maintaining the one 
connection point open so that the session sharing module 
can receive a message corr orresponding to each of said plu 

SUMMARY 

[ 0005 ] The present disclosure , through one or more of its 
various aspects , embodiments , and / or specific features or 
sub - components , provides , inter alia , various systems , serv 
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rality of tabs via the one connection ; and closing a connec 
tion between the session sharing module and the closed tab . 
[ 0012 ] According to another aspect of the present disclo 
sure , a system for implementing a session sharing shared 
worker module is disclosed . The system may include a 
processor ; a session sharing module including a registration 
module , a package creation module , a memory access mod 
ule and a communication module ; and a server . The proces 
sor may be configured to execute a first web application and 
a second web application within a web browser , the first web 
application being associated with a first tab , the second web 
application being associated with a second tab having dif 
ferent web content than the first tab and determine whether 
a shared worker is available within the web browser . The 
registration module may be configured to register each of 
said first tab and the second tab with the shared worker based 
on determining that the shared worker is available within the 
web browser . The communication module may be config 
ured to receive a first request from the first tab to connect to 
the server and a second request from the second tab to 
connect to the server . The package creation module may be 
configured to combine the first request and the second 
request into one packaged request , and the communication 
module may be configured to send the one packaged request 
to the server via one connection point . 
[ 0013 ] The memory access module may be configured to 
store within the shared worker a first reference identification 
associated with the first tab and a second reference identi 
fication associated with the second tab . 
[ 0014 ] The communication module may be configured to 
receive a first response corresponding to the first request and 
a second response corresponding to the second request from 
the server as a packaged response via the one connection 
point , and route the first response to the first tab via a first 
path based on the first reference identification and the 
second response to the second tab via a second path different 
from the first path based on the second reference identifi 
cation . 

[ 0015 ] The communication module may be configured to 
receive a first response corresponding to the first request and 
a second response corresponding to the second request from 
the server as a packaged response via the one connection 
point and route the first response to the first tab via a first 
path and the second response to the second tab via a second 
path different from the first path . 
[ 0016 ] When a plurality of tabs are opened by the proces 
sor at the same time or before a connection is established 
between the session sharing module and the server , the 
communication module may be configured to maintain the 
one connection point open so that the communication mod 
ule can receive a message corresponding to each of said 
plurality of tabs via the one connection point . 
[ 0017 ] When a plurality of tabs are opened by the proces 
sor at the same time and a connection is established between 
the session sharing module and the server via the one 
connection point , and then one of the plurality of tabs is 
closed by the processor before receiving a message from the 
server , the communication module may be configured to : 
maintain the one connection point open so that the session 
sharing module can receive a message corresponding to each 
of said plurality of tabs via the one connection , and close a 
connection between the session sharing module and the 
closed tab . 

[ 0018 ] According to yet another aspect of the present 
disclosure , a non - transitory computer readable medium con 
figured to store instructions for implementing a session 
sharing shared worker is disclosed . When executed , the 
instructions may cause a computer to perform the following : 
executing a first web application and a second web appli 
cation within a web browser , the first web application being 
associated with a first tab , the second web application being 
associated with a second tab having different web content 
than the first tab ; determining whether a shared worker is 
available within the web browser ; registering each of said 
first tab and the second tab with the shared worker based on 
determining that the shared worker is available within the 
web browser ; receiving a first request from the first tab to 
connect to a server and a second request from the second tab 
to connect to the server ; combining the first request and the 
second request into one packaged request ; and sending the 
one packaged request to the server via one connection point . 
[ 0019 ] The instructions may further cause the computer to 
perform the following : storing within the shared worker a 
first reference identification associated with the first tab and 
a second reference identification associated with the second 
tab ; receiving a first response corresponding to the first 
request and a second response corresponding to the second 
request from the server as a packaged response via the one 
connection point ; and routing the first response to the first 
tab via a first path based on the first reference identification 
and the second response to the second tab via a second path 
different from the first path based on the second reference 
identification . 
[ 0020 ] The instructions may further cause the computer to 
perform the following : receiving a first response correspond 
ing to the first request and a second response corresponding 
to the second request from the server as a packaged response 
via the one connection point ; and routing the first response 
to the first tab via a first path and the second response to the 
second tab via a second path different from the first path . 
[ 0021 ] When a plurality of tabs are opened by a processor 
at the same time or before a connection is established 
between a session sharing module and the server , the instruc 
tions may further cause the computer to maintain the one 
connection point open so that the session sharing module 
can receive a message corresponding to each of said plu 
rality of tabs via the one connection point . 
[ 0022 ] When a plurality of tabs are opened by a processor 
at the same time and a connection is established between the 
session sharing module and the server via the one connec 
tion point , and then one of the plurality of tabs is closed by 
the processor before receiving a message from the server , the 
instructions may further cause the computer to perform the 
following steps : maintaining the one connection point open 
so that the session sharing module can receive a message 
corresponding to each of said plurality of tabs via the one 
connection ; and closing a connection between the session 
sharing module and the closed tab . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0023 ] The present disclosure is further described in the 
detailed description which follows , in reference to the noted 
plurality of drawings , by way of non - limiting examples of 
preferred embodiments of the present disclosure , in which 
like characters represent like elements throughout the sev 
eral views of the drawings . 
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[ 0024 ] FIG . 1 illustrates a computer system for imple 
menting a session sharing shared worker module in accor 
dance with an exemplary embodiment . 
[ 0025 ] FIG . 2 illustrates an exemplary diagram of a net 
work environment with a session sharing shared worker 
module in accordance with an exemplary embodiment . 
[ 0026 ] FIG . 3 illustrates a conventional browser imple 
mentation diagram without a session sharing shared worker 
module . 
[ 0027 ] FIG . 4 illustrates a browser implementation dia 
gram with a session sharing shared worker module in 
accordance with an exemplary embodiment . 
[ 0028 ] FIG . 5 is a flowchart of an exemplary process for 
implementing a session sharing shared worker module in 
accordance with an exemplary embodiment . 

DETAILED DESCRIPTION 

[ 0029 ] Through one or more of its various aspects , 
embodiments and / or specific features or sub - components of 
the present disclosure , are intended to bring out one or more 
of the advantages as specifically described above and noted 
below . 
[ 0030 ] The examples may also be embodied as one or 
more non - transitory computer readable media having 
instructions stored thereon for one or more aspects of the 
present technology as described and illustrated by way of the 
examples herein . The instructions in some examples include 
executable code that , when executed by one or more pro 
cessors , cause the processors to carry out steps necessary to 
implement the methods of the examples of this technology 
that are described and illustrated herein . 
[ 0031 ] As is traditional in the field of the present disclo 
sure , example embodiments are described , and illustrated in 
the drawings , in terms of functional blocks , units and / or 
modules . Those skilled in the art will appreciate that these 
blocks , units and / or modules are physically implemented by 
electronic ( or optical ) circuits such as logic circuits , discrete 
components , microprocessors , hard - wired circuits , memory 
elements , wiring connections , and the like , which may be 
formed using semiconductor - based fabrication techniques or 
other manufacturing technologies . In the case of the blocks , 
units and / or modules being implemented by microproces 
sors or similar , they may be programmed using software 
( e.g. , microcode ) to perform various functions discussed 
herein and may optionally be driven by firmware and / or 
software . Alternatively , each block , unit and / or module may 
be implemented by dedicated hardware , or as a combination 
of dedicated hardware to perform some functions and a 
processor ( e.g. , one or more programmed microprocessors 
and associated circuitry ) to perform other functions . Also , 
each block , unit and / or module of the example embodiments 
may be physically separated into two or more interacting 
and discrete blocks , units and / or modules without departing 
from the scope of the inventive concepts . Further , the blocks , 
units and / or modules of the example embodiments may be 
physically combined into more complex blocks , units and / or 
modules without departing from the scope of the present 
disclosure . 
[ 0032 ] FIG . 1 is an exemplary system for use in accor 
dance with the embodiments described herein . The system 
100 is generally shown and may include a computer system 
102 , which is generally indicated . 
[ 0033 ] The computer system 102 may include a set of 
instructions that can be executed to cause the computer 

system 102 to perform any one or more of the methods or 
computer based functions disclosed herein , either alone or in 
combination with the other described devices . The computer 
system 102 may operate as a standalone device or may be 
connected to other systems or peripheral devices . For 
example , the computer system 102 may include , or be 
included within , any one or more computers , servers , sys 
tems , communication networks or cloud environment . Even 
further , the instructions may be operative in such cloud 
based computing environment . 
[ 0034 ] In a networked deployment , the computer system 
102 may operate in the capacity of a server or as a client user 
computer in a server - client user network environment , a 
client user computer in a cloud computing environment , or 
as a peer computer system in a peer - to - peer ( or distributed ) 
network environment . The computer system 102 , or portions 
thereof , may be implemented as , or incorporated into , vari 
ous devices , such as a personal computer , a tablet computer , 
a set - top box , a personal digital assistant , a mobile device , 
a palmtop computer , a laptop computer , a desktop computer , 
a communications device , a wireless smart phone , a personal 
trusted device , a wearable device , a global positioning 
satellite ( GPS ) device , a web appliance , or any other 
machine capable of executing a set of instructions ( sequen 
tial or otherwise ) that specify actions to be taken by that 
machine . Further , while a single computer system 102 is 
illustrated , additional embodiments may include any collec 
tion of systems or sub - systems that individually or jointly 
execute instructions or perform functions . The term system 
shall be taken throughout the present disclosure to include 
any collection of systems or sub - systems that individually or 
jointly execute a set , or multiple sets , of instructions to 
perform one or more computer functions . 
[ 0035 ] As illustrated in FIG . 1 , the computer system 102 
may include at least one processor 104. The processor 104 
is tangible and non - transitory . As used herein , the term 
“ non - transitory ” is to be interpreted not as an eternal char 
acteristic of a state , but as a characteristic of a state that will 
last for a period of time . The term " non - transitory ” specifi 
cally disavows fleeting characteristics such as characteristics 
of a particular carrier wave or signal or other forms that exist 
only transitorily in any place at any time . The processor 104 
is an article of manufacture and / or a machine component . 
The processor 104 is configured to execute software instruc 
tions in order to perform functions as described in the 
various embodiments herein . The processor 104 may be a 
general purpose processor or may be part of an application 
specific integrated circuit ( ASIC ) . The processor 104 may 
also be a microprocessor , a microcomputer , a processor chip , 
a controller , a microcontroller , a digital signal processor 
( DSP ) , a state machine , or a programmable logic device . The 
processor 104 may also be a logical circuit , including a 
programmable gate array ( PGA ) such as a field program 
mable gate array ( FPGA ) , or another type of circuit that 
includes discrete gate and / or transistor logic . The processor 
104 may be a central processing unit ( CPU ) , a graphics 
processing unit ( GPU ) , or both . Additionally , any processor 
described herein may include multiple processors , parallel 
processors , or both . Multiple processors may be included in , 
or coupled to , a single device or multiple devices . 
[ 0036 ] The computer system 102 may also include a 
computer memory 106. The computer memory 106 may 
include a static memory , a dynamic memory , or both in 
communication . Memories described herein are tangible 
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storage mediums that can store data and executable instruc 
tions , and are non - transitory during the time instructions are 
stored therein . Again , as used herein , the term “ non - transi 
tory is to be interpreted not as an eternal characteristic of 
a state , but as a characteristic of a state that will last for a 
period of time . The term “ non - transitory ” specifically dis 
avows fleeting characteristics such as characteristics of a 
particular carrier wave or signal or other forms that exist 
only transitorily in any place at any time . The memories are 
an article of manufacture and / or machine component . 
Memories described herein are computer - readable mediums 
from which data and executable instructions can be read by 
a computer . Memories as described herein may be random 
access memory ( RAM ) , read only memory ( ROM ) , flash 
memory , electrically programmable read only memory 
( EPROM ) , electrically erasable programmable read - only 
memory ( EEPROM ) , registers , a hard disk , a cache , a 
removable disk , tape , compact disk read only memory 
( CD - ROM ) , digital versatile disk ( DVD ) , floppy disk , blu 
ray disk , or any other form of storage medium known in the 
art . Memories may be volatile or non - volatile , secure and / or 
encrypted , unsecure and / or unencrypted . Of course , the 
computer memory 106 may comprise any combination of 
memories or a single storage . 
[ 0037 ] The computer system 102 may further include a 
video display 108 , such as a liquid crystal display ( LCD ) , an 
organic light emitting diode ( OLED ) , a flat panel display , a 
solid state display , a cathode ray tube ( CRT ) , a plasma 
display , or any other known display . 
[ 0038 ] The computer system 102 may also include at least 
one input device 110 , such as a keyboard , a touch - sensitive 
input screen or pad , a speech input , a mouse , a remote 
control device having a wireless keypad , a microphone 
coupled to a speech recognition engine , a camera such as a 
video camera or still camera , a cursor control device , a 
global positioning system ( GPS ) device , an altimeter , a 
gyroscope , an accelerometer , a proximity sensor , or any 
combination thereof . Those skilled in the art appreciate that 
various embodiments of the computer system 102 may 
include multiple input devices 110. Moreover , those skilled 
in the art further appreciate that the above - listed , exemplary 
input devices 110 are not meant to be exhaustive and that the 
computer system 102 may include any additional , or alter 
native , input devices 110 . 
[ 0039 ] The computer system 102 may also include a 
medium reader 112 which is configured to read any one or 
more sets of instructions , e.g. , software , from any of the 
memories described herein . The instructions , when executed 
by a processor , can be used to perform one or more of the 
methods and processes as described herein . In a particular 
embodiment , the instructions may reside completely , or at 
least partially , within the memory 106 , the medium reader 
112 , and / or the processor 110 during execution by the 
computer system 102 . 
[ 0040 ] Furthermore , the computer system 102 may 
include any additional devices , components , parts , periph 
erals , hardware , software or any combination thereof which 
are commonly known and understood as being included with 
or within a computer system , such as , but not limited to , a 
network interface 114 and an output device 116. The output 
device 116 may be , but is not limited to , a speaker , an audio 
out , a video out , a remote control output , a printer , or any 
combination thereof . 

[ 0041 ] Each of the components of the computer system 
102 may be interconnected and communicate via a bus 118 
or other communication link . As shown in FIG . 1 , the 
components may each be interconnected and communicate 
via an internal bus . However , those skilled in the art appre 
ciate that any of the components may also be connected via 
an expansion bus . Moreover , the bus 118 may enable com 
munication via any standard or other specification com 
monly known and understood such as , but not limited to , 
peripheral component interconnect , peripheral component 
interconnect express , parallel advanced technology attach 
ment , serial advanced technology attachment , etc. 
[ 0042 ] The computer system 102 may be in communica 
tion with one or more additional computer devices 120 via 
a network 122. The network 122 may be , but is not limited 
to , a local area network , a wide area network , the Internet , 
a telephony network , a short - range network , or any other 
network commonly known and understood in the art . The 
short - range network may include , for example , Bluetooth , 
Zigbee , infrared , near field communication , ultraband , or 
any combination thereof . Those skilled in the art appreciate 
that additional networks 122 which are known and under 
stood may additionally or alternatively be used and that the 
exemplary networks 122 are not limiting or exhaustive . 
Also , while the network 122 is shown in FIG . 1 as a wireless 
network , those skilled in the art appreciate that the network 
122 may also be a wired network . 
[ 0043 ] The additional computer device 120 is shown in 
FIG . 1 as a personal computer . However , those skilled in the 
art appreciate that , in alternative embodiments of the present 
application , the computer device 120 may be a laptop 
computer , a tablet PC , a personal digital assistant , a mobile 
device , a palmtop computer , a desktop computer , a commu 
nications device , a wireless telephone , a personal trusted 
device , a web appliance , a server , or any other device that is 
capable of executing a set of instructions , sequential or 
otherwise , that specify actions to be taken by that device . Of 
course , those skilled in the art appreciate that the above 
listed devices are merely exemplary devices and that the 
device 120 may be any additional device or apparatus 
commonly known and understood in the art without depart 
ing from the scope of the present application . For example , 
the computer device 120 may be the same or similar to the 
computer system 102. Furthermore , those skilled in the art 
similarly understand that the device may be any combination 
of devices and apparatuses . 
[ 0044 ] Of course , those skilled in the art appreciate that 
the above - listed components of the computer system 102 are 
merely meant to be exemplary and are not intended to be 
exhaustive and / or inclusive . Furthermore , the examples of 
the components listed above are also meant to be exemplary 
and similarly are not meant to be exhaustive and / or inclu 
sive . 
[ 0045 ] In accordance with various embodiments of the 
present disclosure , the methods described herein may be 
implemented using a hardware computer system that 
executes software programs . Further , in an exemplary , non 
limited embodiment , implementations can include distrib 
uted processing , component / object distributed processing , 
and parallel processing . Virtual computer system processing 
can be constructed to implement one or more of the methods 
or functionality as described herein , and a processor 
described herein may be used to support a virtual processing 
environment . 
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[ 0046 ] As described herein , various embodiments provide 
optimized processes of implementing a session sharing 
shared worker application to improve network communica 
tion between a client device and a server device . 
[ 0047 ] Referring to FIG . 2 , a schematic of an exemplary 
network environment 200 for implementing a session shar 
ing shared worker application of the instant disclosure is 
illustrated . In a typical browser implementation , when a 
plurality of web browser windows or tabs are open within a 
web browser of a computing device , each browser window 
or tab may be individually connected to a server via a 
dedicated connection port . For example , if twenty ( 20 ) tabs 
are open within a web browser window of a computing 
device , according to a typical browser implementation , 
twenty ( 20 ) individual connection ports , one for each tab , 
may be created to connect to a server , causing a slower 
network communication and an increased power consump 
tion , and / or any other issue that may cause poor system 
performance . Poor system performance may include , for 
example , delayed server responses , slow webpage load 
times , network congestion , system latency , slow client 
device response times , etc. 
[ 0048 ] According to exemplary embodiments , the system 
performance and reduction of power consumption may be 
facilitated by implementing a session sharing module ( SSM ) 
202 as illustrated in FIG . 2. The SSM 202 may be the same 
or similar to the computer system 102 as described with 
respect to FIG . 1. The SSM 202 may store one or more 
applications that can include executable instructions that , 
when executed by the SSM 202 , cause the SSM 202 to 
perform actions , such as to transmit , receive , or otherwise 
process network messages , for example , and to perform 
other actions described and illustrated below with reference 
to the figures . The application ( s ) may be implemented as 
modules or components of other applications . Further , the 
application ( s ) can be implemented as operating system 
extensions , modules , plugins , or the like . 
[ 0049 ] Even further , the application ( s ) may be operative in 
a cloud - based computing environment . The application ( s ) 
may be executed within or as virtual machine ( s ) or virtual 
server ( s ) that may be managed in a cloud - based computing 
environment . Also , the application ( s ) , and even the SSM 
202 itself , may be located in virtual server ( s ) running in a 
cloud - based computing environment rather than being tied 
to one or more specific physical network computing devices . 
Also , the application ( s ) may be running in one or more 
virtual machines ( VMs ) executing on the SSM 202. Addi 
tionally , in one or more embodiments of this technology , 
virtual machine ( s ) running on the SSM 202 may be managed 
or supervised by a hypervisor . 
[ 0050 ] In the network environment 200 of FIG . 2 , the 
SSM 202 is coupled to a plurality of server devices 204 ( 1 ) 
204 ( n ) that hosts a plurality of databases 206 ( 1 ) -206 ( n ) , and 
also to a plurality of client devices 208 ( 1 ) -208 ( n ) via com 
munication network ( s ) 210. A communication interface of 
the SSM 202 , such as the network interface 114 of the 
computer system 102 of FIG . 1 , operatively couples and 
communicates between the SSM 202 , the server devices 
204 ( 1 ) -204 ( n ) , and / or the client devices 208 ( 1 ) -208 ( n ) , 
which are all coupled together by the communication net 
work ( s ) 210 , although other types and / or numbers of com 
munication networks or systems with other types and / or 
numbers of connections and / or configurations to other 
devices and / or elements may also be used . 

[ 0051 ] The communication network ( s ) 210 may be the 
same or similar to the network 122 as described with respect 
to FIG . 1 , although the SSM 202 , the server devices 204 
( 1 ) -204 ( n ) , and / or the client devices 208 ( 1 ) -208 ( n ) may be 
coupled together via other topologies . Additionally , the 
network environment 200 may include other network 
devices such as one or more routers and / or switches , for 
example , which are well known in the art and thus will not 
be described herein . This technology provides a number of 
advantages including methods , non - transitory computer 
readable media , and SSMs that efficiently combine multiple 
client side to server connections from the same browser into 
a single connection per browser to improve network com 
munication and reduce power consumption . 
[ 0052 ] By way of example only , the communication net 
work ( s ) 210 may include local area network ( s ) ( LAN ( s ) ) or 
wide area network ( s ) ( WAN ( s ) ) , and can use TCP / IP over 
Ethernet and industry - standard protocols , although other 
types and / or numbers of protocols and / or communication 
networks may be used . The communication network ( s ) 202 
in this example may employ any suitable interface mecha 
nisms and network communication technologies including , 
for example , teletraffic in any suitable form ( e.g. , voice , 
modem , and the like ) , Public Switched Telephone Network 
( PSTNs ) , Ethernet - based Packet Data Networks ( PDNs ) , 
combinations thereof , and the like . 
[ 0053 ] The SSM 202 may be a standalone device or 
integrated with one or more other devices or apparatuses , 
such as one or more of the server devices 204 ( 1 ) -204 ( n ) , for 
example . In one particular example , the SSM 202 may 
include or be hosted by one of the server devices 204 ( 1 ) 
204 ( n ) , and other arrangements are also possible . Moreover , 
one or more of the devices of the SSM 202 may be in a same 
or a different communication network including one or more 
public , private , or cloud networks , for example . 
[ 0054 ] The plurality of server devices 204 ( 1 ) -204 ( n ) may 
be the same or similar to the computer system 102 or the 
computer device 120 as described with respect to FIG . 1 , 
including any features or combination of features described 
with respect thereto . For example , any of the server devices 
204 ( 1 ) -204 ( n ) may include , among other features , one or 
more processors , a memory , and a communication interface , 
which are coupled together by a bus or other communication 
link , although other numbers and / or types of network 
devices may be used . The server devices 204 ( 1 ) -204 ( n ) in 
this example may process requests received from the SSM 
202 via the communication network ( s ) 210 according to the 
HTTP - based and / or JavaScript Object Notation ( ISON ) 
protocol , for example , although other protocols may also be 
used . 
[ 0055 ] The server devices 204 ( 1 ) -204 ( n ) may be hardware 
or software or may represent a system with multiple servers 
in a pool , which may include internal or external networks . 
The server devices 204 ( 1 ) -204 ( n ) hosts the databases 206 
( 1 ) -206 ( n ) that are configured to store metadata sets , data 
quality rules , and newly generated data . 
[ 0056 ] Although the server devices 204 ( 1 ) -204 ( n ) are 
illustrated as single devices , one or more actions of each of 
the server devices 204 ( 1 ) -204 ( n ) may be distributed across 

or more distinct network computing devices that 
together comprise one or more of the server devices 204 
( 1 ) -204 ( n ) . Moreover , the server devices 204 ( 1 ) -204 ( n ) are 
not limited to a particular configuration . Thus , the server 
devices 204 ( 1 ) -204 ( n ) may contain a plurality of network 

one 
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computing devices that operate using a master / slave 
approach , whereby one of the network computing devices of 
the server devices 204 ( 1 ) -204 ( n ) operates to manage and / or 
otherwise coordinate operations of the other network com 
puting devices . 
[ 0057 ] The server devices 204 ( 1 ) -204 ( n ) may operate as a 
plurality of network computing devices within a cluster 
architecture , a peer - to peer architecture , virtual machines , or 
within a cloud architecture , for example . Thus , the technol 
ogy disclosed herein is not to be construed as being limited 
to a single environment and other configurations and archi 
tectures are also envisaged . 
[ 0058 ] The plurality of client devices 208 ( 1 ) -208 ( n ) may 
also be the same or similar to the computer system 102 or the 
computer device 120 as described with respect to FIG . 1 , 
including any features or combination of features described 
with respect thereto . Client device in this context refers to 
any computing device that interfaces to communications 
network ( s ) 210 to obtain resources from one or more server 
devices 204 ( 1 ) -204 ( n ) or other client devices 208 ( 1 ) -208 ( n ) . 
[ 0059 ] According to exemplary embodiments , the client 
devices 208 ( 1 ) -208 ( n ) in this example may include any type 
of computing device that can facilitate the implementation 
of the SSM 202 that may efficiently combine multiple client 
side to server connections from the same browser within the 
computing device into a single connection per browser to 
improve network communication and reduce power con 
sumption . Accordingly , the client devices 208 ( 1 ) -208 ( n ) 
may be mobile computing devices , desktop computing 
devices , laptop computing devices , tablet computing 
devices , virtual machines ( including cloud - based comput 
ers ) , or the like , that host chat , e - mail , or voice - to - text 
applications , for example . 
[ 0060 ] The client devices 208 ( 1 ) -208 ( n ) may run interface 
applications , such as standard web browsers or standalone 
client applications , which may provide an interface to com 
municate with the SSM 202 via the communication network 
( s ) 210 in order to communicate user requests . The client 
devices 208 ( 1 ) -208 ( n ) may further include , among other 
features , a display device , such as a display screen or 
touchscreen , and / or an input device , such as a keyboard , for 
example . 
[ 0061 ] Although the exemplary network environment 200 
with the SSM 202 , the server devices 204 ( 1 ) -204 ( n ) , the 
client devices 208 ( 1 ) -208 ( n ) , and the communication net 
work ( s ) 210 are described and illustrated herein , other types 
and / or numbers of systems , devices , components , and / or 
elements in other topologies may be used . It is to be 
understood that the systems of the examples described 
herein are for exemplary purposes , as many variations of the 
specific hardware and software used to implement the 
examples are possible , as will be appreciated by those 
skilled in the relevant art ( s ) . 
[ 0062 ] One or more of the devices depicted in the network 
environment 200 , such as the SSM 202 , the server devices 
204 ( 1 ) -204 ( n ) , or the client devices 208 ( 1 ) -208 ( n ) , for 
example , may be configured to operate as virtual instances 
on the same physical machine . For example , one or more of 
the SSM 202 , the server devices 204 ( 1 ) -204 ( n ) , or the client 
devices 208 ( 1 ) -208 ( n ) may operate on the same physical 
device rather than as separate devices communicating 
through communication network ( s ) 210. Additionally , there 

may be more or fewer SSMs 202 , server devices 204 ( 1 ) 
204 ( n ) , or client devices 208 ( 1 ) -208 ( n ) than illustrated in 
FIG . 2 . 
[ 0063 ] In addition , two or more computing systems or 
devices may be substituted for any one of the systems or 
devices in any example . Accordingly , principles and advan 
tages of distributed processing , such as redundancy and 
replication also may be implemented , as desired , to increase 
the robustness and performance of the devices and systems 
of the examples . The examples may also be implemented on 
computer system ( s ) that extend across any suitable network 
using any suitable interface mechanisms and traffic tech 
nologies , including by way of example only teletraffic in any 
suitable form ( e.g. , voice and modem ) , wireless traffic 
networks , cellular traffic networks , Packet Data Networks 
( PDNs ) , the Internet , intranets , and combinations thereof . 
[ 0064 ] FIG . 3 is a block diagram illustrating a conven 
tional computing device without a session sharing shared 
worker module . As depicted in FIG . 3 , a computing device 
301 may be coupled to a server 305 via communication 
network 310. In order to access information accessible from 
the server 305 , one or more browser applications ( browsers ) 
303 may run on the computing device 301. Browser 303 
may be configured to run within a local operating system of 
the computing device 301 . 
[ 0065 ] Non - limiting examples of known browser applica 
tions include Microsoft ExplorerTM , Apple SafariTM , Mozilla 
FirefoxTM and Google ChromeTM browser . Non - limiting 
examples of known operating systems for desktop and / or 
laptop computers may include Microsoft VistaTM , Apple 
Snow LeopardTM , or Linux . Examples of known operating 
systems for mobile devices ( e.g. , smartphones , netbooks , 
etc. ) include Microsoft Windows Mobile® , Apple Iphone 
OS® , and Google AndroidTM mobile technology platform . 
[ 0066 ] Browser 303 may be configured to enable a user to 
manipulate access to information accessible via communi 
cation network 310. For example , browser 303 may provide 
a user with an ability to enter one or more uniform resource 
indicators ( URIs , e.g. , www.google.com ) in order to access 
a web application , such as , for example , a hypertext markup 
language ( HTML ) document . A web application , and / or 
information used by a web application , may be stored on the 
server 305. Browser 303 may be configured to access web 
applications and / or other information stored on the server 
for presentation to a user of computing device 301 , among 
other uses . 
[ 0067 ] As illustrated in FIG . 3 , a plurality of web appli 
cations may be operating within browser 303. For example , 
a first web application may be associated with a first tab 
301A , a second web application may be associated with a 
second tab 301B , a third web application may be associated 
with a third tab 301C , and an n - th web application may be 
associated with an N - th tab 301N . In some examples , the 
plurality of web applications may be web documents , e.g. , a 
HTML document as discussed above . In other examples , 
web applications may be non - document web applications 
that perform other functionality within a browser 303 . 
[ 0068 ] Since the browser 303 of the conventional com 
puting device 301 as illustrated in FIG . 3 may not be 
configured to implement a session sharing shared worker 
module of the instant disclosure , each of tabs 301A - 301N 
are configured to individually communicate with the server 
305 via the communication network 310 to access informa 
tion stored on the server 305. For example , the first tab 301A 
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may communicate with the server 305 via the communica 
tion network 310 to access information stored on the server 
305 by utilizing a first connection port / point 301A ' , the 
second tab 301A may communicate with the server 305 via 
the communication network 310 to access information 
stored on the server 305 by utilizing a second connection 
port / point 301B ' , the third tab 301C may communicate with 
the server 305 via the communication network 310 to access 
information stored on the server 305 by utilizing a third 
connection port / point 301C , and the N - th tab 301N may 
communicate with the server 305 via the communication 
network 310 to access information stored on the server 305 
by utilizing an N - th connection port / point 301N ' . 
[ 0069 ] Thus , for example , if twenty ( 20 ) tabs are open 
within the browser 303 of the computing device 301 , accord 
ing to a conventional browser implementation as illustrated 
in FIG . 3 , twenty ( 20 ) individual connection ports , one for 
each tab , may be created to connect to the server 305 , 
causing a slower network communication and an increased 
power consumption , and / or any other issue that may cause 
poor system performance . Poor system performance may 
include , for example , delayed server responses , slow web 
page load times , network congestion , system latency , slow 
client device response times , etc. 
[ 0070 ] FIG . 4 is a block diagram illustrating a computing 
device with a session sharing shared worker module in 
accordance with exemplary embodiments of the instant 
disclosure . As depicted in FIG . 4 , a computing device 401 
may be coupled to a server 405 via a communication 
network 410. In order to access information accessible from 
the server 405 , one or more browser applications ( browsers ) 
402 may run on the computing device 401. Browser 402 
may be configured to run within a local operating system of 
the computing device 401. The communication network 410 
may be the communication network 210 as disclosed herein 
with reference to FIG . 2. Unlike the conventional browser 
implementation method described above with respect to 
FIG . 3 , the computing device 401 of the instant disclosure 
may be configured to implement a session sharing module 
( SSM ) 403 that may efficiently combine multiple client side 
to server connections from the same browser 402 within the 
computing device 401 into a single connection per browser 
to improve network communication and reduce power con 
sumption . The computing device 401 may be the same or 
similar to any one of the client devices 208 ( 1 ) -208 ( n ) as 
described with respect to FIG . 2 , including any features or 
combination of features described with respect thereto . The 
SSM 403 may be the same or similar to the SSM 202 as 
described with respect to FIG . 2 , including any features or 
combination of features described with respect thereto . 
[ 0071 ] According to exemplary embodiments , SSM 403 
may include a registration module 404 , a package creation 
module 406 , a memory access module 408 , and a commu 
nication module 410. As illustrated in FIG . 4 , a plurality of 
web applications may be operating within browser 402. For 
example , a first web application may be associated with a 
first tab 401A , a second web application may be associated 
with a second tab 401B , a third web application may be 
associated with a third tab 401C , and an n - th web application 
may be associated with an N - th tab 401N . In some examples , 
the plurality of web applications may be web documents , 
e.g. , a HTML document as discussed above . In other 

examples , web applications may be non - document web 
applications that perform some sort of functionality within a 
browser 402 . 
[ 0072 ] According to exemplary embodiments , each of 
registration module 404 , package creation module 406 , 
memory access module 408 , and a communication module 
410 of the SSM 403 may be implemented by microproces 
sors or similar , and may be programmed using software 
( e.g. , microcode ) to perform various functions discussed 
herein and may optionally be driven by firmware and / or 
software . Alternatively , each of registration module 404 , 
package creation module 406 , memory access module 408 , 
and communication module 410 of the SSM 403 may be 
implemented by dedicated hardware , or as a combination of 
dedicated hardware to perform some functions and a pro 
cessor ( e.g. , one or more programmed microprocessors and 
associated circuitry ) to perform other functions . 
[ 0073 ] Since the browser 402 of the instant computing 
device 401 as illustrated in FIG . 4 may be configured to 
implement SSM 403 of the instant disclosure , each of tabs 
401A - 401N are configured to communicate with the server 
405 via the communication network 410 to access informa 
tion stored on the server 405 by utilizing the SSM 403 as a 
messaging bus , thereby not requiring to create any indi 
vidual connection port / point for each of tabs 401A - 401N to 
connect to the server 405 . 
[ 0074 ] For example , the computing device 401 may 
execute a plurality of web applications associated with a 
plurality of tabs 401A - 401N within the browser 402 . 
According to exemplary embodiments , each tab may have 
different web content than the other tabs , but the disclosure 
is not limited thereto . The computing device 401 may 
determine whether a shared worker is available within the 
browser 402. A shared worker is an area of the browser 402 
that is at a higher level than the plurality of tabs 401A - 401N 
and is configured to run computer executable programming 
( e.g. , JavaScript ) in the same manner as the plurality of tabs 
401A - 401N , but without any visuals . The shared worker 
may be accessible from all tabs 401A - 401N within the 
browser 402 and may be configured to allow one tab to 
communicate with other tabs via the higher level by utilizing 
the SSM 403 . 
[ 0075 ] If the computing device 401 determines that a 
shared worker is available or if a new shared worker is being 
instantiated within the browser 402 , the registration module 
404 of the SSM 403 registers each of tabs 401A - 401N with 
the shared worker . The registration module 404 will assign 
a unique identification for each of tabs 401A - 401N during 
registration . For example , during registration , the first tab 
401A may be assigned a first reference identification , the 
second tab 401B may be assigned a second reference 
identification , the third tab 401C may be assigned a third 
reference identification , and the N - th tab 401N may be 
assigned an N - th reference identification . Each of reference 
identifications may be unique in that the communication 
module 410 may communicate with each of tabs 401A 
401N by utilizing corresponding reference identification . 
[ 0076 ] According to exemplary embodiments , a shared 
worker may implement an interface that may represent a 
specific kind of worker that may be accessed from several 
browsing contexts , such as several windows / tabs 401A 
401N , iframes or even workers . According to exemplary 
embodiments , the shared worker may implement an inter 
face different than dedicated workers and may include a 
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different global scope . According to exemplary embodi 
ments , the creation of the shared worker may be tied to the 
same origin . For example , www.mysite.com may not access 
the shared worker from www.yoursite.com . Thus , shared 
workers may be accessed by a plurality of tabs or a plurality 
of browser windows within the same browser ( e.g. , Mozilla 
FirefoxTM or Google ChromeTM browser ) . That is , tabs or 
windows running within Mozilla FirefoxTM browser may not 
access shared workers running within Google ChromeTM 
browser . 
[ 0077 ] Each of reference identifications associated with 
corresponding tab may be stored in the memory access 
module 408. The memory access module 408 may be the 
same or similar to the memory 106 as described with 
reference to FIG . 1 . 
[ 0078 ] As illustrated in FIG . 4 , the SSM 403 includes a 
communication module 410. The communication module 
410 may be configured to communicate with one or more 
tabs 401A - 401N operating on the browser 402 in which 
SSM 403 is operating . The communication module 410 may 
be configured to , for example , receive requests from one or 
more tabs 401A - 401N to fetch information from the server 
405. The communication module 410 may be configured to 
communicate with the server 405 via the communication 
network 410 to fetch information requested by the one or 
more tabs 401A - 401N . How the communication module 410 
communicates with the tabs 401A - 401N and the server 405 
will be described below . 
[ 0079 ] According to exemplary embodiments , the first tab 
401A may send a first request to the SSM 403 to connect to 
the server 405 , the second tab 401B may send a second 
request to the SSM 403 to connect to the server 405 , the third 
tab 401C may send a third request to the SSM 403 to connect 
to the server 405 , and the N - th tab 401N may send an N - th 
request to the SSM 403 to connect to the server 405. The 
communication module 410 may receive the request from 
each of tabs 401A - 401N via a corresponding event bridge . 
For example , the communication module 410 may be con 
figured to receive the first request from the first tab 401A , the 
second request from the second tab 401B , the third request 
from the third tab 401C , and the N - th request from the N - th 
tab 401N via a first event bridge 401A ' , a second event 
bridge 401B ' , a third event bridge 401C ' , and an N - th event 
bridge 401N ' , respectively . The respective event bridge and 
the unique identification associated with each of tabs 401A 
401N may be utilized by the communication module 410 to 
establish communication between the tabs 401A - 401N and 
the SSM 403. For example , in response to the request sent 
from one or more tabs 401A - 401N , the communication 
module 410 may be configured to route the message to the 
correct tab by utilizing the respective event bridge and the 
unique identification associated with each of tabs 401A 
401N . 
[ 0080 ] In one example , after receiving the requests from 
each of tabs 401A - 401N , the package creation module 406 
may be configured to combine all received requests into one 
packaged request to be delivered to the server 405. The 
communication module 410 may be configured to send the 
packaged request to the server 405 via the communication 
network 410 by utilizing a single connection point / port 403 ' . 
This single connection point / port 403 ' may be utilized to 
establish communication between the SSM 403 and the 
server 405. Thus , unlike the conventional browser imple 
mentation described above with reference to FIG . 3 , the 

browser implementation according to the instant disclosure 
does not need to create individual connection port for each 
tab to be connected to the server 405 . 
[ 0081 ] According to exemplary embodiments , in response 
to the packaged request sent to the server 405 , the commu 
nication module 410 may be configured to receive a 
response ( i.e. , server connection is completed ) correspond 
ing to each request from the server 405 via the communi 
cation network 410 by utilizing the single connection point / 
port 403 ' . After receiving the response from the server 405 , 
the communication module 410 may be configured to send 
the response to the correct tab 401A - 401N by utilizing the 
corresponding event bridge 401A - 401N ' and the unique 
reference identification associated with each of tabs 401A 
401N . For example , a first response from the server 405 
associated with a first request from the first tab 401A may be 
sent by the communication module 410 to the first tab 401A 
by utilizing the first event bridge 401A ' and the first refer 
ence identification , a second response from the server 405 
associated with a second request from the first tab 401B may 
be sent by the communication module 410 to the second tab 
401B by utilizing the second event bridge 401B ' and the 
second reference identification , and so on . 
[ 0082 ] According to exemplary embodiments , when a 
plurality of tabs 401A - 401N are opened by the computing 
device 401 at the same time or before a connection is 
established between the communication module 410 and the 
server 405 , the connection port / point 403 ' may be remained 
open and all of the plurality of tabs 401A - 401N may receive 
the message ( e.g. , server connection is completed ) . Accord 
ing to exemplary embodiments , when a plurality of tabs 
401A - 401N are opened by the computing device 401 and a 
connection is established between the communication mod 
ule 410 and the server 405 via the connection port / point 
403 ' , and then one of the plurality of tabs 401A - 401N is 
closed by the computing device 401 before receiving the 
message from the server 405 , the connection port / point 403 ' 
will remain open , but the event bridge corresponding to the 
closed tab between the communication module 410 and the 
browser 402 will be closed . However , according to exem 
plary embodiments , when a plurality of tabs 401A - 401N are 
opened by the computing device 401 and a connection is 
established between the communication module 410 and the 
server 405 via the connection port / point 403 ' , but all of the 
plurality of tabs 401A - 401N are closed by the computing 
device 401 before receiving a message from the server 405 , 
the connection port / point 403 ' will be closed , thereby clos 
ing the communication / connection between the communi 
cation module 410 and the server 405 . 
[ 0083 ] Although FIG . 4 illustrates a single connection 
port / point 403 ' between the SSM 403 and the server 405 , the 
disclosure is not limited thereto . For example , according to 
exemplary embodiments , based on the number of requests 
received from a plurality of tabs 401A - 401N , the package 
creation module 406 may be configured to create multiple 
packaged requests each containing at least two requests from 
at least two of tabs 401A - 401N . The communication module 
410 may be configured to send each packaged request to the 
server 405 via the communication network 410 by utilizing 
a corresponding connection point / port . For example , if 
twenty ( 20 ) requests to connect to the server 405 are being 
sent by twenty different ( 20 ) tabs , the package creation 
module 406 may be configured to combine five ( 5 ) requests 
into one packaged request , thereby creating four ( 4 ) pack 
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aged requests each containing five ( 5 ) requests from five ( 5 ) 
different tabs . Thus , according to this exemplary embodi 
ment , when twenty ( 20 ) requests are being sent by twenty 
different ( 20 ) tabs to connect to the server 405 , the commu 
nication module 410 may be configured to send the four ( 4 ) 
packaged requests to the server 405 via the communication 
network 410 by utilizing four ( 4 ) connection points / ports , 
each connection point / port containing one packaged request , 
and each packaged request containing five ( 5 ) requests from 
five ( 5 ) tabs . Thus , by utilizing the SSM 403 of the instant 
disclosure , compared to the conventional browser imple 
mentation technique , the browser implementation technique 
according to the example embodiments may significantly 
reduce the number of connection points / ports necessary to 
maintain a connection between a plurality of tabs 401A 
401N and a server 405 , thereby improving system perfor 
mance and reducing power consumption . 
[ 0084 ] FIG . 5 illustrates a flowchart of an exemplary 
process for implementing a session sharing shared worker 
module in accordance with an exemplary embodiment . 
[ 0085 ] In the process 500 of FIG . 5 , a computing device 
executes a first web application and a second web applica 
tion within a web browser at step S502 . The computing 
device may be the computing device 401 of FIG . 4 or any 
one of the client devices 208 ( 1 ) -208 ( n ) of FIG . 2 and the 
web browser may be the browser 402 of FIG . 4 as disclosed 
above in accordance with exemplary embodiments , but the 
disclosure is not limited thereto . The first web application 
may be associated with any one of the plurality of tabs 
401A - 401N and the second web application may be asso 
ciated with the other one of the plurality of tabs 401A - 401N 
of FIG . 4 . 
[ 0086 ] At step S504 , the computing device 401 may 
determine whether a shared worker is available within the 
browser 402. According to exemplary embodiments , a 
shared worker may include a session sharing shared worker 
module of the instant disclosure . The session sharing shared 
worker module may be the SSM 202 of FIG . 2 or SSM 403 
of FIG . 4. The SSM 202 / SSM 403 may include a registration 
module 404 , a package creation module 406 , a memory 
access module 408 and a communication module 410 . 
[ 0087 ] At step S504 , if the computing device 401 deter 
mines that a shared worker is available within the browser 
402 , at step S508 the registration module 404 of the SSM 
403 registers each of tabs 401A - 401N with the shared 
worker . The registration module 404 will assign a unique 
identification for each of tabs 401A - 401N during registra 
tion . For example , during registration , at step S508 , the first 
tab 401A may be assigned a first reference identification , the 
second tab 401B may be assigned a second reference 
identification , the third tab 401C may be assigned a third 
reference identification , and the N - th tab 401N may be 
assigned an N - th reference identification . Each of reference 
identifications may be unique in that the communication 
module 410 may communicate with each of tabs 401A 
401N by utilizing corresponding reference identification . 
Each of reference identifications associated with corre 
sponding tab may be stored in the memory access module 
408 of SSM 403. The communication module 410 may be 
configured to communicate with one or more tabs 401A 
401N operating on the browser 402 in which SSM 403 is 
operating 
[ 0088 ] At step S510 , the communication module 410 of 
SSM 403 may receive a first request from the first tab ( e.g. , 

tab 401A ) to connect to the server 405 and a second request 
from the second tab ( e.g. , tab 401B ) to connect to the server 
405. For example , the communication module 410 may be 
configured to receive the first request from the first tab 401A 
and the second request from the second tab 401B via a first 
event bridge 401A ' and a second event bridge 401B ' , respec 
tively . The respective event bridge and the unique identifi 
cation associated with each of tabs 401A and 401B may be 
utilized by the communication module 410 to establish 
communication between the tabs 401A and 401B and the 
SSM 403 . 
[ 0089 ] At step S512 , the package creation module 406 of 
SSM 403 combines the first request and the second request 
into one ( i.e. , a single ) packaged request . 
[ 0090 ] At step S514 , the communication module 410 
sends the one , ( i.e. , the single ) packaged request to the server 
405 via a connection point / port 403 ' . According to exem 
plary embodiments , the connection point / port 403 ' may be a 
single connection point / port to establish connection between 
the communication module 410 of SSM 403 and the server 
405 via the communication network 210 , the single connec 
tion point / port carrying a single packaged request having a 
predetermined number of combined requests / messages ( e.g. , 
two , three , four , five , six , etc. ) . According to exemplary 
embodiments , the communication module may establish a 
plurality of connection points / ports , each connection point / 
port carrying a single packaged request having a predeter 
mined number of combined requests / messages ( e.g. , two , 
three , four , five , six , etc. ) . 
[ 0091 ] At step S516 , the communication module 410 may 
receive both a first response corresponding to the first 
request and a second response corresponding to the second 
request from the server 405 via the connection point / port 
403 ' . 
[ 0092 ] At step S518 , the communication module 410 
routes the first response to the first tab ( e.g. , tab 401A ) via 
first path ( e.g. , event bridge 401A ' ) and the second response 
to the second tab ( e.g. , tab 401B ) via a second path ( e.g. , 
event bridge 401B ' ) . 
[ 0093 ] According to exemplary embodiments , based on 
the number of requests received from a plurality of tabs 
401A - 401N , the package creation module 406 may be 
configured to create multiple packaged requests each con 
taining at least two requests from at least two of tabs 
401A - 401N . The communication module 410 may be con 
figured to send each packaged request to the server 405 via 
the communication network 210 by utilizing a correspond 
ing connection point / port . According to conventional 
browser implementation that does not utilize a session 
sharing shared worker module of the instant disclosure , 
individual connection ports , one for each tab , may be created 
to connect to the server 305 , causing a slower network 
communication and an increased power consumption , and / 
or any other issue that may cause poor system performance . 
According to exemplary embodiments , by utilizing the SSM 
403 of the instant disclosure , compared to the conventional 
browser implementation technique , the browser implemen 
tation technique may significantly reduce the number of 
connection points / ports necessary to maintain a connection 
between a plurality of tabs 401A - 401N and a server 405 , 
thereby improving system performance and reducing power 
consumption . 
[ 0094 ] According to exemplary embodiments , the code 
which may run inside the Shared Worker ( SW ) may be 
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standard JavaScript and as such may be run in or outside of 
the shared worker space ( i.e. , processing area ) . However , 
when the code runs outside of the shared worker space then 
it may lose its ability to use the inventive features of the 
instant disclosure outlined above . When the code runs 
outside of the shared worker space , a fake or simulated 
shared worker may be created by a system call such as new 
SessionSharing Worker worker.js ' ) ( SessionSharing Worker 
( SSW ) is a code that the browser provides if a shared worker 
is available ; worker.js may be a code that may contain all the 
code of the inventive features of the instant disclosure 
outlined above ; worker.js may be the code that may run 
inside the higher level outside of the tab process ) . 
[ 0095 ] According to exemplary embodiments , inside the 
SSW , a computing device may determine if an actual SW 
was available , if so then it would create or join an existing 
one . If the computing device determines that an actual SW 
is not available , then the computing device may create a fake 
or simulated SW wrapper to replicate what would normally 
be set up in the SW but this would be inside the actual tab . 
[ 0096 ] Thus , according to the exemplary embodiments , if 
the computing device determines that an actual SW is not 
available within the browser , the creation of a fake or 
simulated SW outlined above may allow any calls from the 
client / consumer code that would go over the messaging 
bridge of the instant disclosure to the SW to be diverted to 
the fake or simulated SW . Thus , as far as the clients / 
consumers are concerned , there may not be any difference as 
to how they wrote their program . The difference may be that 
the benefits of inventive features outlined in the instant 
disclosure may not be utilized by that particular browser in 
which an actual SW is not available . 
[ 0097 ] Although the invention has been described with 
reference to several exemplary embodiments , it is under 
stood that the words that have been used are words of 
description and illustration , rather than words of limitation . 
Changes may be made within the purview of the appended 
claims , as presently stated and as amended , without depart 
ing from the scope and spirit of the present disclosure in its 
aspects . Although the invention has been described with 
reference to particular means , materials and embodiments , 
the invention is not intended to be limited to the particulars 
disclosed ; rather the invention extends to all functionally 
equivalent structures , methods , and uses such as are within 
the scope of the appended claims . 
[ 0098 ] For example , while the computer - readable medium 
may be described as a single medium , the term “ computer 
readable medium ” includes a single medium or multiple 
media , such as a centralized or distributed database , and / or 
associated caches and servers that store one or more sets of 
instructions . The term " computer - readable medium ” shall 
also include any medium that is capable of storing , encoding 
or carrying a set of instructions for execution by a processor 
or that cause a computer system to perform any one or more 
of the embodiments disclosed herein . 
[ 0099 ] The computer - readable medium may comprise a 
non - transitory computer - readable medium or media and / or 
comprise a transitory computer - readable medium or media . 
In a particular non - limiting , exemplary embodiment , the 
computer - readable medium can include a solid - state 
memory such as a memory card or other package that houses 
one or more non - volatile read - only memories . Further , the 
computer - readable medium can be a random access memory 
or other volatile re - writable memory . Additionally , the com 

puter - readable medium can include a magneto - optical or 
optical medium , such as a disk or tapes or other storage 
device to capture carrier wave signals such as a signal 
communicated over a transmission medium . Accordingly , 
the disclosure is considered to include any computer - read 
able medium or other equivalents and successor media , in 
which data or instructions may be stored . 
[ 0100 ] Although the present application describes specific 
embodiments which may be implemented as computer pro 
grams or code segments in computer - readable media , it is to 
be understood that dedicated hardware implementations , 
such as application specific integrated circuits , program 
mable logic arrays and other hardware devices , can be 
constructed to implement one or more of the embodiments 
described herein . Applications that may include the various 
embodiments set forth herein may broadly include a variety 
of electronic and computer systems . Accordingly , the pres 
ent application may encompass software , firmware , and 
hardware implementations , or combinations thereof . Noth 
ing in the present application should be interpreted as being 
implemented or implementable solely with software and not 
hardware . 
[ 0101 ] Although the present specification describes com 
ponents and functions that may be implemented in particular 
embodiments with reference to particular standards and 
protocols , the disclosure is not limited to such standards and 
protocols . Such standards are periodically superseded by 
faster or more efficient equivalents having essentially the 
same functions . Accordingly , replacement standards and 
protocols having the same or similar functions are consid 
ered equivalents thereof . 
[ 0102 ] The illustrations of the embodiments described 
herein are intended to provide a general understanding of the 
various embodiments . The illustrations are not intended to 
serve as a complete description of all of the elements and 
features of apparatus and systems that utilize the structures 
or methods described herein . Many other embodiments may 
be apparent to those of skill in the art upon reviewing the 
disclosure . Other embodiments may be utilized and derived 
from the disclosure , such that structural and logical substi 
tutions and changes may be made without departing from 
the scope of the disclosure . Additionally , the illustrations are 
merely representational and may not be drawn to scale . 
Certain proportions within the illustrations may be exagger 
ated , while other proportions may be minimized . Accord 
ingly , the disclosure and the figures are to be regarded as 
illustrative rather than restrictive . 
[ 0103 ] One or more embodiments of the disclosure may be 
referred to herein , individually and / or collectively , by the 
term “ invention ” merely for convenience and without 
intending to voluntarily limit the scope of this application to 
any particular invention or inventive concept . Moreover , 
although specific embodiments have been illustrated and 
described herein , it should be appreciated that any subse 
quent arrangement designed to achieve the same or similar 
purpose may be substituted for the specific embodiments 
shown . This disclosure is intended to cover any and all 
subsequent adaptations or variations of various embodi 
ments . Combinations of the above embodiments , and other 
embodiments not specifically described herein , will be 
apparent to those of skill in the art upon reviewing the 
description . 
[ 0104 ] The Abstract of the Disclosure is submitted with 
the understanding that it will not be used to interpret or limit 



US 2020/0228577 A1 Jul . 16 , 2020 
11 

the scope or meaning of the claims . In addition , in the 
foregoing Detailed Description , various features may be 
grouped together or described in a single embodiment for 
the purpose of streamlining the disclosure . This disclosure is 
not to be interpreted as reflecting an intention that the 
claimed embodiments require more features than are 
expressly recited in each claim . Rather , as the following 
claims reflect , inventive subject matter may be directed to 
less than all of the features of any of the disclosed embodi 
ments . Thus , the following claims are incorporated into the 
Detailed Description , with each claim standing on its own as 
defining separately claimed subject matter . 
[ 0105 ] The above disclosed subject matter is to be con 
sidered illustrative , and not restrictive , and the appended 
claims are intended to cover all such modifications , 
enhancements , and other embodiments which fall within the 
true spirit and scope of the present disclosure . Thus , to the 
maximum extent allowed by law , the scope of the present 
disclosure is to be determined by the broadest permissible 
interpretation of the following claims and their equivalents , 
and shall not be restricted or limited by the foregoing 
detailed description . 

1. A method for implementing a session sharing shared 
worker module , the method comprising : 

executing , by a processor , a first web application and a 
second web application within a web browser , the first 
web application being associated with a first tab , and 
the second web application being associated with a 
second tab having different web content than the first 
tab ; 

determining , by the processor , whether a shared worker is 
available within the web browser ; 

registering , by the processor , each of said first tab and the 
second tab with the shared worker based on determin 
ing that the shared worker is available within the web 

second tabs and is configured to run programming in 
the same manner as the first and second tabs but 
without any visuals , and 

wherein the shared worker is accessible from all tabs 
within the browser and is configured to allow one tab 
to communicate to other tabs via the higher level . 

2. - 5 . ( canceled ) 
6. The method according to claim 1 , further comprising : 

when a plurality of tabs are opened by the processor at the 
same time or before a connection is established between the 
processor and the server , maintaining the single connection 
point open so that the processor receives a message corre 
sponding to each of said plurality of tabs via the single 
connection point . 

7. The method according to claim 1 , wherein when a 
plurality of tabs are opened by the processor at the same time 
and a connection is established between the processor and 
the server via the single connection point , and then one of 
the plurality of tabs is closed by the processor before 
receiving a message from the server , the method further 
comprising : 

maintaining the single connection point open so that the 
processor receives a message corresponding to each of 
said plurality of tabs via the single connection ; and 

closing a connection between the processor and the closed 
tab . 

8. A system for implementing a session sharing shared 
worker module , comprising : 

a processor ; 
a server , wherein : 
the processor is configured to : 
execute a first web application and a second web appli 

cation within a web browser , the first web application 
being associated with a first tab , the second web 
application being associated with a second tab having 
different web content than the first tab and determine 
whether a shared worker is available within the web 
browser ; 

register each of said first tab and the second tab with the 
shared worker based on determining that the shared 
worker is available within the web browser ; 

receive a first request from the first tab to connect to the 
server and a second request from the second tab to 
connect to the server ; 

combine the first request and the second request into one 
packaged request ; 

create , a single connection point within the shared worker 
for a plurality of tabs including the first tab and the 
second tab and combine the plurality of tabs to server 
connections from the same browser into a single con 
nection per browser ; 

send the one packaged request to the server via the single 
connection point ; 

store , in response to the registering , within the shared 
worker a first reference identification associated with 
the first tab and a second reference identification asso 
ciated with the second tab ; 

receive a first response corresponding to the first request 
and a second response corresponding to the second 
request from the server as a packaged response via the 
single connection point ; and 

route the first response to the first tab via a first path based 
on the first reference identification and the second 

browser ; 
receiving , by the processor , a first request from the first 

tab to connect to a server and a second request from the 
second tab to connect to the server ; 

combining , by the processor , the first request and the 
second request into one packaged request ; 

creating , by the processor , a single connection point 
within the shared worker for a plurality of tabs includ 
ing the first tab and the second tab and combining the 
plurality of tabs to server connections from the same 
browser into a single connection per browser ; 

sending , by the processor , the one packaged request to the 
server via the single connection point ; 

storing , in response to the registering , within the shared 
worker a first reference identification associated with 
the first tab and a second reference identification asso 
ciated with the second tab ; 

receiving , by the processor , a first response corresponding 
to the first request and a second response corresponding 
to the second request from the server as a packaged 
response via the single connection point ; and 

routing the first response to the first tab via a first path 
based on the first reference identification and the sec 
ond response to the second tab via a second path 
different from the first path based on the second refer 
ence identification , 

wherein the shared worker is an area of the web browser 
that is operating at a higher level than the first and 
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response to the second tab via a second path different 
from the first path based on the second reference 
identification , 

wherein the shared worker is an area of the web browser 
that is operating at a higher level than the first and 
second tabs and is configured to run programming in 
the same manner as the first and second tabs but 
without any visuals , and 

wherein the shared worker is accessible from all tabs 
within the browser and is configured to allow one tab 
to communicate to other tabs via the higher level . 

9. - 12 . ( canceled ) 
13. The system according to claim 8 , wherein when a 

plurality of tabs are opened by the processor at the same time 
or before a connection is established between the processor 
and the server , the processor is configured to maintain the 
single connection point open so that the processor can 
receive a message corresponding to each of said plurality of 
tabs via the single connection point . 

14. The system according to claim 8 , wherein when a 
plurality of tabs are opened by the processor at the same time 
and a connection is established between the processor and 
the server via the single connection point , and then one of 
the plurality of tabs is closed by the processor before 
receiving a message from the server , the processor is further 
configured to : 
maintain the single connection point open so that the 

processor can receive a message corresponding to each 
of said plurality of tabs via the single connection , and 

close a connection between the processor and the closed 
tab . 

15. A non - transitory computer readable medium config 
ured to store instructions for implementing a session sharing 
shared worker , wherein when executed , the instructions 
cause a processor to perform the following : 

executing a first web application and a second web 
application within a web browser , the first web appli 
cation being associated with a first tab , the second web 
application being associated with a second tab having 
different web content than the first tab ; 

determining whether a shared worker is available within 
the web browser ; 

registering each of said first tab and the second tab with 
the shared worker based on determining that the shared 
worker is available within the web browser ; 

receiving a first request from the first tab to connect to a 
server and a second request from the second tab to 
connect to the server ; 

combining the first request and the second request into 
one packaged request ; 

creating a single connection point within the shared 
worker for a plurality of tabs including the first tab and 
the second tab and combining the plurality of tabs to 
server connections from the same browser into a single 
connection per browser ; 

sending the one packaged request to the server via the 
single connection point ; 

storing , in response to the registering , within the shared 
worker a first reference identification associated with 
the first tab and a second reference identification asso 
ciated with the second tab ; 

receiving a first response corresponding to the first request 
and a second response corresponding to the second 
request from the server as a packaged response via the 
single connection point ; and 

routing the first response to the first tab via a first path 
based on the first reference identification and the sec 
ond response to the second tab via a second path 
different from the first path based on the second refer 
ence identification , 

wherein the shared worker is an area of the web browser 
that is operating at a higher level than the first and 
second tabs and is configured to run programming in 
the same manner as the first and second tabs but 
without any visuals , and 

wherein the shared worker is accessible from all tabs 
within the browser and is configured to allow one tab 
to communicate to other tabs via the higher level . 

16. - 17 . ( canceled ) 
18. The non - transitory computer readable medium of 

claim 15 , wherein when a plurality of tabs are opened by the 
processor at the same time or before a connection is estab 
lished between the processor and the server , the instructions 
further cause the processor to maintain the single connection 
point open so that the processor receives a message corre 
sponding to each of said plurality of tabs via the single 
connection point . 

19. The non - transitory computer readable medium of 
claim 15 , wherein when a plurality of tabs are opened by the 
processor at the same time and a connection is established 
between the processor and the server via the single connec 
tion point , and then one of the plurality of tabs is closed by 
the processor before receiving a message from the server , the 
instructions further cause the processor to perform the 
following : 
maintaining the single connection point open so that the 

processor receives a message corresponding to each of 
said plurality of tabs via the single connection ; and 

closing a connection between the processor and the closed 
tab . 


