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EVENT PREDICTION BASED ON 
MULTIMODAL LEARNING 

[ 0011 ] FIG . 7 shows a diagram of a system including a 
device that supports event prediction based on multimodal 
learning in accordance with aspects of the present disclo 

FIELD OF TECHNOLOGY sure . 

[ 0001 ] The present disclosure relates generally to database 
systems and data processing , and more specifically to event 
prediction based on multimodal learning . 

[ 0012 ] FIGS . 8 through 10 show flowcharts illustrating 
methods that support event prediction based on multimodal 
learning in accordance with aspects of the present disclo 
sure . 

BACKGROUND DETAILED DESCRIPTION 

a 

[ 0002 ] A cloud platform ( i.e. , a computing platform for 
cloud computing ) may be employed by many users to store , 
manage , and process data using a shared network of remote 
servers . Users may develop applications on the cloud plat 
form to handle the storage , management , and processing of 
data . In some cases , the cloud platform may utilize a 
multi - tenant database system . Users may access the cloud 
platform using various user devices ( e.g. , desktop comput 
ers , laptops , smartphones , tablets , or other computing sys 
tems , etc. ) . 
[ 0003 ] In one example , the cloud platform may support 
customer relationship management ( CRM ) solutions . This 
may include support for sales , service , marketing , commu 
nity , analytics , applications , and the Internet of Things . A 
user may utilize the cloud platform to help manage contacts 
of the user . For example , managing contacts of the user may 
include analyzing data , storing and preparing communica 
tions , and tracking opportunities and sales . 
[ 0004 ] Organizations may host events that have a variety 
of different sessions available for an attendee . Information 
related to the events , attendees , and sessions may be used by 
marketers to distribute content . The various information 
related to the events and attendees may take a variety of 
forms including text , photography , video , audio , graphical 
relationships , and the like . As such , conventional systems 
used for marketing may be unable to utilize some or all of 
the information related to the events , attendees , and ses 
sions . 

[ 0013 ] Organizations , such as companies or academic 
institutions , may host events ( conferences , conventions , 
seminars , etc. ) that have a variety of different sessions 
available for an attendee . The events , attendees , and sessions 
may each be associated with data of multiple data types or 
modalities ( e.g. , text , images , numeric ) , and not all data 
types may be available for each attendee , event , or session 
within an event . Further , the formatting of the different types 
of data may be irregular or unformatted , and may vary 
across different events , which may introduce inconsistencies 
and complexity when attempting to process and analyze the 
data . Conventional event recommendation techniques may 
be designed to only handle a limited amount of data or data 
types ( e.g. , a single type of data ) , and in cases where there 
is no data of a given type available for an attendee or event , 
which may be referred to as a missing data problem , 
conventional event recommendation techniques may fail or 
otherwise be unable to process the data , which may lead to 
inaccurate recommendations , ineffective marketing cam 
paigns for future events , poor customer loyalty , or other 
issues . 
[ 0014 ] Techniques described herein support a multimodal 
modeler that predicts suitable events ( e.g. , next events or 
future events ) or sessions of an event for an attendee , which 
may be used by marketers for distributing and generating 
marketing content for the attendee ( e.g. , for a future event ) . 
The techniques herein utilize multimodal data associated 
with the attendee , which may be referred to as an entity , and 
optionally , events previously attended by the attendee to 
recommend an event or a sion within an event for the 
attendee , or to predict a next event for the attendee . The 
multimodal modeler may encode data of different types 
associated with an attendee to obtain sets of vectors that each 
have the same dimension . A segment mask may be used to 
differentiate the modalities of the sets of vectors and indicate 
to which data type each of the sets of vectors corresponds 
and , along with the sets of vectors , may be used as input to 
a multimodal Transformer to generate an embedding for the 
entity . Similar encoding techniques may be performed for 
multimodal data associated with a given event or sequence 
of events attended by the attendee . A sequential model may 
be trained using the embeddings that are generated by the 
multimodal Transformer using entity or event data . Such 
techniques for training and utilizing a sequential model may 
provide accurate prediction of an event or session ( s ) within 
an event for an attendee through the use of multimodal data 
associated with the attendee and optionally , multimodal data 
associated with a sequence of events attended by the 
attendee . 
[ 0015 ] In some aspects , data output from an encoder ( e.g. , 
an n - dimension vector ) may be of a different dimension than 
that which is supported by the multimodal Transformer used 
to generate embeddings for training the sequential model . In 
such instances , the data output from the encoder may be 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0005 ) FIG . 1 illustrates an example of a system for cloud 
computing that supports event prediction based on multi 
modal learning in accordance with aspects of the present 
disclosure . 
[ 0006 ] FIG . 2 illustrates an example of a data processing 
system that supports event prediction based on multimodal 
learning in accordance with aspects of the present disclo 
sure . 

[ 0007 ] FIG . 3 illustrates an example of a data flow dia 
gram that supports event prediction based on multimodal 
learning in accordance with aspects of the present disclo 
sure . 

a [ 0008 ] FIG . 4 illustrates an example of a data flow dia 
gram that supports event prediction based on multimodal 
learning in accordance with aspects of the present disclo 
sure . 

[ 0009 ] FIG . 5 shows a block diagram of an apparatus that 
supports event prediction based on multimodal learning in 
accordance with aspects of the present disclosure . 
[ 0010 ] FIG . 6 shows a block diagram of a multimodal 
modeler that supports event prediction based on multimodal 
learning in accordance with aspects of the present disclo 
sure . 
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normalized such that each vector subset input into the 
multimodal Transformer is of the same dimension . To dif 
ferentiate between modalities of data associated with an 
entity or data associated with a set of events ( e.g. , an event 
sequence associated with an entity ) , respective segment 
masks may be generated for each of an entity multimodal 
model and , optionally , an event multimodal model . The 
segment mask may correspond to one or more vectors ( e.g. , 
of the entity or of the set of events ) to be used as input to the 
multimodal model , and may include different values for each 
subset of the one or more vectors that is dependent on the 
modality of the subset . Once generated , the segment mask ( s ) 
may be input to the multimodal Transformer and used by the 
multimodal Transformer to differentiate between modalities , 
which may provide accuracy and consistency in the embed 
dings output from the multimodal Transformers . If data of a 
given modality is unavailable , an empty vector is generated 
having a same dimension as the dimension of the sets of 
vectors used as input to the multimodal Transformer . The 
embeddings output from the multimodal Transformer may 
be used to train the sequential model , and once trained , the 
sequential model may be used to predict or recommend 
events or sessions for a given attendee , company , etc. , which 
organizations may use for marketing purposes ( e.g. , for 
marketing a given session or event to an attendee or com 
pany or recommending one or more sessions for an attendee 
at an event ) . 
[ 0016 ] Aspects of the disclosure are initially described in 
the context of an environment supporting an on - demand 
database service . Aspects of the disclosure are further 
described with respect to a general system diagram that 
supports multimodal data processing and event prediction , 
and data flows that support sequential model training , which 
may be used for event recommendation in accordance with 
the techniques herein . Aspects of the disclosure are further 
illustrated by and described with reference to apparatus 
diagrams , system diagrams , and flowcharts that relate to 
event prediction based on multimodal learning . 
[ 0017 ] FIG . 1 illustrates an example of a system 100 for 
cloud computing that supports event prediction based on 
multimodal learning in accordance with various aspects of 
the present disclosure . The system 100 includes cloud clients 
105 , contacts 110 , cloud platform 115 , and data center 120 . 
Cloud platform 115 may be an example of a public or private 
cloud network . A cloud client 105 may access cloud plat 
form 115 over network connection 135. The network may 
implement transfer control protocol and internet protocol 
( TCP / IP ) , such as the Internet , or may implement other 
network protocols . A cloud client 105 may be an example of 
a user device , such as a server ( e.g. , cloud client 105 - a ) , a 
smartphone ( e.g. , cloud client 105 - b ) , or a laptop ( e.g. , cloud 
client 105 - c ) . In other examples , a cloud client 105 may be 
a desktop computer , a tablet , a sensor , or another computing 
device or system capable of generating , analyzing , trans 
mitting , or receiving communications . In some examples , a 
cloud client 105 may be operated by a user that is part of a 
business , an enterprise , a non - profit , a startup , or any other 
organization type . 
[ 0018 ] A cloud client 105 may interact with multiple 
contacts 110. The interactions 130 may include communi 
cations , opportunities , purchases , sales , or any other inter 
action between a cloud client 105 and a contact 110. Data 
may be associated with the interactions 130. A cloud client 
105 may access cloud platform 115 to store , manage , and 

process the data associated with the interactions 130. In 
some cases , the cloud client 105 may have an associated 
security or permission level . A cloud client 105 may have 
access to certain applications , data , and database informa 
tion within cloud platform 115 based on the associated 
security or permission level , and may not have access to 
others . 
[ 0019 ] Contacts 110 may interact with the cloud client 105 
in person or via phone , email , web , text messages , mail , or 
any other appropriate form of interaction ( e.g. , interactions 
130 - a , 130 - b , 130 - c , and 130 - d ) . The interaction 130 may be 
a business - to - business ( B2B ) interaction or a business - to 
consumer ( B2C ) interaction . A contact 110 may also be 
referred to as a customer , a potential customer , a lead , a 
client , or some other suitable terminology . In some cases , the 
contact 110 may be an example of a user device , such as a 
server ( e.g. , contact 110 - a ) , a laptop ( e.g. , contact 110 - b ) , a 
smartphone ( e.g. , contact 110 - c ) , or a sensor ( e.g. , contact 
110 - d ) . In other cases , the contact 110 may be another 
computing system . In some cases , the contact 110 may be 
operated by a user or group of users . The user or group of 
users may be associated with a business , a manufacturer , or 
any other appropriate organization . 
[ 0020 ] Cloud platform 115 may offer an on - demand data 
base service to the cloud client 105. In some cases , cloud 
platform 115 may be an example of a multi - tenant database 
system . In this case , cloud platform 115 may serve multiple 
cloud clients 105 with a single instance of software . How 
ever , other types of systems may be implemented , includ 
ing — but not limited to client - server systems , mobile 
device systems , and mobile network systems . In some cases , 
cloud platform 115 may support CRM solutions . This may 
include support for sales , service , marketing , community , 
analytics , applications , and the Internet of Things . Cloud 
platform 115 may receive data associated with contact 
interactions 130 from the cloud client 105 over network 
connection 135 , and may store and analyze the data . In some 
cases , cloud platform 115 may receive data directly from an 
interaction 130 between a contact 110 and the cloud client 
105. In some cases , the cloud client 105 may develop 
applications to run on cloud platform 115. Cloud platform 
115 may be implemented using remote servers . In some 
cases , the remote servers may be located at one or more data 
centers 120 . 
[ 0021 ] Data center 120 may include multiple servers . The 
multiple servers may be used for data storage , management , 
and processing . Data center 120 may receive data from 
cloud platform 115 via connection 140 , or directly from the 
cloud client 105 or an interaction 130 between a contact 110 
and the cloud client 105. Data center 120 may utilize 
multiple redundancies for security purposes . In some cases , 
the data stored at data center 120 may be backed up by 
copies of the data at a different data center ( not pictured ) . 
[ 0022 ] Subsystem 125 may include cloud clients 105 , 
cloud platform 115 , and data center 120. In some cases , data 
processing may occur at any of the components of subsys 
tem 125 , or at a combination of these components . In some 
cases , servers may perform the data processing . The servers 
may be a cloud client 105 or located at data center 120 . 
[ 0023 ] The cloud platform 115 may support a segmenta 
tion application accessible at one or more of the cloud clients 
105. The segmentation application may be utilized to iden 
tify segments of entity identifiers based on attributes asso 
ciated with entities identifiers . A user of a cloud client 105 



US 2022/0237480 A1 Jul . 28 , 2022 
3 

a 

may utilize the application to identify a segment of entities 
to receive a content item ( e.g. , marketing content ) . 
[ 0024 ] Some systems may be utilized for event recom 
mendation for an attendee or customer ( e.g. , an entity ) or for 
recommending sessions within an event for an attendee or 
customer . Such event recommendation techniques are asso 
ciated with several challenges . For example , entities , events , 
and sessions within events may have data of multiple data 
types or modalities , such as numeric , text , images , and not 
all data types may be available for every entity or event . 
Further , available data may be irregularly formatted ( e.g. , 
numeric and text may be in structured database tables or raw 
paragraphs , images may be static or in videos ) , and formats 
differ between different events . The multimodal nature of the 
data and the potential for missing data may introduce 
complexity or difficulty , and systems used for processing 
these data may fail , may be unable to utilize all the available 
data , or may otherwise result in inaccurate event prediction 
or recommendation . 
[ 0025 ] Aspects of the disclosure described herein support 
event recommendation using multimodal data associated 
with an entity , event , or session within an event , and may be 
capable of data processing and accurate recommendation in 
the case of missing data ( e.g. , missing data of a given type ) . 
For example , subsystem 125 may include a multimodal 
modeler 145 configured to communicate with data center 
120 ( or other data store ) using network connection 150. The 
multimodal modeler 145 may utilize multimodal data asso 
ciated with an entity , an event , sessions within an event , an 
event sequence of the entity , or any combination thereof to 
predict a next event for a customer or potential attendee at 
a future event . In some examples , the multimodal modeler 
145 may access multimodal data stored at the data center 
120 using network connection 150 , and the multimodal 
modeler may use the multimodal data to train a sequential 
model for event prediction . Once trained , the sequential 
model may be used to predict a next event or recommend 
sessions within an event for an entity or customer . For 
example , multimodal data associated with an entity or 
customer may be input to the trained sequential model , and 
the trained sequential model may output a next event for the 
entity or customer , or may recommend sessions within an 
event for the entity or customer . Information related to the 
next event or recommended sessions within an event may be 
used by organizations or marketers to improve attendance at 
future events , improve customer experience at a planned or 
ongoing event ( e.g. , through session recommendations ) , 
which in turn improves customer engagement and loyalty . 
[ 0026 ] In one example , an individual may be associated 
with multimodal data such as text data including background 
information , introduction , education , etc. , numeric data 
including years in an given industry , age , etc. , graphical 
relationship data including the individual's interactions with 
companies or on social media , or categorical data including 
job role , industry , etc. An individual may also have previ 
ously attended a number of conferences , each of which may 
be associated with multimodal data such as images or videos 
from marketing materials used for marketing the conference 
( s ) , text data such as event introductions or abstracts of the 
sessions within an event , etc. Using the techniques herein , 
this multimodal data , which may be disorganized and of 
different formats and modalities , may be input into the 
multimodal modeler 145 , and the multimodal modeler 145 
may predict a next event for the individual , or recommend 

sessions within an event that the individual is attending or 
planning on attending . Organizations or marketing teams 
may use the predicted next event information for marketing 
upcoming events or sessions to the individual , or the indi 
vidual may choose to attend one or more of the sessions 
recommended to the individual , which may result in higher 
attendance rates at conferences , improved experience at an 
event for the individual , among other benefits . 
[ 0027 ] It should be appreciated by a person skilled in the 
art that one or more aspects of the disclosure may be 
implemented in a system 100 to additionally or alternatively 
solve other problems than those described herein . Further , 
aspects of the disclosure may provide technical improve 
ments to “ conventional ” systems or processes as described 
herein . However , the description and appended drawings 
only include example technical improvements resulting 
from implementing aspects of the disclosure , and accord 
ingly do not represent all of the technical improvements 
provided within the scope of the claims . 
[ 0028 ] FIG . 2 illustrates an example of a data processing 
system 200 that supports event prediction based on multi 
modal learning in accordance with aspects of the present 
disclosure . The data processing system 200 includes an 
entity data store 225 , an event data store 230 , and a multi 
modal modeler 240. The data processing system 200 may 
implement aspects of the system 100 as described with 
reference to FIG . 1. For example , the entity data store 225 , 
the event data store 230 , or both may be examples or 
components of a data center 120 , and the multimodal 
modeler 240 may be an example of a multimodal modeler 
145 . 
[ 0029 ] The data processing system 200 may support event 
recommendation ( or session recommendation ) based on 
multimodal data . For example , an entity , such as an indi 
vidual 205 or a company 210 , may be considered by an 
organization ( e.g. , an academic institution or company that 
hosts events ) to be a customer , an attendee at an event ( e.g. , 
an already planned event ) , or a potential attendee ( e.g. , an 
attendee at a future event ) . The entity may be associated with 
multimodal data . For instance , an individual 205 may be 
associated with multimodal data including text , such as an 
introduction that includes information ( e.g. , education , 
background , interests , experience ) about the individual 205 
or posts associated with the individual ( e.g. , social media 
posts , contributions , or publications ) . The individual 205 
may also have structured categorical data that may be used 
for categorization . For instance , the individual 205 may be 
associated with a given industry , a job role , or job title , 
among other information about the individual 205. The 
individual 205 may , in some cases , be associated with 
numeric data ( e.g. , age , number of years in a given industry , 
years of expertise ) , or may be associated with graphical 
relationship data , such as a relational network based on 
interaction of the individual 205 ( e.g. , the relationship of the 
individual 205 within a given company or organization , 
whether the individual 205 follows , likes , or replies to given 
social media posts , people , companies , or other informa 
tion ) . 
[ 0030 ] An entity may also be a company 210 , which may 
be a group of customers ( e.g. , multiple individuals 205 ) , 
businesses , or business segments , among others , and the 
groups may be hierarchical , which may differ in size and 
shape across different groups . The company 210 may be 
associated with multimodal data . For instance , the company 
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a 210 may include text ( e.g. , company vision or statement , 
company background information ) , numeric ( e.g. , number 
of years in a given industry ) , or graph data ( company 210 
industry or relationship to competitors , business deals with 
customers of the company 210 , or interactions or media 
presence relative to other companies 210 ) . The multimodal 
data associated with the entity ( e.g. , individual 205 or 
company 210 ) may be aggregated and stored on an entity 
data store 225 , which may be part of or in connection with 
a cloud platform as described with reference to FIG . 1 
[ 0031 ] According to some aspects , an event may be asso 
ciated with multimodal data . For example , a session 215 of 
an event or marketing materials 220 for an event may be 
associated with text data , such as an event introduction or an 
abstract for a given session . The session 215 or marketing 
materials 220 may be associated with image data , such as 
images included in presentations of a given session 215 or 
images within marketing materials 220 such as brochures , 
newsletters , social media posts , etc. In some cases , the 
session 215 or marketing materials 220 may have video data 
such as a transcript ( e.g. , text ) and sample screenshots of the 
video ( e.g. , images ) . Events may be hierarchical or stand 
alone . For example , an event may be a single event planned 
by an organization or may be associated with a track that 
includes a series of sessions or set of events ( e.g. , sessions 
or events of increasingly advanced topics ) . 
[ 0032 ] In some examples , event data may be gathered for 
entities ( e.g. , individual 205 or company 210 ) , such as data 
related to events previously attended by an entity . The event 
data may be sequential in nature , and the order of attendance 
may be taken into consideration when aggregating or gath 
ering the event data . For example , a customer may attend 
events of increasingly advanced topics as time passes and 
the event sequence ( e.g. , the events attended by the customer 
or entity in order of time ) may be gathered . The event data 
associated with an entity ( e.g. , the event sequence corre 
sponding to the events attended by an entity over time ) , the 
event data relating to sessions 215 of an event or marketing 
material 220 for an event may be gathered and stored on 
event data store 230 , which may be which may be part of or 
in connection with a cloud platform as described with 
reference to FIG . 1 . 
[ 0033 ] A multimodal modeler 240 may include one or 
more encoders 245 , a mask generator 250 , a multimodal 
Transformer 255 , and a model training component 260 , 
among other components . The multimodal modeler 240 may 
be used to model an entity and a set of one or more events 
corresponding to the entity , which may be used to train a 
sequential model for event prediction or session recommen 
dation . Entity data and , optionally , event data , which may be 
multimodal , may be input to the multimodal modeler 240 . 
For example , entity data stored at the entity data store 225 
or event data stored at the event data store 230 may be input 
to the multimodal modeler 240. The one or more encoders 
245 of the multimodal modeler 240 may encode the input 
data to generate vectors that may be used for generating 
embeddings corresponding to the entity or an event and train 
a sequential model using the model training component . The 
encoders 245 may be used to generate vectors of a given data 
type ( e.g. , numeric ( float ) , or text ( string ) ) having the same 
dimension that is supported by the multimodal Transformer 
255 . 
[ 0034 ] The mask generator 250 may generate a mask for 
a set of vectors corresponding to multimodal data associated 

with the entity , and may generate a mask for a set of vectors 
corresponding to multimodal data associated with the event . 
Each mask may include a set of values ( e.g. , integer values ) 
such that each value is assigned to a vector of the set of 
vectors , and is representative of a given modality that 
corresponds to the data type of the input data used to 
generate the vector . For example , a value of ' O ’ may be 
assigned to an entity vector associated with a text data type 
( e.g. , a first modality ) , a value of ‘ l ’ may be assigned to an 
entity vector associated with a numeric data type ( e.g. , a 
second modality ) , and a value of ‘ 2 ’ may be assigned to an 
entity vector of a graphical relationship type ( e.g. , a third 
modality ) , and so on . 
[ 0035 ] For the segment mask for the set of vectors corre 
sponding to an event , a similar assignment procedure may be 
performed such that a given value of the segment mask for 
an event vector of the set of vectors corresponding to the 
event may correspond to a given modality of the input data 
used to generate the event vector . 
[ 0036 ] The segment mask ( s ) generated by the mask gen 
erator 250 may be input to a multimodal Transformer 255 , 
together with the set of vectors for the entity or event . For 
instance , the segment mask for the entity may be input to the 
multimodal Transformer 255 along with the set of vectors 
corresponding to the entity , as generated by the one or more 
encoders 245 , and the multimodal Transformer 255 may 
generate a set of embeddings corresponding to the entity . 
Additionally , or alternatively , the segment mask for the 
event or event sequence attended by the entity may be input 
to the multimodal Transformer 255 along with the set of 
vectors corresponding to the event , as generated by the one 
or more encoders 245 , and the multimodal Transformer 255 
may generate a set of embeddings corresponding to the 
event . The multimodal Transformer 255 may be a type of 
encoder used to model an entity and to model the sequence 
of events attended . In some examples , the multimodal 
Transformer 255 is a language model and events are treated 
as or represented by tokens ( e.g. , a portion of a string or 
embedding ) , and sequences of events attended by an entity 
are treated as or represented by sentences . For each 
sequence , an entity embedding may be used as the first token 
in the sentence , followed by one or more event embeddings 
representative of the event ( s ) attended by the entity . 
[ 0037 ] The entity embeddings and the corresponding 
event embeddings may be input to the model training 
component 260 , and the model training component may 
generate a sequential model that may be used for event 
prediction or recommendation . In some cases , a next - event 
prediction task may be used by the model training compo 
nent 260 to train the sequential model . 
[ 0038 ] Once trained , new data 265 may be input to the 
multimodal modeler 240 for event prediction or session 
recommendation . The new data 265 may include data ( e.g. , 
multimodal data ) corresponding to an entity ( e.g. , a new 
customer or potential customer for a future event or planned 
event ) , and may optionally include event data for the entity , 
such as an event sequence indicate of a set of events 
previously attended by the entity . The new data 265 may be 
input into the sequential model trained by the multimodal 
modeler 240 , and the sequential model may generate a next 
event for the entity at 270 , which may be a next event 
recommended to be attended by the entity , one or more 
sessions within an event recommended to be attended by the 
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entity , a next event or session of an event track recom 
mended to be attended by the entity , or a combination 
thereof . 
[ 0039 ] Event prediction based on the techniques herein 
including the multi - hierarchy sequences may provide 
increased flexibility and coverage . For flexibility , the event 
predication enables recommendations of entire events to 
organizations , or recommendations of detailed tracks to 
individual customers . For coverage , it provides accurate and 
targeted recommendation to new customers ( e.g. , of existing 
organizations ) based on organization level models , which 
may be used by marketers for generating marketing material 
for a future event , targeted advertising for an individual or 
entity , among other benefits . Further , in accordance with the 
event prediction techniques herein , new customers ( e.g. , 
individuals 205 or companies 210 ) with no previous atten 
dance history may receive accurate recommendations for 
events or sessions within an event . 

[ 0040 ] FIG . 3 illustrates an example of a data flow dia 
gram 300 that supports event prediction based on multi 
modal learning in accordance with aspects of the present 
disclosure . The data flow diagram 300 may implement 
aspects of the system 100 or the data processing system 200 , 
as described with reference to FIGS . 1 and 2. For example , 
the data flow diagram 300 may represent techniques per 
formed by a multimodal modeler , such as multimodal mod 
eler 240 of FIG . 2 , or a multimodal modeler 145 of FIG . 1 . 
[ 0041 ] Data flow diagram 300 may support multimodal 
data for training a sequential model for event prediction 
using multimodal data associated with an entity , an event , or 
both . An entity may have multimodal data 305 , such as 
entity text data 305 - a , entity graph data 305 - b , entity cat 
egory data 305 - c , among others ( numeric , etc. ) , and an event 
may have multimodal data 310 , such as event text data 
310 - a , and event image data 310 - b and 310 - c . The multi 
modal data 305 of the entity and the multimodal data 310 of 
the event may have data associated with different formats , 
may have missing data of a given modality , may be of 
different dimensions , etc. Multimodal data 305 of the entity 
can apply to individual customers and customer organiza 
tions ( e.g. , companies , businesses ) , and multimodal data 310 
of the event may apply to events , tracks , and sessions . 
[ 0042 ] For text ( e.g. , entity text data 305 - a and event text 
data 310 - a ) , a text encoder 315 is used to encode the text 
data . For example , text encoders 315 may encode entity text 
data 305 - a or the event text data 310 - a to generate one or 
more embeddings of a given dimension ( e.g. , D - dimension ) 
to be included in a set of vectors 350 for multimodal 
modeling of the entity or in a set of vectors 380 for 
multimodal modeling of the event , respectively . The text 
encoders 315 may be multi - language self - attention neural 
network models , such as an XLMR model , that may be 
trained using various data . For example , the text encoders 
315 may be trained using publicly available data ( e.g. , data 
available from the Internet or web ) , and may be additionally 
trained using previously known or available text data asso 
ciated with the entity or event . The text encoder 315 - a may 
use entity text data 305 - a as input to generate a sequence of 
P embeddings , where each embedding is D - dimensional . 
Additionally , or alternatively , text encoder 315 - b may be 
used to encode event text data 310 - a as input to generate a 
sequence of M embeddings , where each embedding is 
D - dimensional . 

[ 0043 ] In some aspects , entity graph data 305 - b may 
correspond to a customer of an organization that may form 
relational networks ( e.g. , graphs ) based on entity interaction . 
A graph encoder 320 may be used to encode the entity graph 
data 305 - b into one or more embeddings , such as embedding 
330 , where each embedding is G - dimensional . In some 
examples , the graph encoder 320 may be a graph neural 
network , which may be trained on the available graphical 
relationship data . 
[ 0044 ] For image data ( e.g. , event image data 310 - b and 
310 - c ) , one or more image encoders 325 may be used . For 
example , image encoder 325 may be a convolutional neural 
network model , such as an EfficientNet model , and may 
encode event image data 310 - b and 310 - c . The convolu 
tional neural network model may be trained on an ImageNet 
dataset , to encode both event image data 310 - b and 310 - c 
into sequences of N embeddings , such as embedding 365 
and embedding 370 , where each embedding is E - dimen 
sional . 
[ 0045 ] After encoding , the embeddings may be normal 
ized before being included in a set of vectors for each of the 
entity multimodal model and the event multimodal . For 
example , a Dense neural network model 340 may be used to 
encode embeddings of a given dimension into a D - dimen 
sional embedding ( or other dimensional embedding sup 
ported for training a sequential model ) . For example , dense 
neural network model 340 - a may encode each categorical 
data point of the entity category data 305 - C , and generate an 
embedding 335 that is C - dimensional . A dense neural net 
work model 340 - b may encode embedding 330 having 
G - dimension into an embedding of a D - dimension that is 
included in the set of vectors 350. Dense neural network 
model 340 - c may encode embedding 335 having C - dimen 
sion into an embedding of a D - dimension that is included in 
the set of vectors 350. Dense neural network model 340 - d 
may encode embeddings 365 and 370 , each having E - di 
mension into respective embeddings of D - dimension that are 
included in the set of vectors 380 . 
[ 0046 ] Additionally , or alternatively , a segment mask 355 
for the entity may be generated having values for each vector 
subset ( e.g. , embeddings ) of the set of vectors 350 depend 
ing on the modality to which the vector subset corresponds . 
For example , vector subsets associated with text data types 
for the entity may be assigned a ' O ' value , vector subsets 
associated with graphical relationship data types for the 
entity may be assigned a “ l ' value , and vector subsets 
associated with image data types for the entity may be 
assigned a “ 2 ' value , and so on for different modalities of the 
entity multimodal data 305. A segment mask 385 for the 
event may be generated having values for each vector subset 
( e.g. , embeddings ) of the set of vectors 380 depending on the 
modality to which the vector subset corresponds . For 
example , vector subsets associated with text data types for 
the event may be assigned a ' O ' value , vector subsets 
associated with image data types for the entity may be 
assigned a ‘ l’value , and so on for different modalities of the 
event multimodal data 310 . 
[ 0047 ] Together with the sets of vectors ( e.g. , set of 
vectors 350 corresponding to the entity and set of vectors 
380 corresponding to the event ) , the segment masks 355 and 
385 may be used as input for generating training vectors to 
train a sequential model . For example , segment mask 355 
and the set of vectors 350 for the entity may represent input 
vectors 345 associated with the entity multimodal model , 
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[ 0048 ] FIG . 4 illustrates an example of a data flow dia 
gram 400 that supports event prediction based on multi 
modal learning in accordance with aspects of the present 
disclosure . The data flow diagram 400 may implement 
aspects of the system 100 or the data processing system 200 , 
as described with reference to FIGS . 1 and 2 , or the data flow 
diagram 300 , as described with reference to FIG . 3. For 
example , the data flow diagram 300 may represent tech 
niques performed by a multimodal modeler , such as multi 
modal modeler 240 of FIG . 2 , or a multimodal modeler 145 
of FIG . 1 , or techniques of data flow diagram 300 . 
[ 0049 ] Data flow diagram 400 may support multimodal 
data for training a sequential model for event prediction 
using multimodal data associated with an entity , an event , or 
both . An entity may have multimodal data and an event may 
have multimodal data , which may be used to generate input 
vectors , such as input vectors 405 corresponding to an entity 
and input vectors 420 corresponding to an event . For 
example , input vectors 405 may include a first set of vectors 
410 that includes multiple vectors subsets of the same 
dimension ( D - dimension ) , and a first segment mask 415 
corresponding to the first set of vectors . The input vectors 
405 may be an example of input vectors 345 of FIG . 3 , the 
first set of vectors may be an example of the set of vectors 
350 of FIG . 3 , and the first segment mask 415 may be an 
example of the segment mask 355 of FIG . 3. Input vectors 
420 may include a second set of vectors 425 that includes 
multiple vectors subsets of the same dimension ( D - dimen 
sion ) , and a second segment mask 430 corresponding to the 
second set of vectors . The input vectors 420 may be an 
example of input vectors 375 of FIG . 3 , the second set of 
vectors may be an example of the set of vectors 380 of FIG . 
3 , and the second segment mask 430 may be an example of 
the segment mask 385 of FIG . 3 . 
[ 0050 ] In some examples , the first set of vectors 410 may 
include embeddings from one or more encoders , such as text 
encoder 315 - a , graph encoder 320 , or dense neural network 
models 340 , as described in FIG . 3. For instance , the first set 
of vectors 410 may include P text embeddings , one category 
embedding for each entity categorical data point , one graphi 
cal relationship embedding for each entity , which may be 
concatenated into a sequence . The first segment mask 415 
may be generated and assigned values ( e.g. , integers ) cor 
responding to the modalities of the first set of vectors 410 . 
For example , the first segment mask 415 may include values 
to indicate whether each embedding of the first set of vectors 
410 is from input data of a text data type ( 0 ) , graphical 
relationship type ( 1 ) , or one of the categories ( e.g. , 2 , 3 , 4 ) , 
etc. If a modality is missing ( e.g. , if an entity does not have 
data of a given modality , category , or data type ) , the modal 
ity will not be represented in the first set of vectors 410 , but 
through the use of the first segment mask 415 , modeling and 
training will be unaffected . Such techniques may also allow 
the handling of missing or irregularly formatted data , which 
may improve prediction and event recommendation . The 
input vectors 405 may be input into multimodal Transformer 
435 to generate an entity embedding 445. The multimodal 
Transformer may be an encoder that utilizes a multihead 
self - attention encoder to transform multimodal data associ 
ated with the entity into an entity embedding 445 , which is 

an H - dimensional embedding that is included in a training 
vector 455 for training the sequential model 460 . 
[ 0051 ] In some examples , the second set of vectors 425 
may include embeddings from one or more encoders , such 
as text encoder 315 - b , image encoder 325 , or dense neural 
network models 340 , as described in FIG . 3. For instance , 
the second set of vectors 425 may include M text embed 
dings , and N image embeddings , each image embedding 
corresponding to a respective image from the event , which 
may be concatenated into a sequence . The second segment 
mask 430 may be generated and assigned values ( e.g. , 
integers ) corresponding to the modalities of the second set of 
vectors 425. For example , the second segment mask 430 
may include values to indicate whether each embedding of 
the second set of vectors 425 is from input data of a text data 
type ( 0 ) , or image type ( 1 ) , etc. If a modality is missing ( e.g. , 
if an event does not have data of a given modality or data 
type ) , the modality will not be represented in the first set of 
vectors 425 , but through the use of the second segment mask 
430 , modeling and training will be unaffected . Such tech 
niques may also allow the handling of missing or irregularly 
formatted data , which may improve prediction and event 
recommendation . The input vectors 420 may be input into 
multimodal Transformer 440 to generate one or more event 
embeddings 450 , such as event embedding 450 - a and event 
embedding 450 - b . In some cases , each event embedding 450 
corresponds to a respective event attended by the entity , and 
may be included in the training vector 455 in order of 
attendance by the entity . The multimodal Transformer may 
be an encoder that utilizes a multihead self - attention encoder 
to transform multimodal data associated with the entity into 
one or more event embeddings 450 , which may be H - di 
mensional embeddings that is included in a training vector 
455 for training the sequential model 460 . 
[ 0052 ] The training vector 455 that represents multimodal 
data from an entity and an event sequence of the entity may 
be input into the sequential model 460. The sequential model 
460 may be a Transformer encoder model and may be used 
to model the sequence of events attended by a given entity . 
In some cases , the Transformer encoded may be a language 
model , and events may be treated as or represented by 
tokens and sequences of events attended may be treated as 
or represented by sentences . For each training vector 455 , 
which is representative of an entity and corresponding 
events , the entity embedding 445 may be the first token in 
the sentence , followed by one or more event embeddings 
450. According to some aspects , the sequential model 460 
may be trained using a next - event prediction task . 
[ 0053 ] According to some aspects , hierarchies and cur 
riculum training techniques may be used to train the sequen 
tial model 460. For example , the higher ( e.g. , the coarser ) 
the level in the hierarchy , the more training data that may be 
available , which may be used to train the sequential model 
460. For example , there may be more attending data for an 
organization than an individual , and more data for an event 
than a session . Using a curriculum training technique , the 
sequential model 460 is initial trained on higher level 
sequences ( e.g. , sequences of organizations attending 
events ) , then trained on lower level sequences ( e.g. , 
sequences of individuals attending events , followed by a 
sequence of individuals attending tracks , and a sequence of 
individuals attending sessions ) . 
[ 0054 ] In some examples , the sequential model 460 may 
be trained using different corpuses or datasets corresponding 
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to different entity types or event types , which refine the 
sequential model 460 over time enabling more accurate 
prediction or event recommendation . In some cases , each 
corpus may include one or more vectors associated with the 
entity , an event sequence of the entity , or both . 
[ 0055 ] Once trained , new data ( e.g. , data that was not used 
for training the sequential model 460 , or data associated with 
a new entity , customer , or company ) may be input into the 
sequential model 460 , and the sequential model may gen 
erate a prediction for a next event based on entity data and 
optionally historical event attendance information . 
[ 0056 ] FIG . 5 shows a block diagram 500 of a device 505 
that supports event prediction based on multimodal learning 
in accordance with aspects of the present disclosure . The 
device 505 may include an input module 510 , an output 
module 515 , and a multimodal modeler 520. The device 505 
may also include a processor . Each of these components may 
be in communication with one another ( e.g. , via one or more 
buses ) . 
[ 0057 ] The input module 510 may manage input signals 
for the device 505. For example , the input module 510 may 
identify input signals based on an interaction with a modem , 
a keyboard , a mouse , a touchscreen , or a similar device . 
These input signals may be associated with user input or 
processing at other components or devices . In some cases , 
the input module 510 may utilize an operating system such 
as iOS® , ANDROID® , MS - DOS® , MS - WINDOWS® , 
OS / 2® , UNIX® , LINUX® , or another known operating 
system to handle input signals . The input module 510 may 
send aspects of these input signals to other components of 
the device 505 for processing . For example , the input 
module 510 may transmit input signals to the Multimodal 
Modeler 720 to support event prediction based on multi 
modal learning . In some cases , the input module 510 may be 
a component of an input / output ( 1/0 ) controller 710 as 
described with reference to FIG . 7 . 
[ 0058 ] The output module 515 may manage output signals 
for the device 505. For example , the output module 515 may 
receive signals from other components of the device 505 , 
such as the Multimodal Modeler 520 , and may transmit 
these signals to other components or devices . In some 
specific examples , the output module 515 may transmit 
output signals for display in a user interface , for storage in 
a database or data store , for further processing at a server or 
server cluster , or for any other processes at any number of 
devices or systems . In some cases , the output module 515 
may be a component of an I / O controller 710 as described 
with reference to FIG . 7 . 
[ 0059 ] For example , the multimodal modeler 520 may 
include a mask generator 525 , a mask encoder 530 , a model 
training component 535 , or any combination thereof . In 
some examples , the multimodal modeler 520 , or various 
components thereof , may be configured to perform various 
operations ( e.g. , receiving , monitoring , transmitting ) using 
or otherwise in cooperation with the input module 510 , the 
output module 515 , or both . For example , the multimodal 
modeler 520 may receive information from the input module 
510 , send information to the output module 515 , or be 
integrated in combination with the input module 510 , the 
output module 515 , or both to receive information , transmit 
information , or perform various other operations as 
described herein . 
[ 0060 ] The multimodal modeler 520 may support data 
processing in accordance with examples as disclosed herein . 

The mask generator 525 may be configured as or otherwise 
support a means for generating a first segment mask and a 
second segment mask , wherein the first segment mask and 
the second segment mask each indicates a differentiation 
between encoder modalities used to encode a first set of 
vectors associated with the first segment mask and a second 
set of vectors associated with the second segment mask . The 
mask encoder 530 may be configured as or otherwise 
support a means for encoding the first segment mask using 
a first multimodal model and the second segment mask using 
a second multimodal model to generate a set of training 
vectors , wherein each training vector of the set of training 
vectors comprises a first set of embeddings corresponding to 
an entity and a second set of embeddings corresponding to 
an event sequence associated with the entity . The model 
training component 535 may be configured as or otherwise 
support a means for training a sequential model using the set 
of training vectors . 
[ 0061 ] FIG . 6 shows a block diagram 600 of a multimodal a 
modeler 620 that supports event prediction based on multi 
modal learning in accordance with aspects of the present 
disclosure . The multimodal modeler 620 may be an example 
of aspects of a multimodal modeler or a multimodal modeler 
520 , or both , as described herein . The multimodal modeler 
620 , or various components thereof , may be an example of 
means for performing various aspects of event prediction 
based on multimodal learning as described herein . For 
example , the multimodal modeler 620 may include a mask 
generator 625 , a mask encoder 630 , a model training com 
ponent 635 , an entity encoder 640 , an event encoder 645 , an 
entity input receiver 650 , an event prediction component 
655 , a dimension manager 660 , an event input receiver 665 , 
an empty vector component 670 , or any combination 
thereof . Each of these components may communicate , 
directly or indirectly , with one another ( e.g. , via one or more 
buses ) . 
[ 0062 ] The multimodal modeler 620 may support data 
processing in accordance with examples as disclosed herein . 
The mask generator 625 may be configured as or otherwise 
support a means for generating a first segment mask and a 
second segment mask , wherein the first segment mask and 
the second segment mask each indicates a differentiation 
between encoder modalities used to encode a first set of 
vectors associated with the first segment mask and a second 
set of vectors associated with the second segment mask . The 
mask encoder 630 may be configured as or otherwise 
support a means for encoding the first segment mask using 
a first multimodal model and the second segment mask using 
a second multimodal model to generate a set of training 
vectors , wherein each training vector of the set of training 
vectors comprises a first set of embeddings corresponding to 
an entity and a second set of embeddings corresponding to 
an event sequence associated with the entity . The model 
training component 635 may be configured as or otherwise 
support a means for training a sequential model using the set 
of training vectors . 
[ 0063 ] In some examples , the entity encoder 640 may be 
configured as or otherwise support a means for encoding , 
using a first encoder for each of the first multimodal model 
and the second multimodal model , a first set of inputs of a 
first modality to generate a first subset of vectors of the first 
set of vectors and a first subset of vectors of the second set 
of vectors . In some examples , the event encoder 645 may be 
configured as or otherwise support a means for encoding , 
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using at least a second encoder for each of the first multi 
modal model and the second multimodal model , a second set 
of inputs of a second modality to generate one or more 
vectors for each of the first multimodal model and the 
second multimodal model . 
[ 0064 ] In some examples , the dimension manager 660 
may be configured as or otherwise support a means for 
normalizing the one or more vectors for each of the first 
multimodal model and the second multimodal model to 
generate a second subset of vectors of the first set of vectors 
and a second subset of vectors of the second set of vectors , 
the second subset of vectors of the first set of vectors and the 
second subset of vectors of the second set of vectors each 
having a same dimension as a dimension of the first subset 
of vectors of the first set of vectors and the first subset of 
vectors of the second set of vectors . 
[ 0065 ] In some examples , the dimension of the first subset 
of vectors for each of the first set of vectors and the second 
set of vectors is supported by at least one of the first 
multimodal model or the second multimodal model . 
[ 0066 ] In some examples , the first multimodal model is 
trained on entity data and the second multimodal model is 
trained on event data , and the entity input receiver 650 may 
be configured as or otherwise support a means for receiving 
a set of inputs indicative of the entity , the set of inputs 
indicative of the entity having multiple modalities . In some 
examples , the first multimodal model is trained on entity 
data and the second multimodal model is trained on event 
data , and the event prediction component 655 may be 
configured as or otherwise support a means for predicting , 
using the trained sequential model , an event for the entity 
based at least in part on the set of inputs indicative of the 
entity . 
[ 0067 ] In some examples , the event input receiver 665 
may be configured as or otherwise support a means for 
receiving a set of inputs indicative of a set of events 
associated with an attendance by the entity , the set of inputs 
indicative of the set of events having multiple modalities . In 
some examples , the event prediction component 655 may be 
configured as or otherwise support a means for predicting , 
using the trained sequential model , a subsequent event for 
the entity based at least in part on the set of inputs indicative 
of the entity and the set of inputs indicative of the set of 
events . 

[ 0068 ] In some examples , the mask generator 625 may be 
configured as or otherwise support a means for assigning , as 
part of generating the first segment mask , a first value to a 
first subset of the first set of vectors associated with the first 
segment mask , the first subset associated with a first modal 
ity . In some examples , the mask generator 625 may be 
configured as or otherwise support a means for assigning , as 
part of generating the first segment mask , a second value to 
a second subset of the first set of vectors associated with the 
first segment mask , the second subset associated with a 
second modality different from the first modality , wherein 
the first and second modalities correspond to different data 
types . 
[ 0069 ] In some examples , each of the first and second sets 
of vectors is associated with multiple modalities . In some 
examples , each of the multiple modalities corresponds a 
respective data type comprising a text data type , a graphical 
relationship type , an image data type , a numeric data type , 
or any combination thereof . 

[ 0070 ] In some examples , each vector subset of the first set 
of vectors and the second set of vectors is associated with a 
same dimension . 
[ 0071 ] In some examples , the empty vector component 
670 may be configured as or otherwise support a means for 
determining an empty vector subset of the first set of vectors 
or the second set of vectors , the empty vector subset 
corresponding to a first modality . In some examples , the 
empty vector component 670 may be configured as or 
otherwise support a means for determining a set of null 
values for the empty vector subset for including in a respec 
tive one of the first segment mask or the second segment 
mask , wherein a number of the set of null values corre 
sponds to the same dimension . 
[ 0072 ] In some examples , the model training component 
635 may be configured as or otherwise support a means for 
training the sequential model using different corpuses cor 
responding to different entity types or event types , each 
corpus comprising one or more vectors associated with the 
entity . 
[ 0073 ] FIG . 7 shows a diagram of a system 700 including 
a device 705 that supports event prediction based on mul 
timodal learning in accordance with aspects of the present 
disclosure . The device 705 may be an example of or include 
the components of a device 505 as described herein . The 
device 705 may include components for data communica 
tions including components for transmitting and receiving 
communications , such as a multimodal modeler 720 , an I / O 
controller 710 , a database controller 715 , a memory 725 , a 
processor 730 , and a database 735. These components may 
be in electronic communication or otherwise coupled ( e.g. , 
operatively , communicatively , functionally , electronically , 
electrically ) via one or more buses ( e.g. , a bus 740 ) . 
[ 0074 ] The I / O controller 710 may manage input signals 
745 and output signals 750 for the device 705. The I / O 
controller 710 may also manage peripherals not integrated 
into the device 705. In some cases , the I / O controller 710 
may represent a physical connection or port to an external 
peripheral . In some cases , the I / O controller 710 may utilize 
an operating system such as iOS® , ANDROID® , MS 
DOS® , MS - WINDOWS® , OS / 2® , UNIX® , LINUX® , or 
another known operating system . In other cases , the I / O 
controller 710 may represent or interact with a modem , a 
keyboard , a mouse , a touchscreen , or a similar device . In 
some cases , the I / O controller 710 may be implemented as 
part of a processor . In some cases , a user may interact with 
the device 705 via the I / O controller 710 or via hardware 
components controlled by the I / O controller 710 . 
[ 0075 ] The database controller 715 may manage data 
storage and processing in a database 735. In some cases , a 
user may interact with the database controller 715. In other 
cases , the database controller 715 may operate automatically 
without user interaction . The database 735 may be an 
example of a single database , a distributed database , mul 
tiple distributed databases , a data store , a data lake , or an 
emergency backup database . 
[ 0076 ] Memory 725 may include random - access memory 
( RAM ) and read only memory ( ROM ) . The memory 725 
may store computer - readable , computer - executable software 
including instructions that , when executed , cause the pro 
cessor to perform various functions described herein . In 
some cases , the memory 725 may contain , among other 
things , a basic 1/0 system ( BIOS ) which may control basic 
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hardware or software operation such as the interaction with 
peripheral components or devices . 
[ 0077 ] The processor 730 may include an intelligent hard 
ware device , ( e.g. , a general - purpose processor , a digital 
signal processor ( DSP ) , a central processing unit ( CPU ) , a 
microcontroller , an application specific integrated circuit 
( ASIC ) , a field programmable gate array ( FPGA ) , a pro 
grammable logic device , a discrete gate or transistor logic 
component , a discrete hardware component , or any combi 
nation thereof ) . In some cases , the processor 730 may be 
configured to operate a memory array using a memory 
controller . In other cases , a memory controller may be 
integrated into the processor 730. The processor 730 may be 
configured to execute computer - readable instructions stored 
in a memory 725 to perform various functions ( e.g. , func 
tions or tasks supporting event prediction based on multi 
modal learning ) . 
[ 0078 ] The multimodal modeler 720 may support data 
processing in accordance with examples as disclosed herein . 
For example , the multimodal modeler 720 may be config 
ured as or otherwise support a means for generating a first 
segment mask and a second segment mask , wherein the first 
segment mask and the second segment mask each indicates 
a differentiation between encoder modalities used to encode 
a first set of vectors associated with the first segment mask 
and a second set of vectors associated with the second 
segment mask . The multimodal modeler 720 may be con 
figured as or otherwise support a means for encoding the first 
segment mask using a first multimodal model and the second 
segment mask using a second multimodal model to generate 
a set of training vectors , wherein each training vector of the 
set of training vectors comprises a first set of embeddings 
corresponding to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity . The multimodal modeler 720 may be configured as or 
otherwise support a means for training a sequential model 
using the set of training vectors . 
[ 0079 ] By including or configuring the multimodal mod 
eler 720 in accordance with examples as described herein , 
the device 705 may support techniques for improved event 
prediction or session recommendation for an entity , such as 
a customer ( e.g. , an individual or a company ) , which may 
result in a better experience for an attendee at an event or 
improved marketing content distribution and strategy . Such 
techniques may provide improved customer loyalty through 
accurate event or session prediction , higher attendance at 
planned or future events , and increased customer interest in 
hierarchical event sessions or tracks . 
[ 0080 ] FIG . 8 shows a flowchart illustrating a method 800 
that supports event prediction based on multimodal learning 
in accordance with aspects of the present disclosure . The 
operations of the method 800 may be implemented by a 
Multimodal Modeler or its components as described herein . 
For example , the operations of the method 800 may be 
performed by a Multimodal Modeler as described with 
reference to FIGs . FIG . 1 through In some examples , a 
Multimodal Modeler may execute a set of instructions to 
control the functional elements of the Multimodal Modeler 
to perform the described functions . Additionally or alterna 
tively , the Multimodal Modeler may perform aspects of the 
described functions using special - purpose hardware . 
[ 0081 ] At 805 , the method may include generating a first 
segment mask and a second segment mask , wherein the first 
segment mask and the second segment mask each indicates 

a differentiation between encoder modalities used to encode 
a first set of vectors associated with the first segment mask 
and a second set of vectors associated with the second 
segment mask . The operations of 805 may be performed in 
accordance with examples as disclosed herein . In some 
examples , aspects of the operations of 805 may be per 
formed by a mask generator 625 as described with reference 
to FIG . 6 . 
[ 0082 ] At 810 , the method may include encoding the first 
segment mask using a first multimodal model and the second 
segment mask using a second multimodal model to generate 
a set of training vectors , wherein each training vector of the 
set of training vectors comprises a first set of embeddings 
corresponding to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity . The operations of 810 may be performed in accor 
dance with examples as disclosed herein . In some examples , 
aspects of the operations of 810 may be performed by a 
mask encoder 630 as described with reference to FIG . 6 . 
[ 0083 ] At 815 , the method may include training a sequen 
tial model using the set of training vectors . The operations 
of 815 may be performed in accordance with examples as 
disclosed herein . In some examples , aspects of the opera 
tions of 815 may be performed by a model training com 
ponent 635 as described with reference to FIG . 6 . 
[ 0084 ] FIG . 9 shows a flowchart illustrating a method 900 
that supports event prediction based on multimodal learning 
in accordance with aspects of the present disclosure . The 
operations of the method 900 may be implemented by a 
Multimodal Modeler or its components as described herein . 
For example , the operations of the method 900 may be 
performed by a Multimodal Modeler as described with 
reference to FIGs . FIG . 1 through 7. In some examples , a 
Multimodal Modeler may execute a set of instructions to 
control the functional elements of the Multimodal Modeler 
to perform the described functions . Additionally or alterna 
tively , the Multimodal Modeler may perform aspects of the 
described functions using special - purpose hardware . 
[ 0085 ] At 905 , the method may include encoding , using a 
first encoder for each of the first multimodal model and the 
second multimodal model , a first set of inputs of a first 
modality to generate a first subset of vectors of the first set 
of vectors and a first subset of vectors of the second set of 
vectors . The operations of 905 may be performed in accor 
dance with examples as disclosed herein . In some examples , 
aspects of the operations of 905 may be performed by an 
entity encoder 640 as described with reference to FIG . 6 . 
[ 0086 ] At 910 , the method may include encoding , using at 
least a second encoder for each of the first multimodal model 
and the second multimodal model , a second set of inputs of 
a second modality to generate one or more vectors for each 
of the first multimodal model and the second multimodal 
model . The operations of 910 may be performed in accor 
dance with examples as disclosed herein . In some examples , 
aspects of the operations of 910 may be performed by an 
event encoder 645 as described with reference to FIG . 6 . 
[ 0087 ] At 915 , the method may include generating a first 
segment mask and a second segment mask , wherein the first 
segment mask and the second segment mask each indicates 
a differentiation between encoder modalities used to encode 
a first set of vectors associated with the first segment mask 
and a second set of vectors associated with the second 
segment mask . The operations of 915 may be performed in 
accordance with examples as disclosed herein . In some 
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examples , aspects of the operations of 915 may be per 
formed by a mask generator 625 as described with reference 
to FIG . 6 . 
[ 0088 ] At 920 , the method may include encoding the first 
segment mask using a first multimodal model and the second 
segment mask using a second multimodal model to generate 
a set of training vectors , wherein each training vector of the 
set of training vectors comprises a first set of embeddings 
corresponding to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity . The operations of 920 may be performed in accor 
dance with examples as disclosed herein . In some examples , 
aspects of the operations of 920 may be performed by a 
mask encoder 630 as described with reference to FIG . 6 . 
[ 0089 ] At 925 , the method may include training a sequen 
tial model using the set of training vectors . The operations 
of 925 may be performed in accordance with examples as 
disclosed herein . In some examples , aspects of the opera 
tions of 925 may be performed by a model training com 
ponent 635 as described with reference to FIG . 6 . 
[ 0090 ] FIG . 10 shows a flowchart illustrating a method 
1000 that supports event prediction based on multimodal 
learning in accordance with aspects of the present disclo 
sure . The operations of the method 1000 may be imple 
mented by a Multimodal Modeler or its components as 
described herein . For example , the operations of the method 
1000 may be performed by a Multimodal Modeler as 
described with reference to FIGs . FIG . 1 through 7. In some 
examples , a Multimodal Modeler may execute a set of 
instructions to control the functional elements of the Mul 
timodal Modeler to perform the described functions . Addi 
tionally or alternatively , the Multimodal Modeler may per 
form aspects of the described functions using special 
purpose hardware . 
[ 0091 ] At 1005 , the method may include encoding , using 
a first encoder for each of the first multimodal model and the 
second multimodal model , a first set of inputs of a first 
modality to generate a first subset of vectors of the first set 
of vectors and a first subset of vectors of the second set of 
vectors . The operations of 1005 may be performed in 
accordance with examples as disclosed herein . In some 
examples , aspects of the operations of 1005 may be per 
formed by an entity encoder 640 as described with reference 
to FIG . 6 . 
[ 0092 ] At 1010 , the method may include encoding , using 
at least a second encoder for each of the first multimodal 
model and the second multimodal model , a second set of 
inputs of a second modality to generate one or more vectors 
for each of the first multimodal model and the second 
multimodal model . The operations of 1010 may be per 
formed in accordance with examples as disclosed herein . In 
some examples , aspects of the operations of 1010 may be 
performed by an event encoder 645 as described with 
reference to FIG . 6 . 
[ 0093 ] At 1015 , the method may include normalizing the 
one or more vectors for each of the first multimodal model 
and the second multimodal model to generate a second 
subset of vectors of the first set of vectors and a second 
subset of vectors of the second set of vectors , the second 
subset of vectors of the first set of vectors and the second 
subset of vectors of the second set of vectors each having a 
same dimension as a dimension of the first subset of vectors 
of the first set of vectors and the first subset of vectors of the 
second set of vectors . The operations of 1015 may be 

performed in accordance with examples as disclosed herein . 
In some examples , aspects of the operations of 1015 may be 
performed by a dimension manager 660 as described with 
reference to FIG . 6 . 
( 0094 ] At 1020 , the method may include generating a first 
segment mask and a second segment mask , wherein the first 
segment mask and the second segment mask each indicates 
a differentiation between encoder modalities used to encode 
a first set of vectors associated with the first segment mask 
and a second set of vectors associated with the second 
segment mask . The operations of 1020 may be performed in 
accordance with examples as disclosed herein . In some 
examples , aspects of the operations of 1020 may be per 
formed by a mask generator 625 as described with reference 
to FIG . 6 . 
[ 0095 ] At 1025 , the method may include encoding the first 
segment mask using a first multimodal model and the second 
segment mask using a second multimodal model to generate 
a set of training vectors , wherein each training vector of the 
set of training vectors comprises a first set of embeddings 
corresponding to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity . The operations of 1025 may be performed in accor 
dance with examples as disclosed herein . In some examples , 
aspects of the operations of 1025 may be performed by a 
mask encoder 630 as described with reference to FIG . 6 . 
[ 0096 ] At 1030 , the method may include training a 
sequential model using the set of training vectors . The 
operations of 1030 may be performed in accordance with 
examples as disclosed herein . In some examples , aspects of 
the operations of 1030 may be performed by a model 
training component 635 as described with reference to FIG . 
6 . 
[ 0097 ] A method for data processing is described . The 
method may include generating a first segment mask and a 
second segment mask , wherein the first segment mask and 
the second segment mask each indicates a differentiation 
between encoder modalities used to encode a first set of 
vectors associated with the first segment mask and a second 
set of vectors associated with the second segment mask , 
encoding the first segment mask using a first multimodal 
model and the second segment mask using a second multi 
modal model to generate a set of training vectors , wherein 
each training vector of the set of training vectors comprises 
a first set of embeddings corresponding to an entity and a 
second set of embeddings corresponding to an event 
sequence associated with the entity , and training a sequential 
model using the set of training vectors . 
[ 0098 ] An apparatus for data processing is described . The 
apparatus may include a processor , memory in electronic 
communication with the processor , and instructions stored in 
the memory . The instructions may be executable by the 
processor to cause the apparatus to generate a first segment 
mask and a second segment mask , wherein the first segment 
mask and the second segment mask each indicates a differ 
entiation between encoder modalities used to encode a first 
set of vectors associated with the first segment mask and a 
second set of vectors associated with the second segment 
mask , encode the first segment mask using a first multimodal 
model and the second segment mask using a second multi 
modal model to generate a set of training vectors , wherein 
each training vector of the set of training vectors comprises 
a first set of embeddings corresponding to an entity and a 
second set of embeddings corresponding to event 
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sequence associated with the entity , and train a sequential 
model using the set of training vectors . 
[ 0099 ] Another apparatus for data processing is described . 
The apparatus may include means for generating a first 
segment mask and a second segment mask , wherein the first 
segment mask and the second segment mask each indicates 
a differentiation between encoder modalities used to encode 
a first set of vectors associated with the first segment mask 
and a second set of vectors associated with the second 
segment mask , means for encoding the first segment mask 
using a first multimodal model and the second segment mask 
using a second multimodal model to generate a set of 
training vectors , wherein each training vector of the set of 
training vectors comprises a first set of embeddings corre 
sponding to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity , and means for training a sequential model using the 
set of training vectors . 
[ 0100 ] A non - transitory computer - readable medium stor 
ing code for data processing is described . The code may 
include instructions executable by a processor to generate a 
first segment mask and a second segment mask , wherein the 
first segment mask and the second segment mask each 
indicates a differentiation between encoder modalities used 
to encode a first set of vectors associated with the first 
segment mask and a second set of vectors associated with 
the second segment mask , encode the first segment mask 
using a first multimodal model and the second segment mask 
using a second multimodal model to generate a set of 
training vectors , wherein each training vector of the set of 
training vectors comprises a first set of embeddings corre 
sponding to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity , and train a sequential model using the set of training 
vectors . 
[ 0101 ] In some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein , 
encoding , using a first encoder for each of the first multi 
modal model and the second multimodal model , a first set of 
inputs of a first modality to generate a first subset of vectors 
of the first set of vectors and a first subset of vectors of the 
second set of vectors and encoding , using at least a second 
encoder for each of the first multimodal model and the 
second multimodal model , a second set of inputs of a second 
modality to generate one or more vectors for each of the first 
multimodal model and the second multimodal model . 
[ 0102 ] Some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein 
may further include operations , features , means , or instruc 
tions for normalizing the one or more vectors for each of the 
first multimodal model and the second multimodal model to 
generate a second subset of vectors of the first set of vectors 
and a second subset of vectors of the second set of vectors , 
the second subset of vectors of the first set of vectors and the 
second subset of vectors of the second set of vectors each 
having a same dimension as a dimension of the first subset 
of vectors of the first set of vectors and the first subset of 
vectors of the second set of vectors . 
[ 0103 ] In some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein , 
the dimension of the first subset of vectors for each of the 
first set of vectors and the second set of vectors may be 
supported by at least one of the first multimodal model or the 
second multimodal model . 

[ 0104 ] In some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein , 
the first multimodal model may be trained on entity data and 
the second multimodal model may be trained on event data 
and the method , apparatuses , and non - transitory computer 
readable medium may include further operations , features , 
means , or instructions for receiving a set of inputs indicative 
of the entity , the set of inputs indicative of the entity having 
multiple modalities and predicting , using the trained sequen 
tial model , an event for the entity based at least in part on the 
set of inputs indicative of the entity . 
[ 0105 ] Some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein 
may further include operations , features , means , or instruc 
tions for receiving a set of inputs indicative of a set of events 
associated with an attendance by the entity , the set of inputs 
indicative of the set of events having multiple modalities and 
predicting , using the trained sequential model , a subsequent 
event for the entity based at least in part on the set of inputs 
indicative of the entity and the set of inputs indicative of the 
set of events . 
[ 0106 ] Some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein 
may further include operations , features , means , or instruc 
tions for assigning , as part of generating the first segment 
mask , a first value to a first subset of the first set of vectors 
associated with the first segment mask , the first subset 
associated with a first modality and assigning , as part of 
generating the first segment mask , a second value to a 
second subset of the first set of vectors associated with the 
first segment mask , the second subset associated with a 
second modality different from the first modality , wherein 
the first and second modalities correspond to different data 
types . 
[ 0107 ] In some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein , 
each of the first and second sets of vectors may be associated 
with multiple modalities and each of the multiple modalities 
corresponds a respective data type comprising a text data 
type , a graphical relationship type , an image data type , a 
numeric data type , or any combination thereof . 
[ 0108 ] In some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein , 
each vector subset of the first set of vectors and the second 
set of vectors may be associated with a same dimension . 
[ 0109 ] Some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein 
may further include operations , features , means , or instruc 
tions for determining an empty vector subset of the first set 
of vectors or the second set of vectors , the empty vector 
subset corresponding to a first modality and determining a 
set of null values for the empty vector subset for including 
in a respective one of the first segment mask or the second 
segment mask , wherein a number of the set of null values 
corresponds to the same dimension . 
[ 0110 ] Some examples of the method , apparatuses , and 
non - transitory computer - readable medium described herein 
may further include operations , features , means , or instruc 
tions for training the sequential model using different cor 
puses corresponding to different entity types or event types , 
each corpus comprising one or more vectors associated with 
the entity . 
[ 0111 ] It should be noted that the methods described above 
describe possible implementations , and that the operations 
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and the steps may be rearranged or otherwise modified and 
that other implementations are possible . Further aspects 
from two or more of the methods may be combined . 
[ 0112 ] The description set forth herein , in connection with 
the appended drawings , describes example configurations 
and does not represent all the examples that may be imple 
mented or that are within the scope of the claims . The term 
“ exemplary ” used herein means “ serving as an example , 
instance , or illustration , ” and not “ preferred ” or “ advanta 
geous over other examples . ” The detailed description 
includes specific details for the purpose of providing an 
understanding of the described techniques . These tech 
niques , however , may be practiced without these specific 
details . In some instances , well - known structures and 
devices are shown in block diagram form in order to avoid 
obscuring the concepts of the described examples . 
[ 0113 ] In the appended figures , similar components or 
features may have the same reference label . Further , various 
components of the same type may be distinguished by 
following the reference label by a dash and a second label 
that distinguishes among the similar components . If just the 
first reference label is used in the specification , the descrip 
tion is applicable to any one of the similar components 
having the same first reference label irrespective of the 
second reference label . 
[ 0114 ] Information and signals described herein may be 
represented using any of a variety of different technologies 
and techniques . For example , data , instructions , commands , 
information , signals , bits , symbols , and chips that may be 
referenced throughout the above description may be repre 
sented by voltages , currents , electromagnetic waves , mag 
netic fields or particles , optical fields or particles , or any 
combination thereof . 
[ 0115 ] The various illustrative blocks and modules 
described in connection with the disclosure herein may be 
implemented or performed with a general - purpose proces 
sor , a DSP , an ASIC , an FPGA or other programmable logic 
device , discrete gate or transistor logic , discrete hardware 
components , or any combination thereof designed to per 
form the functions described herein . A eneral - purpose 
processor may be a microprocessor , but in the alternative , 
the processor may be any conventional processor , controller , 
microcontroller , or state machine . A processor may also be 
implemented as a combination of computing devices ( e.g. , a 
combination of a DSP and a microprocessor , multiple micro 
processors , one or more microprocessors in conjunction 
with a DSP core , or any other such configuration ) . 
[ 0116 ] The functions described herein may be imple 
mented in hardware , software executed by a processor , 
firmware , or any combination thereof . If implemented in 
software executed by a processor , the functions may be 
stored on or transmitted over as one or more instructions or 
code on a computer - readable medium . Other examples and 
implementations are within the scope of the disclosure and 
appended claims . For example , due to the nature of software , 
functions described herein can be implemented using soft 
ware executed by a processor , hardware , firmware , hardwir 
ing , or combinations of any of these . Features implementing 
functions may also be physically located at various posi 
tions , including being distributed such that portions of 
functions are implemented at different physical locations . 
Also , as used herein , including in the claims , “ or ” as used in 
a list of items ( for example , a list of items prefaced by a 
phrase such as “ at least one of ” or “ one or more of ' ' ) 

indicates an inclusive list such that , for example , a list of at 
least one of A , B , or C means A or B or C or AB or AC or 
BC or ABC ( i.e. , A and B and C ) . Also , as used herein , the 
phrase “ based on ” shall not be construed as a reference to a 
closed set of conditions . For example , an exemplary step 
that is described as “ based on condition A ” may be based on 
both a condition A and a condition B without departing from 
the scope of the present disclosure . In other words , as used 
herein , the phrase “ based on ” shall be construed in the same 
manner as the phrase “ based at least in part on . ” 
[ 0117 ] Computer - readable media includes both non - tran 
sitory computer storage media and communication media 
including any medium that facilitates transfer of a computer 
program from one place to another . A non - transitory storage 
medium may be any available medium that can be accessed 
by a general purpose or special purpose computer . By way 
of example , and not limitation , non - transitory computer 
readable media can comprise RAM , ROM , electrically eras 
able programmable ROM ( EEPROM ) , compact disk ( CD ) 
ROM or other optical disk storage , magnetic disk storage or 
other magnetic storage devices , or any other non - transitory 
medium that can be used to carry or store desired program 
code means in the form of instructions or data structures and 
that can be accessed by a general - purpose or special - purpose 
computer , or a general - purpose or special - purpose proces 
sor . Also , any connection is properly termed a computer 
readable medium . For example , if the software is transmitted 
from a website , server , or other remote source using a 
coaxial cable , fiber optic cable , twisted pair , digital sub 
scriber line ( DSL ) , or wireless technologies such as infrared , 
radio , and microwave , then the coaxial cable , fiber optic 
cable , twisted pair , DSL , or wireless technologies such as 
infrared , radio , and microwave are included in the definition 
of medium . Disk and disc , as used herein , include CD , laser 
disc , optical disc , digital versatile disc ( DVD ) , floppy disk 
and Blu - ray disc where disks usually reproduce data mag 
netically , while discs reproduce data optically with lasers . 
Combinations of the above are also included within the 
scope of computer - readable media . 
[ 0118 ] The description herein is provided to enable a 
person skilled in the art to make or use the disclosure . 
Various modifications to the disclosure will be readily 
apparent to those skilled in the art , and the generic principles 
defined herein may be applied to other variations without 
departing from the scope of the disclosure . Thus , the dis 
closure is not limited to the examples and designs described 
herein , but is to be accorded the broadest scope consistent 
with the principles and novel features disclosed herein . 
What is claimed is : 
1. A method for data processing , comprising : 
generating a first segment mask and a second segment 
mask , wherein the first segment mask and the second 
segment mask each indicates a differentiation between 
encoder modalities used to encode a first set of vectors 
associated with the first segment mask and a second set 
of vectors associated with the second segment mask ; 

encoding the first segment mask using a first multimodal 
model and the second segment mask using a second 
multimodal model to generate a set of training vectors , 
wherein each training vector of the set of training 
vectors comprises a first set of embeddings correspond 
ing to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity ; and 
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training a sequential model using the set of training 
vectors . 

2. The method of claim 1 , further comprising : 
encoding , using a first encoder for each of the first 

multimodal model and the second multimodal model , a 
first set of inputs of a first modality to generate a first 
subset of vectors of the first set of vectors and a first 
subset of vectors of the second set of vectors ; and 

encoding , using at least a second encoder for each of the 
first multimodal model and the second multimodal 
model , a second set of inputs of a second modality to 
generate one or more vectors for each of the first 
multimodal model and the second multimodal model . 

3. The method of claim 2 , further comprising : 
normalizing the one or more vectors for each of the first 

multimodal model and the second multimodal model to 
generate a second subset of vectors of the first set of 
vectors and a second subset of vectors of the second set 
of vectors , the second subset of vectors of the first set 
of vectors and the second subset of vectors of the 
second set of vectors each having a same dimension as 
a dimension of the first subset of vectors of the first set 
of vectors and the first subset of vectors of the second 
set of vectors . 

4. The method of claim 3 , wherein the dimension of the 
first subset of vectors for each of the first set of vectors and 
the second set of vectors is supported by at least one of the 
first multimodal model or the second multimodal model . 

5. The method of claim 1 , wherein the first multimodal 
model is trained on entity data and the second multimodal 
model is trained on event data , the method further compris 
ing : 

receiving a set of inputs indicative of the entity , the set of 
inputs indicative of the entity having multiple modali 
ties ; and 

predicting , using the trained sequential model , an event 
for the entity based at least in part on the set of inputs 
indicative of the entity . 

6. The method of claim 5 , further comprising : 
receiving a set of inputs indicative of a set of events 

associated with an attendance by the entity , the set of 
inputs indicative of the set of events having multiple 
modalities ; and 

predicting , using the trained sequential model , a subse 
quent event for the entity based at least in part on the 
set of inputs indicative of the entity and the set of inputs 
indicative of the set of events . 

7. The method of claim 1 , further comprising : 
assigning , as part of generating the first segment mask , a 

first value to a first subset of the first set of vectors 
associated with the first segment mask , the first subset 
associated with a first modality ; and 

assigning , as part of generating the first segment mask , a 
second value to a second subset of the first set of 
vectors associated with the first segment mask , the 
second subset associated with a second modality dif 
ferent from the first modality , wherein the first and 
second modalities correspond to different data types . 

8. The method of claim 1 , wherein : 
each of the first and second sets of vectors is associated 

with multiple modalities ; and 
each of the multiple modalities corresponds a respective 

data type comprising a text data type , a graphical 

relationship type , an image data type , a numeric data 
type , or any combination thereof . 

9. The method of claim 1 , wherein each vector subset of 
the first set of vectors and the second set of vectors is 
associated with a same dimension . 

10. The method of claim 9 , further comprising : 
determining an empty vector subset of the first set of 

vectors or the second set of vectors , the empty vector 
subset corresponding to a first modality ; and 

determining a set of null values for the empty vector 
subset for including in a respective one of the first 
segment mask or the second segment mask , wherein a 
number of the set of null values corresponds to the 
same dimension . 

11. The method of claim 1 , further comprising : 
training the sequential model using different corpuses 

corresponding to different entity types or event types , 
each corpus comprising one or more vectors associated 
with the entity . 

12. An apparatus for data processing , comprising : 
a processor ; 
memory coupled with the processor ; and 
instructions stored in the memory and executable by the 

processor to cause the apparatus to : 
generate a first segment mask and a second segment 
mask , wherein the first segment mask and the second 
segment mask each indicates a differentiation 
between encoder modalities used to encode a first set 
of vectors associated with the first segment mask and 
a second set of vectors associated with the second 
segment mask ; 

encode the first segment mask using a first multimodal 
model and the second segment mask using a second 
multimodal model to generate a set of training vec 
tors , wherein each training vector of the set of 
training vectors comprises a first set of embeddings 
corresponding to an entity and a second set of 
embeddings corresponding to an event sequence 
associated with the entity ; and 

train a sequential model using the set of training 
vectors . 

13. The apparatus of claim 12 , wherein the instructions 
are further executable by the processor to cause the appa 
ratus to : 

encode , using a first encoder for each of the first multi 
modal model and the second multimodal model , a first 
set of inputs of a first modality to generate a first subset 
of vectors of the first set of vectors and a first subset of 
vectors of the second set of vectors ; and 

encode , using at least a second encoder for each of the first 
multimodal model and the second multimodal model , a 
second set of inputs of a second modality to generate 
one or more vectors for each of the first multimodal 
model and the second multimodal model . 

14. The apparatus of claim 13 , wherein the instructions 
are further executable by the processor to cause the appa 
ratus to : 

normalize the one or more vectors for each of the first 
multimodal model and the second multimodal model to 
generate a second subset of vectors of the first set of 
vectors and a second subset of vectors of the second set 
of vectors , the second subset of vectors of the first set 
of vectors and the second subset of vectors of the 
second set of vectors each having a same dimension as 
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a dimension of the first subset of vectors of the first set 
of vectors and the first subset of vectors of the second 
set of vectors . 

15. The apparatus of claim 14 , wherein the dimension of 
the first subset of vectors for each of the first set of vectors 
and the second set of vectors is supported by at least one of 
the first multimodal model or the second multimodal model . 

16. The apparatus of claim 12 , wherein the first multi 
modal model is trained on entity data and the second 
multimodal model is trained on event data , and the instruc 
tions are further executable by the processor to cause the 
apparatus to : 

receive a set of inputs indicative of the entity , the set of 
inputs indicative of the entity having multiple modali 
ties ; and 

predict , using the trained sequential model , an event for 
the entity based at least in part on the set of inputs 
indicative of the entity . 

17. The apparatus of claim 16 , wherein the instructions 
are further executable by the processor to cause the appa 
ratus to : 

receive a set of inputs indicative of a set of events 
associated with an attendance by the entity , the set of 
inputs indicative of the set of events having multiple 
modalities ; and 

predict , using the trained sequential model , a subsequent 
event for the entity based at least in part on the set of 
inputs indicative of the entity and the set of inputs 
indicative of the set of events . 

18. The apparatus of claim 12 , wherein the instructions 
are further executable by the processor to cause the appa 
ratus to : 

assign , as part of generating the first segment mask , a first 
value to a first subset of the first set of vectors associ 

ated with the first segment mask , the first subset asso 
ciated with a first modality ; and 

assign , as part of generating the first segment mask , a 
second value to a second subset of the first set of 
vectors associated with the first segment mask , the 
second subset associated with a second modality dif 
ferent from the first modality , wherein the first and 
second modalities corr orrespond to different data types . 

19. The apparatus of claim 12 , wherein : 
each of the first and second sets of vectors is associated 

with multiple modalities ; and 
each of the multiple modalities corresponds a respective 

data type comprising a text data type , a graphical 
relationship type , an image data type , a numeric data 
type , or any combination thereof . 

20. A non - transitory computer - readable medium storing 
code for data processing , the code comprising instructions 
executable by a processor to : 

generate a first segment mask and a second segment mask , 
wherein the first segment mask and the second segment 
mask each indicates a differentiation between encoder 
modalities used to encode a first set of vectors associ 
ated with the first segment mask and a second set of 
vectors associated with the second segment mask ; 

encode the first segment mask using a first multimodal 
model and the second segment mask using a second 
multimodal model to generate a set of training vectors , 
wherein each training vector of the set of training 
vectors comprises a first set of embeddings correspond 
ing to an entity and a second set of embeddings 
corresponding to an event sequence associated with the 
entity ; and 

train a sequential model using the set of training vectors . 
* * * 


