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CAMERA POSE ESTIMATION

FIELD OF THE DISCLOSURE

[0001] The present disclosure relates generally to cameras
and, more particularly, to camera pose estimation.

BACKGROUND OF THE DISCLOSURE

[0002] Robots with mounted cameras may be employed in
manufacturing of complex products, such as aircraft. How-
ever, it is important that the robot is correctly positioned
relative to the aircraft in order to prevent damage to both the
robot and the aircraft. The camera mounted on the robot may
be used to help determine the position of the robot. More
specifically, once a pose of the camera is determined, a pose
of the robot can be determined. The pose is typically defined
as a position and an orientation of an object.

SUMMARY OF THE DISCLOSURE

[0003] In accordance with one embodiment, a system for
determining a camera pose relative to an object including a
unique feature is disclosed. The system may comprise a
monocular camera configured to produce an image of the
object, and a processing unit in operative communication
with the monocular camera. The processing unit may be
configured to: identify the unique feature of the object in the
image produced by the monocular camera, synthesize at
least four points along a contour of the object in the image
using the identified unique feature as a starting point,
synthesize a same number of points as synthesized in the
image along a contour of the object in a reference model, the
reference model preprogrammed into a memory of the
processing unit, correlate the points from the reference
model to the image, and determine a pose of the monocular
camera based on the correlated points.

[0004] In a refinement, the processing unit may be further
configured to use blob analysis to identify the contour of the
object in the image.

[0005] In another refinement, the processing unit may be
further configured to use one of pattern matching or edge
detection to identify the unique feature in the image.

[0006] In another refinement, the processing unit may be
further configured to divide the contour of the object in the
image into equidistant segments when synthesizing the at
least four points.

[0007] In another refinement, the processing unit may be
further configured to divide the contour of the object in the
reference model into a same number of equidistant segments
as divided in the image when synthesizing the same number
of points in the reference model.

[0008] In another refinement, the processing unit may be
further configured to generate a rough estimate of the pose
of'the monocular camera from correlation of the points from
the reference model to the image using a perspective-n-point
problem.

[0009] In another refinement, the processing unit may be
further configured to generate a refined estimate of the pose
of the monocular camera by performing nonlinear optimi-
zation on the rough estimate of the pose.

[0010] In another refinement, the monocular camera may
be mounted on a robot including an end effector configured
to be deployed into the object, and a robot controller
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configured to control movement of the end effector, the robot
controller in operative communication with the end effector
and the processing unit.

[0011] In another refinement, the processing unit may be
further configured to send a signal indicative of the refined
estimate of the pose of the monocular camera to the robot
controller for deployment of the end effector into the object.
[0012] In another refinement, the nonlinear optimization
may be constrained between a lower optimization bound and
an upper optimization bound.

[0013] In another refinement, the processing unit may be
further configured to stop performance of the nonlinear
optimization at a specified tolerance.

[0014] In accordance with another embodiment, a method
for determining a camera pose is disclosed. The method may
comprise: receiving an image of an object from a monocular
camera; identifying, in the image, a unique feature of the
object; using the identified unique feature as a starting point
to synthesize at least four points on a contour of the object
in the image; synthesizing a same number of points as
synthesized in the image on a contour of the object in a
computer-aided design model; correlating the points from
the contour in the computer-aided design model to the
contour in the image; and determining a pose of the mon-
ocular camera based on the correlated points.

[0015] In a refinement, the method may further comprise
dividing the contour of the object in the image into equi-
distant segments starting at the identified unique feature in
order to synthesize the at least four points; and dividing the
contour of the object in the computer-aided design model
into a same number of equidistant segments as divided in the
image in order to synthesize the same number of points in
the computer-aided design model as the at least four points
in the image.

[0016] In another refinement, the method may further
comprise using re-projection to correlate the points from the
contour in the computer-aided design model to the points
from the contour in the image.

[0017] In another refinement, the method may further
comprise minimizing a total projection error from re-pro-
jection via gradient descent.

[0018] In another refinement, the method may further
comprise converging minimization of the total projection
error at a specified tolerance.

[0019] In accordance with another embodiment, a non-
transitory computer-readable storage medium storing
instructions which when executed by a processor determines
a pose of a monocular camera relative to an object is
disclosed. The non-transitory computer-readable storage
medium may comprise instructions for: storing a three-
dimensional (3D) reference model of the object; receiving a
two-dimensional (2D) image of the object captured by the
monocular camera; identifying a contour of the object in the
2D image; identifying a unique feature on the contour of the
object in the 2D image; synthesizing at least four points on
the contour in the 2D image by starting at the unique feature,
traversing the contour, and dividing the contour into equi-
distant segments; synthesizing a same number of points as
synthesized in the 2D image on a contour of the object in the
3D reference model; and aligning the points synthesized in
the 3D reference model with the at least four points synthe-
sized in the 2D image to generate a rough estimate of the
pose of the monocular camera.
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[0020] In a refinement, the non-transitory computer-read-
able storage medium may further comprise instructions for
calculating a perspective-n-point problem on the aligned
points synthesized from the 3D reference model to the 2D
image in order to generate the rough estimate of the pose of
the monocular camera.

[0021] In another refinement, the non-transitory computer-
readable storage medium may further comprise instructions
for using lens equations to calculate a total projection error
based on the rough estimate of the pose of the monocular
camera.

[0022] In another refinement, the non-transitory computer-
readable storage medium may further comprise instructions
for performing bounded nonlinear optimization to minimize
the total projection error and generate a refined estimate of
the pose of the monocular camera.

BRIEF DESCRIPTION OF THE DRAWINGS

[0023] FIG.1 is a schematic representation of a system for
determining a camera pose, in accordance with one embodi-
ment of the present disclosure;

[0024] FIG. 2 is a perspective view of an aircraft wing
portal, in accordance with another embodiment;

[0025] FIG. 3 is a flowchart illustrating an example pro-
cess or method for determining a camera pose, in accordance
with another embodiment;

[0026] FIG. 4 is an image of the aircraft wing portal of
FIG. 2 with segmented contour points, in accordance with
another embodiment;

[0027] FIG. 5 is a reference model of the aircraft wing
portal of FIG. 2, in accordance with another embodiment;
and

[0028] FIG. 6 is another flowchart illustrating an example
process or method for determining a camera pose, in accor-
dance with another embodiment.

[0029] While the present disclosure is susceptible to vari-
ous modifications and alternative constructions, certain
illustrative embodiments thereof will be shown and
described below in detail. The disclosure is not limited to the
specific embodiments disclosed, but instead includes all
modifications, alternative constructions, and equivalents
thereof.

DETAILED DESCRIPTION

[0030] Referring now to the drawings, and with specific
reference to FIG. 1, a system 20 for determining a camera
pose relative to an object 22 is shown, in accordance with
certain embodiments of the present disclosure. The system
20 includes a camera 24 and a processing unit 26 in
operative communication with the camera 24. The camera
24 is configured to produce a two-dimensional (2D) image
of the object 22. In one embodiment, the camera 24 com-
prises a single calibrated monocular camera, although other
types of cameras may be used.

[0031] Furthermore, the camera 24 is operatively mounted
on a robot 30. However, the systems and methods disclosed
herein are applicable to cameras that are not mounted on
robots as well. In an embodiment, the robot 30 is configured
to perform work on the object 22 and includes an end
effector 32 and a robot controller 34. The end effector 32 is
configured to be deployed into the object 22, while the robot
controller 34 is configured to control movement of the end
effector 32 and the robot 30.
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[0032] For instance, as shown in FIG. 2, the object 22 is
a portal 36 in an aircraft wing 38. The object 22 includes a
contour 40 and a unique feature 42. In the example of FIG.
2, the contour 40 of the object 22 is an outline 44 of the
aircraft wing portal 36, and the unique feature 42 of the
object 22 is a notch 46 in the outline 44 of the aircraft wing
portal 36. However, the object 22, the contour 40, and the
unique feature 42 can be of any other type. In addition, the
object 22 may be relatively featureless except for one unique
feature, or may alternatively have more than one unique
feature.

[0033] In order to deploy the end effector 32 of the robot
30 into the portal 36 of the aircraft wing 38, the robot 30 is
advantageously positioned in a correct location. A pose,
defined herein as a position and an orientation, of the robot
30 is determined in order to correctly position the robot 30
relative to the portal 36. The robot pose can be determined
from the pose, or the position and the orientation, of the
camera 24 relative to the portal 36 of the aircraft wing 38.
The camera pose is determined by the processing unit 26
from a 2D image of the object 22 produced by the camera
24.

[0034] Referring back to FIG. 1, the processing unit 26 is
in operative communication with the camera 24 and the
robot 30, such as with the robot controller 34. The process-
ing unit 26 is implemented using one or more of a processor,
a microprocessor, a microcontroller, a digital signal proces-
sor (DSP), a field-programmable gate array (FPGA), an
electronic control module (ECM), an electronic control unit
(ECU), and a processor-based device that may include or be
associated with a non-transitory computer readable storage
medium having stored thereon computer-executable instruc-
tions, or any other suitable means for electronically control-
ling functionality of the system 20.

[0035] For example, the processing unit 26 may be con-
figured to operate according to predetermined algorithms or
sets of instructions for operating the system 20. Such algo-
rithms or sets of instructions may be programmed or incor-
porated into a memory 28 associated with or at least acces-
sible to the processing unit 26. The memory 28 may
comprise a non-volatile memory provided within and/or
external to the processing unit 26. It is understood that the
processing unit 26 and the system 20 may include other
hardware, software, firmware, and combinations thereof.
[0036] Similarly, the robot controller 34 comprises a pro-
cessor-based device with an associated memory for elec-
tronically controlling functionality of the robot 30 and the
end effector 32. In one embodiment, the processing unit 26
is configured to receive the 2D image of the object 22
produced by the camera 24, determine the pose of the
camera 24 relative to the object 22 using the 2D image, and
send signals indicative of the determined camera pose to the
robot controller 34. In this embodiment, the robot controller
34 is configured to determine the pose of the robot 30 based
on the determined camera pose and position the robot 30 for
deployment of the end effector 32 into the object 22 based
on the determined robot pose.

[0037] Referring now to FIG. 3, with continued reference
to FIGS. 1 and 2, a flowchart illustrating an example
algorithm or process 70 for determining a camera pose is
shown, in accordance with another embodiment. In an
embodiment, the example algorithm or process 70 is pro-
grammed into the memory 28 of the processing unit 26. At
block 72, the processing unit 26 receives an image of the
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object 22 from the camera 24. For instance, the camera 24
produces an image 48 of the portal 36, as shown in FIG. 4,
and sends data indicative of the image 48 to the processing
unit 26.

[0038] At block 74, pre-processing techniques are applied
to the image data. Camera calibration information is used in
the pre-processing techniques. Examples of pre-processing
techniques include un-distortion of the image 48, conversion
of the image 48 to gray-scale, and smoothing of the image
48. However, other techniques may also be used. At block
76, the object 22, such as the portal 36, is identified in the
image 48. In one embodiment, blob analysis is used to
identify the object 22, although other techniques may be
used. For example, using blob analysis, a largest blob in the
image 48 is identified as the portal 36.

[0039] At block 78, the contour 40 of the object 22 is
identified in the image 48. Blob analysis and/or edge detec-
tion is used to identify the contour 40 of the object 22, such
as the outline 44 of the portal 36. However, other techniques
may be used. At block 80, the unique feature 42 of the object
22 is identified in the image 48. Pattern matching, edge
detection, and other techniques are used to identify the
unique feature 42. For instance, after the contour 40 of the
object 22 is identified, the unique feature 42, such as the
notch 46, is identified on the contour 40 of the object 22. At
block 82, a location of the unique feature 42 in the image 48
is obtained from identifying the unique feature 42 at block
80.

[0040] At block 84, the contour 40 of the object 22 in the
image 48 is segmented into a plurality of points 50 (FIG. 4).
More specifically, after identification of the unique feature
42 on the contour 40, the unique feature 42 is used as a
starting point 52 (FIG. 4) to traverse the contour 40 in the
image 48 and synthesize the plurality of points 50 via
segmentation. Synthesis of the plurality of points 50 results
in equidistant segments 54 (FIG. 4). In addition, the unique
feature 42 provides a point of reference to begin contour
segmentation. In an embodiment, the processing unit 26 is
programmed to perform contour segmentation to synthesize
the plurality of points 50 via Freeman chain code. However,
other algorithms may be used.

[0041] A number for the plurality of points 50 can be
predetermined and preprogrammed into the memory 28 of
the processing unit 26. In an embodiment, at least four points
are synthesized on the contour 40 of the object 22. The
predetermined number for the plurality of points 50 may be
a function of the camera 24, the object 22, a size of the object
22, and the like. In one example, the number of synthesized
points may be one hundred, and in another example, the
number of synthesized points may be fifty. However, other
numbers of synthesized points may be used.

[0042] In the example of FIG. 4, starting at the notch 46
in the image 48, the outline 44 of the aircraft wing portal 36
is traversed in a clockwise direction or a counterclockwise
direction and segmented by synthesizing the plurality of
points 50. The processing unit 26 divides the outline 44 in
the image 48 into equidistant points 50 and segments 54
based on the number of points preprogrammed into the
memory 28. For instance, the processing unit 26 arranges the
plurality of points 50 on the outline 44 such that the notch
46 is the first point on the contour 40. In so doing, contour
segmentation allows for identification of only one feature of
the object 22 to determine the camera pose.
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[0043] Referring back to the flowchart of FIG. 3, after
contour segmentation in the image 48, at block 84, the
plurality of points 50 on the contour 40 of the object 22 in
the image 48, or image points, are generated at block 86. At
block 88, a three-dimensional (3D) reference model 56
(FIG. 1) of the object 22 is preprogrammed into the memory
28 of the processing unit 26. For instance, the reference
model includes data indicative of a geometry, design, scale,
and feature coordinates of the object 22 in 3D space.
[0044] In one embodiment, the reference model 56 is a
computer-aided design (CAD) model. An example of the
reference model 56 of the aircraft wing portal 36 is shown
in FIG. 5. The reference model 56 also includes the seg-
mented contour 40 with a same number of a plurality of
points 60 as synthesized in the image 48. More specifically,
the same number of points is synthesized along the contour
40 of the object 22 in the reference model 56 as synthesized
in the image 48.

[0045] In the example of FIG. 5, similar to contour seg-
mentation in the image 48, the contour 40 or the outline 44
of the aircraft wing portal 36 in the reference model 56 is
traversed and segmented with the unique feature 42 as the
starting point. The processing unit 26 divides the outline 44
in the reference model 56 into the same number of equidis-
tant points 60 and segments as in the image 48, based on the
number of points preprogrammed into the memory 28. For
instance, the processing unit 26 arranges the plurality of
points 60 on the outline 44 such that the notch 46 is the first
point on the contour 40 in the reference model 56.

[0046] The plurality of points 60 on the contour 40 of the
object 22 in the reference model 56, or CAD data points, are
generated, such as at block 88. At block 90, the unique
feature 42 of the object 22 is identified in the reference
model 56 using the data preprogrammed into the memory
28. At block 92, a feature location in the reference model 56
is obtained from identifying the unique feature 42. In
addition, data from blocks 88, 90, and 92 associated with the
reference model 56 are preprogrammed into the memory 28
of the processing unit 26.

[0047] At block 94, point correspondence between the
CAD data points and the image points is determined. More
specifically, the points synthesized in the reference model 56
are aligned with the points synthesized in the image 48. The
plurality of points 60 from the segmented contour 40 in the
reference model 56 are correlated to the plurality of points
50 from the segmented contour 40 in the image 48. For each
of the correlated points in the segmented contour 40, there
are (u, v) coordinates from the 2D image 48 and (x, vy, 7)
coordinates from the 3D reference model 56.

[0048] At block 96, the camera pose is calculated based on
the correlated points from block 94. In an embodiment, the
perspective-n-point problem is used to calculate the camera
pose using the (u, v) coordinates and the (x, y, z) coordinates
for each of the correlated points. The perspective-n-point
problem also uses the camera calibration information. For
instance, the (u, v) coordinates, the (X, y, z) coordinates, and
the camera calibration information are input into the per-
spective-n-point problem, which then outputs the camera
pose, or the position and the orientation of the camera 24 in
3D space. At block 98, a rough estimate of the camera pose
is obtained from the perspective-n-point problem.

[0049] At block 100, nonlinear optimization is performed
on the rough estimate of the camera pose. The nonlinear
optimization minimizes a total projection error from projec-
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tion or re-projection between the CAD data points and the
image points. More specifically, an error for each of the
correlated points is a distance between a CAD data point and
its corresponding image point, which is also known as the
Euclidean distance. The total projection error is the sum of
the squares of the Euclidean distances for all the correlated
points. In one embodiment, the total projection error is
determined using camera homography via lens equations.
[0050] For example, gradient descent, a type of nonlinear
optimization, is used to minimize the total projection error.
However, other types of nonlinear optimization may be
used. Furthermore, at block 102, the nonlinear optimization
is bounded, or constrained between a lower optimization
bound and an upper optimization bound. However, the
nonlinear optimization may also be unbounded.

[0051] In bounded nonlinear optimization, parameters of
the camera pose, such as a translation and a rotation, are
continuously modified between the lower optimization
bound and the upper optimization bound. For instance, the
lower and upper optimization bounds are preprogrammed
into the memory 28 of the processing unit 26 based on
predetermined knowledge of allowed error in the robotic
manufacturing process of the object. In addition, the lower
and upper optimization bounds are a function of the total
projection error.

[0052] Atblock 104, a refined estimate of the camera pose
is generated from nonlinear optimization of the rough esti-
mate of the camera pose. The nonlinear optimization con-
verges minimization of the total projection error when a
solution is found or a change in the total projection error is
less than a specified tolerance. In an embodiment, the
specified tolerance is a predetermined acceptable pixel error
in the robotic manufacturing process of the object.

[0053] For example, the specified tolerance is prepro-
grammed into the memory 28 of the processing unit 26,
which is configured to stop performance of the nonlinear
optimization at the specified tolerance. The refined estimate
of the camera pose is used to determine the robot pose. In
one embodiment, a signal indicative of the refined estimate
of the camera pose generated from the nonlinear optimiza-
tion and/or the robot pose is sent from the processing unit 26
to the robot controller 34 of the robot 30.

[0054] In this embodiment, based on the camera pose
and/or the robot pose, the robot controller 34 then positions
the robot 30 such that deployment of the end effector 32 is
directed into the object 22. For instance, the robot controller
34 positions the robot 30 in a correct position for the end
effector 32 to be deployed into the portal 36 without col-
liding into the aircraft wing 38. In so doing, damage to the
robot 30 and the aircraft wing 38 may be prevented by
determining a refined estimate of the camera pose.

[0055] Referring now to FIG. 6, with continued reference
to FIGS. 1-5, a flowchart illustrating another example algo-
rithm or process 120 for determining a camera pose is
shown, in accordance with another embodiment. In an
embodiment, the example algorithm or process 120 is pro-
grammed into the memory 28 of the processing unit 26. At
block 122, the image 48 of the object 22 is received from the
camera 24.

[0056] The unique feature 42 of the object 22 is identified
in the image 48, at block 124. At least four points on the
contour 40 of the object 22 are synthesized using the unique
feature 42 as a starting point, at block 126. At block 128, the
same number of points on the contour 40 of the object 22 in
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the CAD model, or reference model 56, are synthesized as
the at least four points synthesized in the image 48. The
points from the contour 40 in the CAD model, or reference
model 56, are correlated to the contour 40 in the image 48,
at block 130. At block 132, the camera pose is determined
based on the correlated points.
[0057] From the foregoing, it can be seen that the teach-
ings of this disclosure can find industrial application, tech-
nical effects and benefits in any number of different situa-
tions, including but not limited to, manufacturing of
complex products, such as aircraft. The present disclosure
provides systems and methods for determining a camera
pose. More specifically, the disclosed systems and methods
are used to determine the pose of a monocular camera. The
monocular camera may be mounted to a robot used in
manufacturing of aircraft.
[0058] In particular, the disclosed systems and methods
identify one unique feature on a contour of an object. The
disclosed systems and methods then utilize the one unique
feature as a starting point for segmentation of the contour.
By implementing contour segmentation, at least four points
may be synthesized in the image and the reference model for
solving of the perspective-n-point problem. In so doing,
identification of only one unique feature is necessary to
estimate camera pose, as opposed to prior art applications in
which identification of four unique features was necessary to
solve the perspective-n-point problem. As a result, camera
pose estimation relative to a generally featureless object may
be achieved.
[0059] It is to be understood that the flowcharts in FIGS.
3 and 6 are shown and described as examples only to assist
in disclosing the features of the disclosed systems, and that
more or less steps than shown may be included in the
processes corresponding to the various features described
above for the disclosed system without departing from the
scope of the disclosure.
[0060] While the foregoing detailed description has been
given and provided with respect to certain specific embodi-
ments, it is to be understood that the scope of the disclosure
should not be limited to such embodiments, but that the
same are provided simply for enablement and best mode
purposes. The breadth and spirit of the present disclosure is
broader than the embodiments specifically disclosed and
encompassed within the claims appended hereto. Moreover,
while some features are described in conjunction with
certain specific embodiments, these features are not limited
to use with only the embodiment with which they are
described, but instead may be used together with or separate
from, other features disclosed in conjunction with alternate
embodiments.
1. A system for determining a camera pose relative to an
object including a unique feature, comprising:
a monocular camera configured to produce a two-dimen-
sional (2D) image of the object; and
a processing unit in operative communication with the
monocular camera, the processing unit configured to:
identify a contour of the object in the 2D image;
identify the unique feature of the object in the 2D image
produced by the monocular camera,
synthesize at least four points along the contour of the
object in the 2D image using the identified unique
feature as a starting point,
synthesize a same number of points as synthesized in
the 2D image along the contour of the object in a
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three-dimensional (3D) reference model, the 3D
reference model preprogrammed into a memory of
the processing unit,

correlate the points from the 3D reference model to the
2D image, and

determine a pose of the monocular camera based on the
correlated points.

2. The system of claim 1, wherein the processing unit is
further configured to use blob analysis to identify the
contour of the object in the 2D image.

3. The system of claim 1, wherein the processing unit is
further configured to use one of pattern matching or edge
detection to identify the unique feature in the 2D image.

4. The system of claim 1, wherein the processing unit is
further configured to divide the contour of the object in the
2D image into equidistant segments when synthesizing the
at least four points.

5. The system of claim 4, wherein the processing unit is
further configured to divide the contour of the object in the
3D reference model into a same number of equidistant
segments as divided in the 2D image when synthesizing the
same number of points in the 3D reference model.

6. The system of claim 1, wherein the processing unit is
further configured to generate a rough estimate of the pose
of'the monocular camera from correlation of the points from
the 3D reference model to the 2D image using a perspective-
n-point problem.

7. The system of claim 6, wherein the processing unit is
further configured to generate a refined estimate of the pose
of the monocular camera by performing nonlinear optimi-
zation on the rough estimate of the pose.

8. The system of claim 7, wherein the monocular camera
is mounted on a robot including an end effector configured
to be deployed into the object, and a robot controller
configured to control movement of the end effector, the robot
controller in operative communication with the end effector
and the processing unit.

9. The system of claim 8, wherein the processing unit is
further configured to send a signal indicative of the refined
estimate of the pose of the monocular camera to the robot
controller for deployment of the end effector into the object.

10. The system of claim 7, wherein the nonlinear optimi-
zation is constrained between a lower optimization bound
and an upper optimization bound.

11. The system of claim 10, wherein the processing unit
is further configured to stop performance of the nonlinear
optimization at a specified tolerance.

12. A method for determining a camera pose, comprising:

receiving 2D image of an object from a monocular

camera;

identifying a contour of the object in the 2D image;

identifying, in the 2D image, a unique feature of the

object;

using the identified unique feature as a starting point to

synthesize at least four points on the contour of the
object in the 2D image;
synthesizing a same number of points as synthesized in
the 2D image on the contour of the object in a three
dimensional (3D) computer-aided design model;

correlating the points from the contour in the 3D com-
puter-aided design model to the contour in the 2D
image; and
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determining a pose of the monocular camera based on the

correlated points.

13. The method of claim 12, further comprising:

dividing the contour of the object in the 2D image into

equidistant segments starting at the identified unique
feature in order to synthesize the at least four points;
and

dividing the contour of the object in the 3D computer-

aided design model into a same number of equidistant
segments as divided in the 2D image in order to
synthesize the same number of points in the 3D com-
puter-aided design model as the at least four points in
the 2D image.

14. The method of claim 12, further comprising using
re-projection to correlate the points from the contour in the
3D computer-aided design model to the points from the
contour in the 2D image.

15. The method of claim 14, further comprising minimiz-
ing a total projection error from re-projection via gradient
descent.

16. The method of claim 15, further comprising converg-
ing minimization of the total projection error at a specified
tolerance.

17. A non-transitory computer-readable storage medium
storing instructions which when executed by a processor
determines a pose of a monocular camera relative to an
object, the non-transitory computer-readable storage
medium comprising instructions for:

storing a three-dimensional (3D) reference model of the

object;

receiving a two-dimensional (2D) image of the object

captured by the monocular camera;

identifying a contour of the object in the 2D image;

identifying a unique feature on the contour of the object

in the 2D image;

synthesizing at least four points on the contour in the 2D

image by starting at the unique feature, traversing the
contour, and dividing the contour into equidistant seg-
ments;

synthesizing a same number of points as synthesized in

the 2D image on a contour of the object in the 3D
reference model; and

aligning the points synthesized in the 3D reference model

with the at least four points synthesized in the 2D image
to generate a rough estimate of the pose of the mon-
ocular camera.

18. The non-transitory computer-readable storage
medium of claim 17, further comprising instructions for
calculating a perspective-n-point problem on the aligned
points synthesized from the 3D reference model to the 2D
image in order to generate the rough estimate of the pose of
the monocular camera.

19. The non-transitory computer-readable storage
medium of claim 18, further comprising instructions for
using lens equations to calculate a total projection error
based on the rough estimate of the pose of the monocular
camera.

20. The non-transitory computer-readable storage
medium of claim 19, further comprising instructions for
performing bounded nonlinear optimization to minimize the
total projection error and generate a refined estimate of the
pose of the monocular camera.
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