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S1 

Train an adversarial learning network , to obtain an updated adversarial learning 
network , where the training an adversarial learning network , to obtain an updated 
adversarial learning network specifically includes : inputting a feature vector and a 
mode vector of a normal training sample into the adversarial learning network , 
performing adversarial learning by using a discriminator and a generator , and 

updating the generator and the discriminator , so that the generator fits a distribution 
of the normal training sample ; inputting the feature vector and the mode vector after interpolation processing into the adversarial learning network , performing adversarial 
learning by using an encoder and the generator , and updating the generator and the 
encoder , so that the generator leams a potential mode of the normal training sample ; 
and repeating the operations to iteratively train the adversarial learning network until 

a current quantity of iterations reaches a maximum quantity of iterations , to obtain the 
updated adversarial learning network , where the adversarial learning network 

includes the generator , the discriminator , and the encoder 

S2 Construct an anomaly evaluation function in the updated adversarial learning network 
according to a reconstruction error generated during training , and construct the 

updated adversarial learning network into an anomaly detection model 

S3 Perform anomaly detection on inputted detection data by using the anomaly detection 
model , to obtain an anomaly detection result 
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Train an adversarial learning network , to obtain an updated adversarial learning 
network , where the training an adversarial learning network , to obtain an updated 
adversarial learning network specifically includes : inputting a feature vector and a 
mode vector of a normal training sample into the adversarial learning network , 
performing adversarial learning by using a discriminator and a generator , and 

updating the generator and the discriminator , so that the generator fits a distribution 
of the normal training sample ; inputting the feature vector and the mode vector after 
interpolation processing into the adversarial learning network , performing adversarial 
learning by using an encoder and the generator , and updating the generator and the 
encoder , so that the generator learns a potential mode of the normal training sample ; 
and repeating the operations to iteratively train the adversarial learning network until 
a current quantity of iterations reaches a maximum quantity of iterations , to obtain the 

updated adversarial learning network , where the adversarial learning network 
includes the generator , the discriminator , and the encoder 

S2 Construct an anomaly evaluation function in the updated adversarial learning network 
according to a reconstruction error generated during training , and construct the 

updated adversarial learning network into an anomaly detection model 

S3 Perform anomaly detection on inputted detection data by using the anomaly detection 
model , to obtain an anomaly detection result 
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Input : X , G , E , D , iter , nepochs 

Output : G.E.D 

1 Initialize X , G , E , D , iter = 1 , nepochs , o , c 

2 repeat 

ce 

Sample ze and Zn , 20 

[ 

- ~~ ( 0,0 % ) , zn ~ U?1 , c ) ; Generate an interpolated image Xgen G ( Ze , Zn ) ; 5 Calculate D ( Xgen ) , and then update G according to formula ( 1 ) 6 Calculate D ( X ) , and then update D according to formula ( 1 ) 

??? 

Perform an interpolation operation , zit = 1,2,2 = 1,2,3 

4 

int 
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int 

8 Generate interpolated images in the same mode and between different 

Gaz modes : Xsame = G ( zn . Ze ) , Xdif 

z ¢ ) , Xdif - G ( Zn , z ) ; 

9 Calculate Lcircle for Xsame by using formula ( 2 ) 

) ll 

10 Calculate a reconstruction error , Lrecon = 1 X - G ( E ( X ) ) || ; 
11 Calculate an interpolation error Linterpolation for Xdir by using formula ( 3 ) 

12 Update D and E according to formula ( 4 ) 

13 until iter < nepochs ; 

int 

FIG . 3 
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ANOMALY DETECTION METHOD AND 
APPARATUS FOR MULTI - TYPE DATA 

CROSS REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] The present application claims the benefit of Chi 
nese Patent Application No. 202110181592.1 filed on Feb. 9 , 
2021 , the contents of which are incorporated herein by 
reference in their entirety . 

TECHNICAL FIELD 

[ 0002 ] The present disclosure relates to the field of 
anomaly detection technologies , and in particular , to an 
anomaly detection method and apparatus for multi - type 
data . 

BACKGROUND 

a 

[ 0003 ] In recent years , with the increasing amount of data , 
anomaly detection technologies have attracted extensive 
attention . At present , proposed anomaly detection algo 
rithms can be roughly classified as an approximation - based 
anomaly detection algorithm and a model - based anomaly 
detection algorithm . 
[ 0004 ] The approximation - based anomaly detection algo 
rithm is used to determine whether a test sample is abnormal 
according to a degree of approximation between the test 
sample and a normal sample . The approximation - based 
anomaly detection algorithm requires all normal samples to 
participate in an operation of the degree of approximation in 
each anomaly detection . The expansion of data scale also 
increases the operation pressure , and the approximation 
based anomaly detection algorithm is difficult to be applied 
to a real anomaly detection scenario . 
[ 0005 ] The model - based anomaly detection algorithm is 
used to learn a feature and a distribution of a normal sample 
by a large quantity of normal data , and determine whether a 
test sample is abnormal by calculating a distribution differ 
ence between the test sample and a normal sample at a 
detection stage . The model - based anomaly detection algo 
rithm is usually used to learn the normal sample as a unified 
mode , ignoring a characteristic that the normal sample 
includes a variety of potential modes in real life . For 
example , in X - ray pictures , classified according to sex , 
samples include male and female modes , and classified 
according to a body shape , samples include fat and thin 
modes . It is difficult to accurately capture an effective mode 
of the normal sample , different from the abnormal sample , 
and the accuracy of anomaly detection cannot be further 
improved 

an adversarial learning network , to obtain an updated adver 
sarial learning network specifically includes : 
[ 0009 ] inputting a feature vector and a mode vector of a 
normal training sample into the adversarial learning net 
work , performing adversarial learning by a discriminator 
and a generator , and updating the generator and the dis 
criminator , so that the generator fits a distribution of the 
normal training sample ; 
[ 0010 ] inputting the feature vector and the mode vector 
after interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder and 
the generator , and updating the generator and the encoder , so 
that the generator learns a potential mode of the normal 
training sample ; and 
[ 0011 ] repeating the operations to iteratively train the 
adversarial learning network until a current quantity of 
iterations reaches a maximum quantity of iterations , to 
obtain the updated adversarial learning network , where the 
adversarial learning network includes the generator , the 
discriminator , and the encoder ; 
[ 0012 ] constructing an anomaly evaluation function in the 
updated adversarial learning network according to a recon 
struction error generated during training , and constructing 
the updated adversarial learning network into an anomaly 
detection model ; and 
[ 0013 ] performing anomaly detection on inputted detec 
tion data by the anomaly detection model , to obtain an 
anomaly detection result . 
[ 0014 ] Further , before the inputting a feature vector and a 
mode vector of a normal training sample into the adversarial 
learning network , performing adversarial learning by a dis 
criminator and a generator , and updating the generator and 
the discriminator , so that the generator fits a distribution of 
the normal training sample , the method further includes : 
[ 0015 ] acquiring the feature vector from a feature vector 
set of the normal training sample , and acquiring the mode 
vector corresponding to the feature vector from a mode 
vector set of the normal training sample . 
[ 0016 ] Further , the inputting a feature vector and a mode 
vector of a normal training sample into the adversarial 
learning network , performing adversarial learning by a dis 
criminator and a generator , and updating the generator and 
the discriminator , so that the generator fits a distribution of 
the normal training sample specifically includes : 
[ 0017 ] inputting the feature vector and the mode vector 
into the generator , so that the generator generates first 
image according to the feature vector and the mode vector ; 
[ 0018 ] inputting the first image into the discriminator , and 
obtaining an anomaly evaluation of the discriminator for the 
first image ; 
[ 0019 ] updating the generator according to the anomaly 
evaluation , so that the generator fits the distribution of the 
normal training sample ; and 
[ 0020 ] inputting the normal training sample into the dis 
criminator , and updating the discriminator with reference to 
the anomaly evaluation . 
[ 0021 ] Further , the inputting the feature vector and the 
mode vector after interpolation processing into the adver 
sarial learning network , performing adversarial learning by 
an encoder and the generator , and updating the generator and 
the encoder , so that the generator learns a potential mode of 
the normal training sample specifically includes : 

a 

SUMMARY 

[ 0006 ] To overcome the defects of the related art , the 
present disclosure provides an anomaly detection method 
and apparatus for multi - type data , which can perform 
anomaly detection on multi - type data , to further improve the 
accuracy of anomaly detection . 
[ 0007 ] To resolve the technical problems , according to a 
first aspect , an embodiment of the present disclosure pro 
vides an anomaly detection method for multi - type data , 
including : 
[ 0008 ] training an adversarial learning network , to obtain 
an updated adversarial learning network , where the training 
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[ 0022 ] respectively performing interpolation processing 
on the feature vector and the mode vector , to obtain an 
interpolated feature vector and an interpolated mode vector ; 
[ 0023 ] inputting the interpolated feature vector and the 
interpolated mode vector into the generator , so that the 
generator generates a second image and a third image 
according to the interpolated mode vector and the interpo 
lated feature vector , and respectively calculating current 
network losses according to the second image and the third 
image ; 
[ 0024 ] inputting the normal training sample into the 
encoder , so that the encoder reversely inputs an extracted 
reconstruction feature vector and an extracted reconstruction 
mode vector into the generator , and calculating a current 
reconstruction error ; and 
[ 0025 ] updating the generator and the encoder according 
to the current network losses and the current reconstruction 
error , so that the generator learns the potential mode of the 
normal training sample . 
[ 0026 ] Further , the constructing an anomaly evaluation 
function in the updated adversarial learning network accord 
ing to a reconstruction error generated during training , and 
constructing the updated adversarial learning network into 
an anomaly detection model specifically includes : 
[ 0027 ] calculating the reconstruction error generated dur 
ing training , and converting the reconstruction error into a 
maximum likelihood probability ; 
[ 0028 ] constructing the anomaly evaluation function of 
the updated adversarial learning network according to the 
maximum likelihood probability ; and 
[ 0029 ] constructing the updated adversarial learning net 
work into the anomaly detection model after the anomaly 
evaluation function is constructed . 
[ 0030 ] According to a second aspect , an embodiment of 
the present disclosure provides an anomaly detection appa 
ratus for multi - type data , including : 
[ 0031 ] an adversarial learning network training module , 
configured to train an adversarial learning network , to obtain 
an updated adversarial learning network , where the training 
an adversarial learning network , to obtain an updated adver 
sarial learning network specifically includes : 
[ 0032 ] inputting a feature vector and a mode vector of a 
normal training sample into the adversarial learning net 
work , performing adversarial learning by a discriminator 
and a generator , and updating the generator and the dis 
criminator , so that the generator fits a distribution of the 
normal training sample ; 
[ 0033 ] inputting the feature vector and the mode vector 
after interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder and 
the generator , and updating the generator and the encoder , so 
that the generator learns a potential mode of the normal 
training sample ; and 
[ 0034 ] repeating the operations to iteratively train the 
adversarial learning network until a current quantity of 
iterations reaches a maximum quantity of iterations , to 
obtain the updated adversarial learning network , where the 
adversarial learning network includes the generator , the 
discriminator , and the encoder , 
[ 0035 ] an anomaly detection model construction module , 
configured to construct an anomaly evaluation function in 
the updated adversarial learning network according to a 

reconstruction error generated during training , and construct 
the updated adversarial learning network into an anomaly 
detection model ; and 
[ 0036 ] a data anomaly detection module , configured to 
perform anomaly detection on inputted detection data by the 
anomaly detection model , to obtain an anomaly detection 
result . 
[ 0037 ] Further , before the inputting a feature vector and a 
mode vector of a normal training sample into the adversarial 
learning network , performing adversarial learning by a dis 
criminator and a generator , and updating the generator and 
the discriminator , so that the generator fits a distribution of 
the normal training sample , the adversarial learning network 
training module is further configured to : 
[ 0038 ] acquire the feature vector from a feature vector set 
of the normal training sample , and acquire the mode vector 
corresponding to the feature vector from a mode vector set 
of the normal training sample . 
[ 0039 ] Further , the inputting a feature vector and a mode 
vector of a normal training sample into the adversarial 
learning network , performing adversarial learning by a dis 
criminator and a generator , and updating the generator and 
the discriminator , so that the generator fits a distribution of 
the normal training sample specifically includes : 
[ 0040 ] inputting the feature vector and the mode vector 
into the generator , so that the generator generates a first 
image according to the feature vector and the mode vector ; 
[ 0041 ] inputting the first image into the discriminator , and 
obtaining an anomaly evaluation of the discriminator for the 
first image ; 
[ 0042 ] updating the generator according to the anomaly 
evaluation , so that the generator fits the distribution of the 
normal training sample ; and 
[ 0043 ] inputting the normal training sample into the dis 
criminator , and updating the discriminator with reference to 
the anomaly evaluation . 
[ 0044 ] Further , the inputting the feature vector and the 
mode vector after interpolation processing into the adver 
sarial learning network , performing adversarial learning by 
an encoder and the generator , and updating the generator and 
the encoder , so that the generator learns a potential mode of 
the normal training sample specifically includes : 
[ 0045 ] respectively performing interpolation processing 
on the feature vector and the mode vector , to obtain an 
interpolated feature vector and an interpolated mode vector ; 
[ 0046 ] inputting the interpolated feature vector and the 
interpolated mode vector into the generator , so that the 
generator generates a second image and a third image 
according to the interpolated mode vector and the interpo 
lated feature vector , and respectively calculating current 
network losses according to the second image and the third 
image ; 
[ 0047 ] inputting the normal training sample into the 
encoder , so that the encoder reversely inputs an extracted 
reconstruction feature vector and an extracted reconstruction 
mode vector into the generator , and calculating a current 
reconstruction error ; and 
[ 0048 ] updating the generator and the encoder according 
to the current network losses and the current reconstruction 
error , so that the generator learns the potential mode of the 
normal training sample . 
[ 0049 ] Further , the constructing an anomaly evaluation 
function in the updated adversarial learning network accord 
ing to a reconstruction error generated during training , and 
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constructing the updated adversarial learning network into 
an anomaly detection model specifically includes : 
[ 0050 ] calculating the reconstruction error generated dur 
ing training , and converting the reconstruction error into a 
maximum likelihood probability ; 
[ 0051 ] constructing the anomaly evaluation function of 
the updated adversarial learning network according to the 
maximum likelihood probability ; and 
[ 0052 ] constructing the updated adversarial learning net 
work into the anomaly detection model after the anomaly 
evaluation function is constructed . 
[ 0053 ] The embodiments of the present disclosure have 
the following beneficial effects : 
[ 0054 ] An adversarial learning network is trained , so that 
a generator in the adversarial learning network fits a distri 
bution of a normal training sample and learns a potential 
mode of the normal training sample , to obtain an updated 
adversarial learning network , an anomaly evaluation func 
tion in the updated adversarial learning network is con 
structed according to a reconstruction error generated during 
training , and the updated adversarial learning network is 
constructed into an anomaly detection model , to perform 
anomaly detection on inputted detection data by the anomaly 
detection model , to obtain an anomaly detection result , so 
that anomaly detection can be performed on multi - type data , 
thereby improving the accuracy of anomaly detection . 

a 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0055 ] FIG . 1 is a schematic flowchart of an anomaly 
detection method for multi - type data according to a first 
embodiment of the present disclosure . 
[ 0056 ] FIG . 2 is a schematic structural diagram of an 
adversarial learning network according to a first embodi 
ment of the present disclosure . 
[ 0057 ] FIG . 3 is a flowchart of a training algorithm of an 
adversarial learning network according to a first embodi 
ment of the present disclosure . 
[ 0058 ] FIG . 4 is a schematic structural diagram of an 
anomaly detection apparatus for multi - type data according 
to a second embodiment of the present disclosure . 

[ 0063 ] inputting a feature vector and a mode vector of a 
normal training sample into the adversarial learning net 
work , performing adversarial learning by a discriminator 
and a generator , and updating the generator and the dis 
criminator , so that the generator fits a distribution of the 
normal training sample ; 
[ 0064 ] inputting the feature vector and the mode vector 
after interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder and 
the generator , and updating the generator and the encoder , so 
that the generator learns a potential mode of the normal 
training sample ; and 
[ 0065 ] repeating the operations to iteratively train the 
adversarial learning network until a current quantity of 
iterations reaches a maximum quantity of iterations , to 
obtain the updated adversarial learning network , where the 
adversarial learning network includes the generator , the 
discriminator , and the encoder . 
[ 0066 ] S2 . Construct an anomaly evaluation function in 
he updated adversarial learning network according to a 
reconstruction error generated during training , and construct 
the updated adversarial learning network into an anomaly 
detection model . 
[ 0067 ] S3 . Perform anomaly detection on inputted detec 
tion data by the anomaly detection model , to obtain an 
anomaly detection result . 
[ 0068 ] It should be noted that the normal training sample 
is obtained by screening normal data . 
[ 0069 ] As shown in FIG . 2 , it is assumed that a distribution 
of normal data is formed by a plurality of modes , the normal 
data may be represented as a feature vector Zn and a mode 
vector Ze . The feature vector znis a d - dimensional vector and 
is used for indicating a feature representation of the normal 
data , which is recorded as z , ER ,; and the mode vector ze is 
a c - dimensional 0-1 vector ( which is a one - hot vector ) , and 
is used for indicating a mode category of the data , which is 
recorded as z.EE/ . E , is used for representing a 0-1 encoding 
set below . It is assumed that in the normal data , because data 
has similar feature , the data can be classified as the same 
mode , so that a common feature representation can be 
learned . Therefore , a feature of a mode of each normal data 
may be represented by a Gaussian distribution , that is , 
Zmi - N ( 0,0 % ) , i = 1 , ... , d . For convenience of writing , in this 
embodiment , the feature vector Zn is recorded as z , EN ( 0 , 
o ) , and the feature vector Z , and the mode vector Ze after 
interpolation processing are respectively represented as an 
interpolated feature vector za and an interpolated mode 
vector z int . The adversarial learning network includes a 
generator , a discriminator , and an encoder . The generator 
can generate a corresponding image according to an inputted 
feature vector and mode vector , that is , G ( • , • ) : ( R® , R ' ) > R ” , 
where Rº represents a c - dimensional vector set , and the 
generator mainly aims to fit a distribution of a normal 
training sample and learns a potential mode of the normal 
training sample . The encoder reversely learns and extracts a 
mode and a representation of an inputted image , that is , E : 
R " > ( R® , Rd ) . Therefore , mode information and feature 
representation information of the inputted image may be 
extracted by the learned encoder , then the mode information 
and the feature representation information are inputted to the 
generator , to reconstruct the inputted image , and the encoder 
extracts the mode information , to instruct the generator to 
learn the potential mode . The discriminator mainly instructs 

a 

DETAILED DESCRIPTION 

int 

[ 0059 ] The technical solutions in the present disclosure are 
clearly and completely described below with reference to the 
accompanying drawings in the present disclosure . Appar 
ently , the described embodiments are only a part rather than 
all of the embodiments of the present disclosure . Based on 
the embodiments of the present disclosure , all other embodi 
ments obtained by the person of ordinary skill in the art 
without creative efforts shall fall within the protection scope 
of the present disclosure . 
[ 0060 ] It should be noted that step numbers in this speci 
fication are only intended to facilitate explanation of specific 
embodiments , and are not used to limit a sequence of steps . 

First Embodiment 

[ 0061 ] As shown in FIG . 1 , an anomaly detection method 
for multi - type data provided by a first embodiment includes 
steps S1 to S3 . 
[ 0062 ] S1 . Train an adversarial learning network , to obtain 
an updated adversarial learning network , where the training 
an adversarial learning network , to obtain an updated adver 
sarial learning network specifically includes : 
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the generator to fit a distribution of normal data by perform 
ing adversarial learning with the generator . 
[ 0070 ] A training process of the adversarial learning net 
work is mainly divided into two stages for iteration . A main 
objective of a first stage is that the generator fits a distribu 
tion of a normal training sample and learns a potential mode 
of the normal training sample . The generator fits the distri 
bution of the normal training sample by performing adver 
sarial learning with the discriminator and learns the potential 
mode of the normal training sample by the encoder . A main 
objective of a second stage is that quality of the potential 
mode learned at the first stage is evaluated . By verifying 
whether the currently learned potential mode meets a char 
acteristic of a mode favorable to anomaly detection , mode a 
information favorable to anomaly detection is learned . The 
two stages are repeated continuously in the entire training 
process , to instruct the generator to successfully fit the 
distribution of the normal training sample , and the learned 
mode converges to a mode that is favorable to anomaly 
detection . 
[ 0071 ] In a preferred embodiment , before the inputting a 
feature vector and a mode vector of a normal training sample 
into the adversarial learning network , performing adver 
sarial learning by a discriminator and a generator , and 
updating the generator and the discriminator , so that the 
generator fits a distribution of the normal training sample , 
the method further includes : acquiring the feature vector 
from a feature vector set of the normal training sample , and 
acquiring the mode vector corresponding to the feature 
vector from a mode vector set of the normal training sample . 
[ 0072 ] In a preferred embodiment , the inputting a feature 
vector and a mode vector of a normal training sample into 
the adversarial learning network , performing adversarial 
learning by a discriminator and a generator , and updating the 
generator and the discriminator , so that the generator fits a 
distribution of the normal training sample specifically 
includes : inputting the feature vector and the mode vector 
into the generator , so that the generator generates a first 
image according to the feature vector and the mode vector ; 
inputting the first image into the discriminator , and obtaining 
an anomaly evaluation of the discriminator for the first 
image ; updating the generator according to the anomaly 
evaluation , so that the generator fits the distribution of the 
normal training sample ; and inputting the normal training 
sample into the discriminator , and updating the discrimina 
tor with reference to the anomaly evaluation . 
[ 0073 ] In a preferred embodiment , the inputting the fea 
ture vector and the mode vector after interpolation process 
ing into the adversarial learning network , performing adver 
sarial learning by an encoder and the generator , and updating 
the generator and the encoder , so that the generator learns a 
potential mode of the normal training sample specifically 
includes : respectively performing interpolation processing 
on the feature vector and the mode vector , to obtain an 
interpolated feature vector and an interpolated mode vector ; 
inputting the interpolated feature vector and the interpolated 
mode vector into the generator , so that the generator gen 
erates a second image and a third image according to the 
interpolated mode vector and the interpolated feature vector , 
and respectively calculating current network losses accord 
ing to the second image and the third image ; inputting the 
normal training sample into the encoder , so that the encoder 
reversely inputs an extracted reconstruction feature vector 
and an extracted reconstruction mode vector into the gen 

erator , and calculating a current reconstruction error ; and 
updating the generator and the encoder according to the 
current network losses and the current reconstruction error , 
so that the generator learns the potential mode of the normal 
training sample . 
[ 0074 ] Exemplarily , FIG . 3 is a flowchart of a training 
algorithm of an adversarial learning network . Before an 
adversarial learning network is trained , it is necessary to 
initialize a generator G , an encoder E , and a discriminator D. 
iter is a current quantity of steps for iteration , and nepochs 
is a set maximum quantity of steps for iteration . 
[ 0075 ] First , a batch of feature vectors z , are sampled from 
N ( 0,0 % ) , and mode categories required to be generated in 
this batch are sample from evenly distributed U [ 1 , c ] and 
then are converted to one - hot vectors , to obtain mode 
vectors Ze 
[ 0076 ] Subsequently , the obtained feature vectors Zn and 
the mode vectors Ze are inputted into the generator , so that 
the generator generates a batch of fake pictures Xgen ( that is , 
first images ) according to the feature vectors z , and the mode 
vectors Ze . The batch of pictures is inputted into the dis 
criminator , an evaluation of the discriminator is obtained , 
and then the generator is updated , so that the generator fits 
a distribution of a normal training sample . A real normal 
training sample is inputted into the discriminator , and the 
discriminator is updated according to the just evaluation for 
the fake picture . This process is adversarial learning between 
the generator and the discriminator . 
[ 0077 ] Subsequently , interpolation processing is per 
formed , and the mode learned at the first stage is evaluated . 
Interpolation processing is performed on the feature vectors 
Zn to obtain interpolated feature vectors z int = E , Zn and 
interpolated mode vectors z inteze in the same mode , and 
interpolation processing is performed on the mode vectors 
Ze to obtain interpolated feature vectors zintz , and inter 
polated mode vectors ze int between different modes . The 
vectors are inputted into the generator , so that the generator 
generates corresponding interpolated images Xsame ( that is , 
second images ) in the same mode and corresponding inter 
polated images Xdif ( that is , third images ) between different 
modes . Corresponding network losses Lcycle and Linterpolation 
are calculated according to characteristics of different inter 
polation processing . The real normal training sample is 
inputted into the encoder , so that the encoder inputs a 
reconstruction feature vector and a reconstruction mode 
vector that are extracted from the sample into the generator , 
to calculate a current reconstruction error . The generator and 
the encoder are updated according to the network losses and 
the reconstruction error , and the invalid mode information 
learned at the first stage is punished . 
[ 0078 ] The steps are repeated until an adversarial learning 
network model converges or a current quantity of iterations 
reaches a maximum quantity of iterations . 
[ 0079 ] In FIG . 3 , formula ( 1 ) is as follows : 

a 

Ladv = E Exceepin ~ N ( 0,02 ) log ( 1 – D ( G ( ze , Zn ) ) ) + Ex - Pn « ) log ( D ( X ) ) , ( 1 ) 

[ 0080 ] where in formula ( 1 ) , Lady is an overall loss func 
tion of a current adversarial learning network ; e , is a set of 
all categories of samples ; G ( Ze , Zn ) is an output image of the 
generator for Ze and Zn , and D ( G ( Zc , Zn ) ) is an evaluation of 
the discriminator for the output image of the generator ; 
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P , ( x ) = G * ( Ze , Zn ) , and G * is a current optimal generator ; and 
D ( X ) is an evaluation of the discriminator for an output 
image of the current optimal generator . 
[ 0081 ] Formula 2 is as follows : 

O slog p ( p ( x ; 0 ) ) = 1 , slog ( 9 ( x ; 0 ) ) < 1 . 
nc 

Lcycle = Ezeeey , Zm = ( 2 ( 2 ) * Zceer.Zn - N ( 0,02 ) H ( . , Zc ) + || ? , – Zall , 

[ 0082 ] where in formula ( 2 ) , e , is a set of all categories of 
samples ; H is a cross entropy , ( 2,2 ) = E ( G ( Z2 ) ) , , and 
2 , are respectively a reconstruction mode vector and a 
reconstruction feature vector outputted by the encoder . 
[ 0083 ] Formula ( 3 ) is as follows : 

[ 0091 ] A value range of the anomaly evaluation function 
is -1 < A ( x ) < -1 , and a larger value indicates a higher 
degree of anomaly of the sample . Data is actually classified 
as three categories of normal data , abnormal data far away 
from a normal distribution , and abnormal data close to the 
normal distribution by the anomaly evaluation function . For 
the normal data , there is log p ( x ; 0 ) = 1 , and the normal data 
may be roughly classified as any mode , for example , log 
q ( x ; 0 ) = 1 . Therefore there is A ( x ) = - 1 . For the abnormal data 
far away from the normal distribution , there is 

1 3 ) Linterpolation = Ezekerin E -- log , where logp ( x ; 0 ) = 0 , logg ( x ; 0 ) = ?? 

2. , 2. = E ( G ( Zc , Zn ) ) , = 

Therefore , 
[ 0092 ] 

1 
A ( x ) = -- 

?? 

[ 0084 ] where in formula ( 3 ) , Ez € 0,7 , is sample ( 20 , Zn ) not belonging to learning ; and c is a quantity of categories . 
[ 0085 ] It is assumed that Ze is a 100 - dimensional one - hot 
vector and can represent 100 different categories , but actu 
ally only 10 categories need to be learned . When interpo 
lation processing is performed to randomly generate Ze , Ze 
outside the 10 categories may be generated . In this case , the 
vectors outside the categories need to be punished by the 
loss function due to meaningless . 
[ 0086 ] Formula ( 4 ) is as follows : 

L = al interpolation + BL cycle + yLrecon ( 4 ) , 

[ 0087 ] where in formula ( 4 ) , A , B , and y are all preset 
hyper - parameters . 
[ 0088 ] In a preferred embodiment , the constructing an 
anomaly evaluation function in the updated adversarial 
learning network according to a reconstruction error gener 
ated during training , and constructing the updated adver 
sarial learning network into an anomaly detection model 
specifically includes : calculating the reconstruction error 
generated during training , and converting the reconstruction 
error into a maximum likelihood probability ; constructing 
the anomaly evaluation function of the updated adversarial 
learning network according to the maximum likelihood 
probability , and constructing the updated adversarial learn 
ing network into the anomaly detection model after the 
anomaly evaluation function is constructed . 
[ 0089 ] The anomaly detection model is mainly classified 
as a generation network p ( x ; 0 ) and a mode classification 
network q ( x ; 0 ) according to a function . A degree of anomaly 
of a sample may be scored by an anomaly evaluation 
function , and an operation formula of the anomaly evalua 
tion function is shown in formula ( 5 ) : 

Similarly , for the abnormal data relatively close to the 
normal distribution , because the generator fails and cannot 
distinguish the abnormal data from the data , there is log ( p 
( x ; 0 ) ) = 1 . In this case , A ( x ) is mainly determined by the 
second term . Because a classifier can successfully classify 
such abnormal data as not belonging to any mode , so as to 
distinguish the abnormal data from the data , there is A ( x ) 
= -1 . A basis for determining anomaly is that weights of the 
generation network and the mode classification network are 
mainly determined by a distance between the data and the 
normal distribution . Because log p ( x ; 0 ) can reflect a distance 
between current data and a normal distribution to a certain 
extent , when the distance is closer , log p ( x ; 0 ) is more close 
to 1 , and a weight of the second term in A ( x ) is larger . 
Therefore , determining depends more on a mode classifier . 
Conversely , when the data is obviously far from the normal 
distribution and a difference is relatively large , A ( x ) mainly 
depends on the first term , to overcome a high confidence 
signal outputted when the mode classifier fails . 
[ 0093 ] In a specific implementation of the anomaly detec 
tion model , because log p ( x ; 0 ) is in inverse proportion to the 
reconstruction error , a smaller reconstruction error of an 
inputted sample indicates that the sample is more likely to be 
a normal sample and is more close to a distribution of the 
normal sample . To establish a probability measure , recon 
struction errors of all normal training samples are calculated , 
to obtain a priori conversion from the reconstruction errors 
to a maximum likelihood probability , as shown in formula 
( 6 ) : 

a 

( 5 ) 1 
A ( X ) = ( 1 – logp ( x ; 0 ) ) * — 

nc 
– logp ( x ; 0 ) loga ( X ; 0 ) , = log ( px ; 0 ) -P- ( || X - G ( E ( X ) ) ) ( 6 ) , 

[ 0094 ] where in formula ( 6 ) , PN ( ) follows a normal 
distribution with a mean value being u and a variance being 
0. u and o are obtained by calculating the reconstruction 
errors of all the normal training samples , A probability of a 

[ 0090 ] where in formula ( 5 ) , n , is a quantity of classified 
modes , and 
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mode classification network is mainly implemented by a 
maximum value of various probabilities outputted by the 
classifier , as shown in formula ( 7 ) : 

log ( q ( X ; º ) ) « - arg max ( Pxecx ) ) ( 7 ) . 

[ 0095 ] Based on the foregoing , the anomaly evaluation 
function finally constructed by the anomaly detection model 
is shown in formula ( 8 ) : 

( 8 ) A ( x ) = - ( 1 – Pn ( || X - G ( E ( X ) ) ) ) ) * . 
?? 

Pn ( || X – G ( E ( X ) ) ) ) argmaxPxec ; ( X ) . 

Second Embodiment 

i = 1 , ... , d . For convenience of writing , in this embodiment , 
the feature vector Zn is recorded as z ,, EN ( 0,0 % ) , and the 
feature vector Zn and the mode vector Ze after interpolation 
processing are respectively represented as an interpolated 
feature vector z int and an interpolated mode vector z int . The 
adversarial learning network includes a generator , a dis 
criminator , and an encoder . The generator can generate a 
corresponding image according to an inputted feature vector 
and mode vector , that is , G ( * . • ) :( R® , R ) - > R ” , where Rº 
represents a c - dimensional vector set , and the generator 
mainly aims to fit a distribution of a normal training sample 
and learns a potential mode of the normal training sample . 
The encoder reversely learns and extracts a mode and a 
representation of an inputted image , that is , E : R " > ( R " , R ) . 
Therefore , mode information and feature representation 
information of the inputted image may be extracted by the 
learned encoder , then the mode information and the feature 
representation information are inputted to the generator , to 
reconstruct the inputted image , and the encoder extracts the 
mode information , to instruct the generator to learn the 
potential mode . The discriminator mainly instructs the gen 
erator to fit a distribution of normal data by performing 
adversarial learning with the generator . 
[ 0099 ] A training process of the adversarial learning net 
work training module 21 for the adversarial learning net 
work is mainly divided into two stages for iteration . A main 
objective of a first stage is that the generator fits a distribu 
tion of a normal training sample and learns a potential mode 
of the normal training sample . The generator fits the distri 
bution of the normal training sample by performing adver 
sarial learning with the discriminator and learns the potential 
mode of the normal training sample by the encoder . A main 
objective of a second stage is that quality of the potential 
mode learned at the first stage is evaluated . By verifying 
whether the currently learned potential mode meets a char 
acteristic of a mode favorable to anomaly detection , mode 
information favorable to anomaly detection is learned . The 
two stages are repeated continuously in the entire training 
process , to instruct the generator to successfully fit the 
distribution of the normal training sample , and the learned 
mode converges to a mode that is favorable to ano nomaly 
detection . 
[ 0100 ] In a preferred embodiment , before the inputting a 
feature vector and a mode vector of a normal training sample 
into the adversarial learning network , performing adver 
sarial learning by a discriminator and a generator , and 
updating the generator and the discriminator , so that the 
generator fits a distribution of the normal training sample , 
the adversarial learning network training module is further 
configured to : acquire the feature vector from a feature 
vector set of the normal training sample , and acquire the 
mode vector corresponding to the feature vector from a 
mode vector set of the normal training sample . 
[ 0101 ] In a preferred embodiment , the inputting a feature 
vector and a mode vector of a normal training sample into 
the adversarial learning network , performing adversarial 
learning by a discriminator and a generator , and updating the 
generator and the discriminator , so that the generator fits a 
distribution of the normal training sample specifically 
includes : inputting the feature vector and the mode vector 
into the generator , so that the generator generates first 
image according to the feature vector and the mode vector ; 
inputting the first image into the discriminator , and obtaining 
an anomaly evaluation of the discriminator for the first 

[ 0096 ] As shown in FIG . 4 , the second embodiment pro 
vides an anomaly detection apparatus for multi - type data , 
including : an adversarial learning network training module 
21 , configured to train an adversarial learning network , to 
obtain an updated adversarial learning network , where the 
training an adversarial learning network , to obtain an 
updated adversarial learning network specifically includes : 
inputting a feature vector and a mode vector of a normal 
training sample into the adversarial learning network , per 
forming adversarial learning by a discriminator and a gen 
erator , and updating the generator and the discriminator , so 
that the generator fits a distribution of the normal training 
sample ; inputting the feature vector and the mode vector 
after interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder and 
the generator , and updating the generator and the encoder , so 
that the generator learns a potential mode of the normal 
training sample ; and repeating the operations to iteratively 
train the adversarial learning network until a current quantity 
of iterations reaches a maximum quantity of iterations , to 
obtain the updated adversarial learning network , where the 
adversarial learning network includes the generator , the 
discriminator , and the encoder ; an anomaly detection model 
construction module 22 , configured to construct an anomaly 
evaluation function in the updated adversarial learning net 
work according to a reconstruction error generated during 
training , and construct the updated adversarial learning 
network into an anomaly detection model ; and a data 
anomaly detection module 23 , configured to perform 
anomaly detection on inputted detection data by the anomaly 
detection model , to obtain an anomaly detection result . 
[ 0097 ] It should be noted that the normal training sample 
is obtained by screening normal data . 
[ 0098 ] It is assumed that a distribution of normal data is 
formed by a plurality of modes , the normal data may be 
represented as a feature vector Zn and a mode vector Ze The 
feature vector Zn is a d - dimensional vector and is used for 
indicating a feature representation of the normal data , which 
is recorded as z , ER ,; and the mode vector Ze is a c - dimen 
sional 0-1 vector ( which is a one - hot vector ) , and is used for 
indicating a mode category of the data , which is recorded as 
Z.EE ,. E , is used for representing a 0-1 encoding set below . 
It is assumed that in the normal data , because data has 
similar feature , the data can be classified as the same mode , 
so that a common feature representation can be learned . 
Therefore , a feature of a mode of each normal data may be 
represented by a Gaussian distribution , that is , 2 : -N ( 0,0 % ) , 

a 

a 

a 

a 

a 

a 

[ * 
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inputted into the encoder , so that the encoder inputs a 
reconstruction feature vector and a reconstruction mode 
vector that are extracted from the sample into the generator , 
to calculate a current reconstruction error . The generator and 
the encoder are updated according to the network losses and 
the reconstruction error , and the invalid mode information 
learned at the first stage is punished . 
[ 0107 ] The steps are repeated until an adversarial learning 
network model converges or a current quantity of iterations 
reaches a maximum quantity of iterations . 
[ 0108 ] In a preferred embodiment , the constructing an 
anomaly evaluation function in the updated adversarial 
learning network according to a reconstruction error gener ated during training , and constructing the updated adver 
sarial learning network into an anomaly detection model 
specifically includes : calculating the reconstruction error 
generated during training , and converting the reconstruction 
error into a maximum likelihood probability ; constructing 
the anomaly evaluation function of the updated adversarial 
learning network according to the maximum likelihood 
probability ; and constructing the updated adversarial learn 
ing network into the anomaly detection model after the 
anomaly evaluation function is constructed . 
[ 0109 ] The anomaly detection model is mainly classified 
as a generation network p ( x ; 0 ) and a mode classification 
network q ( x ; 0 ) according to a function . A degree of anomaly 
of a sample may be scored by an anomaly evaluation 
function , and an operation formula of the anomaly evalua 
tion function is shown in formula ( 9 ) : 

1 ( 9 ) A ( x ) = ( 1 - logp ( x ; 0 ) ) * – logp ( x ; 0 ) logg ( x ; 0 ) , 
nc 

a 

image ; updating the generator according to the anomaly 
evaluation , so that the generator fits the distribution of the 
normal training sample ; and inputting the normal training 
sample into the discriminator , and updating the discrimina 
tor with reference to the anomaly evaluation . 
( 0102 ] In a preferred embodiment , the inputting the fea 
ture vector and the mode vector after interpolation process 
ing into the adversarial learning network , performing adver 
sarial learning by an encoder and the generator , and updating 
the generator and the encoder , so that the generator learns a 
potential mode of the normal training sample specifically 
includes : respectively performing interpolation processing 
on the feature vector and the mode vector , to obtain an 
interpolated feature vector and an interpolated mode vector ; 
inputting the interpolated feature vector and the interpolated 
mode vector into the generator , so that the generator gen 
erates a second image and a third image according to the 
interpolated mode vector and the interpolated feature vector , 
and respectively calculating current network losses accord 
ing to the second image and the third image ; inputting the 
normal training sample into the encoder , so that the encoder 
reversely inputs an extracted reconstruction feature vector 
and an extracted reconstruction mode vector into the gen 
erator , and calculating a current reconstruction error , and 
updating the generator and the encoder according to the 
current network losses and the current reconstruction error , 
so that the generator learns the potential mode of the normal 
training sample . 
[ 0103 ] Exemplarily , before an adversarial learning net 
work is trained by the adversarial learning network training 
module 21 , it is necessary to initialize a generator G , an 
encoder E , and a discriminator D. 
[ 0104 ] First , a batch of feature vectors zo are sampled 
from N ( 0,0 % ) , and mode categories required to be generated 
in this batch are sample from evenly distributed U [ 1 , c ] and 
then are converted to one - hot vectors , to obtain mode 
vectors Ze . 
[ 0105 ] Subsequently , the obtained feature vectors Zn and 
the mode vectors Ze are inputted into the generator , so that 
the generator generates a batch of fake pictures Xgen ( that is , 
first images ) according to the feature vectors Z , and the mode 
vectors Ze . The batch of fake pictures is inputted into the 
discriminator , an evaluation of the discriminator is obtained , 
and then the generator is updated , so that the generator fits 
a distribution of a normal training sample . A real normal 
training sample is inputted into the discriminator , and the 
discriminator is updated according to the just evaluation for 
the fake picture . This process is adversarial learning between 
the generator and the discriminator . 
[ 0106 ] Subsequently , interpolation processing is per 
formed , and the mode learned at the first stage is evaluated . 
Interpolation processing is performed on the feature vectors 
Zn , to obtain interpolated feature vectors Zrint = ; Zn and 
interpolated mode vectors zeint = ze in the same mode , and 
interpolation processing is performed on the mode vectors 
Ze , to obtain interpolated feature vectors zaint - zn and inter 
polated mode vectors zo between different modes . The 
vectors are inputted into the generator , so that the generator 
generates corresponding interpolated images Xsame ( that is , 
second images ) in the same mode and corresponding inter 
polated images Xdif ( that is , third images ) between different 
modes . Corresponding network losses Lcycle 
are calculated according to characteristics of different inter 
polation processing . The real normal training sample is 

[ 0110 ] where in formula ( 9 ) , n , is a quantity of classified 
modes , and 

1 
O slog p ( p ( x ; 0 ) ) = 1 , 

?? 
slog ( ( X ; 0 ) ) = 1 . 

[ 0111 ] A value range of the anomaly evaluation function is 
-1A x ) < -1 , and a larger value indicates a higher 
degree of anomaly of the sample . Data is actually classified 
as three categories of normal data , abnormal data far away 
from normal distribution , and abnormal data close to the 
normal distribution . For the normal data , there is log p ( x ; 
0 = 1 , and the normal data may be roughly classified as any 
mode , for example , log q ( x ; 0 ) = 1 . Therefore , there is A ( x ) 
= -1 . For the abnormal data far away from the normal 
distribution , there is 

1 
logp ( x ; 0 ) = 0 , logg ( x ; 0 ) = = 

nc 

int Therefore , 
[ 0112 ] 

1 

and Linterpolation A ( x ) 
?? 
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Similarly , for the abnormal data relatively close to the 
normal distribution , because the generator fails and cannot 
distinguish the abnormal data from the data , there is log ( p 
( x ; 0 ) ) = 1 . In this case , A ( x ) is mainly determined by the 
second term . Because a classifier can successfully classify 
such abnormal data as not belonging to any mode , so as to 
distinguish the abnormal data from the data , there is A ( x ) 
= -1 . A basis for determining anomaly is that weights of the 
generation network and the mode classification network are 
mainly determined by a distance between the data and the 
normal distribution . Because log p ( x ; 8 ) can reflect a distance 
between current data and a normal distribution to a certain 
extent , when the distance is closer , log p ( x ; 0 ) is more close 
to 1 , and a weight of the second term in A ( x ) is larger . 
Therefore , determining depends more on a mode classifier . 
Conversely , when the data is obviously far from the normal 
distribution and a difference is relatively large , A ( x ) mainly 
depends on the first term , to overcome a high confidence 
signal outputted when the mode classifier fails . 
[ 0113 ] In a specific implementation of the anomaly detec 
tion model , because log p ( x ; 0 ) is in inverse proportion to the 
reconstruction error , a smaller reconstruction error of an 
inputted sample indicates that the sample is more likely to be 
a normal sample and is more close to a distribution of the 
normal sample . To establish a probability measure , recon 
struction errors of all normal training samples are calculated , 
to obtain a priori conversion from the reconstruction errors 
to a maximum likelihood probability , as shown in formula 
( 10 ) : 

log ( p ( x ; 0 ) ) ~ Pre || X - G ( E ( X ) ) ) ( 10 ) , 

[ 0114 ] where in formula ( 10 ) , PN ( ) follows a normal 
distribution with a mean value being u and a variance being 
0. ? and o are obtained by calculating the reconstruction 
errors of all the normal training samples , A probability of a 
mode classification network is mainly implemented by a 
maximum value of various probabilities outputted by the 
classifier , as shown in formula ( 11 ) : 

log ( 96x ; ) ) -- arg max ( Pxec ; ( x ) ) ( 11 ) . 

[ 0115 ] Based on the foregoing , the anomaly evaluation 
function finally constructed by the anomaly detection model 
is shown in formula ( 12 ) : 

structed according to a reconstruction error generated during 
training , and the updated adversarial learning network is 
constructed into an anomaly detection model , to perform 
anomaly detection on inputted detection data by the anomaly 
detection model , to obtain an anomaly detection result , so 
that anomaly detection can be performed on multi - type data , 
thereby improving the accuracy of anomaly detection . 
[ 0119 ] The descriptions above are preferred implementa 
tions of the present disclosure . It should be noted that for a 
person of ordinary skill in the art , various improvements and 
modifications can be made without departing from the 
principles of the present disclosure . These improvements 
and modifications should also be regarded as falling into the 
protection scope of the present disclosure . 
[ 0120 ] A person of ordinary skill in the art can understand 
that all or some of processes for implementing the foregoing 
embodiments can be completed by a computer program 
instructing relevant hardware . The program may be stored in 
a computer - readable storage medium . When the program is 
executed , the processes of the foregoing embodiments may 
be performed . The storage medium may be a magnetic disk , 
an optical disc , a read - only memory ( ROM ) , a random 
access memory ( RAM ) , or the like . 

1. An anomaly detection method for multi - type data , 
comprising : 

training an adversarial learning network , to obtain an 
updated adversarial learning network , wherein the 
training an adversarial learning network , to obtain an 
updated adversarial learning network specifically com 
prises : 

inputting a feature vector and a mode vector of a normal 
training sample into the adversarial learning network , 
performing adversarial learning by a discriminator and 
a generator , and updating the generator and the dis 
criminator , so that the generator fits a distribution of the 
normal training sample ; 

inputting the feature vector and the mode vector after 
interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder 
and the generator , and updating the generator and the 
encoder , so that the generator learns a potential mode of 
the normal training sample , wherein 

the inputting the feature vector and the mode vector after 
interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder 
and the generator , and updating the generator and the 
encoder , so that the generator learns a potential mode of 
the normal training sample specifically comprises : 
respectively performing interpolation processing on the 
feature vector and the mode vector , to obtain an inter 
polated feature vector and an interpolated mode vector ; 
inputting the interpolated feature vector and the inter 
polated mode vector into the generator , so that the 
generator generates a second image and a third image 
according to the interpolated feature vector and the 
interpolated mode vector , and respectively calculating 
current network losses according to the second image 
and the third image ; inputting the normal training 
sample into the encoder , so that the encoder reversely 
inputs an extracted reconstruction feature vector and an 
extracted reconstruction mode vector into the genera 
tor , and calculating a current reconstruction error ; and 
updating the generator and the encoder according to the 
current network losses and the current reconstruction 

( 12 ) 
A ( x ) = - ( 1 - Pn ( || X - G ( E ( X ) ) ) ) * 

?? 

Pn ( || X – G ( E ( X ) ) || argmaxPx XEC ; ( X ) . 

a 

[ 0116 ] In another implementation , the anomaly detection 
apparatus for multi - type data includes a processor , where the 
processor is configured to execute the above program mod 
ules stored in memory , and the program modules include : 
the adversarial learning network training module 21 , the 
anomaly detection model construction module 22 , and the 
data anomaly detection module 23 . 
[ 0117 ] To sum up , the embodiments of the present disclo 
sure have the following beneficial effects : 
[ 0118 ] An adversarial learning network is trained , so that 
a generator in the adversarial learning network fits a distri 
bution of a normal training sample and learns a potential 
mode of the normal training sample , to obtain an updated 
adversarial learning network , an anomaly evaluation func 
tion in the updated adversarial learning network is con 

a 
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a 

error , so that the generator learns the potential mode of 
the normal training sample ; and 

repeating the operations to iteratively train the adversarial 
learning network until a current quantity of iterations 
reaches a maximum quantity of iterations , to obtain the 
updated adversarial learning network , wherein the 
adversarial learning network comprises the generator , 
the discriminator , and the encoder ; 

constructing an anomaly evaluation function in the 
updated adversarial learning network according to a 
reconstruction error generated during training , and con 
structing the updated adversarial learning network into 
an anomaly detection model , wherein the anomaly 
evaluation function is used for classifying data as 
normal data , abnormal data far away from a normal 
distribution , and abnormal data close to the normal 
distribution , and 

performing anomaly detection on inputted detection data 
by the anomaly detection model , to obtain an anomaly 
detection result . 

2. The anomaly detection method for multi - type data 
according to claim 1 , wherein before the inputting a feature 
vector and a mode vector of a normal training sample into 
the adversarial learning network , performing adversarial 
learning by a discriminator and a generator , and updating the 
generator and the discriminator , so that the generator fits a 
distribution of the normal training sample , the method 
further comprises : 

acquiring the feature vector from a feature vector set of 
the normal training sample , and acquiring the mode 
vector corresponding to the feature vector from a mode 
vector set of the normal training sample . 

3. The anomaly detection method for multi - type data 
according to claim 1 , wherein the inputting a feature vector 
and a mode vector of a normal training sample into the 
adversarial learning network , performing adversarial learn 
ing by a discriminator and a generator , and updating the 
generator and the discriminator , so that the generator fits a 
distribution of the normal training sample specifically com 
prises : 

inputting the feature vector and the mode vector into the 
generator , so that the generator generates a first image 
according to the feature vector and the mode vector ; 

inputting the first image into the discriminator , and 
obtaining an anomaly evaluation of the discriminator 
for the first image ; 

updating the generator according to the anomaly evalua 
tion , so that the generator fits the distribution of the 
normal training sample ; and 

inputting the normal training sample into the discrimina 
tor , and updating the discriminator with reference to the 
anomaly evaluation . 

4. The anomaly detection method for multi - type data 
according to claim 1 , wherein the constructing an anomaly 
evaluation function in the updated adversarial learning net 
work according to a reconstruction error generated during 
training , and constructing the updated adversarial learning 
network into an anomaly detection model specifically com 
prises : 

calculating the reconstruction error generated during 
training , and converting the reconstruction error into a 
maximum likelihood probability ; 

constructing the anomaly evaluation function of the 
updated adversarial learning network according to the 
maximum likelihood probability , and 

constructing the updated adversarial learning network 
into the anomaly detection model after the anomaly 
evaluation function is constructed . 

5. An anomaly detection apparatus for multi - type data , 
comprising : 

an adversarial learning network training module , config 
ured to train an adversarial learning network , to obtain 
an updated adversarial learning network , wherein the 
training an adversarial learning network , to obtain an 
updated adversarial learning network specifically com 
prises : 

inputting a feature vector and a mode vector of a normal 
training sample into the adversarial learning network , 
performing adversarial learning by a discriminator and 
a generator , and updating the generator and the dis 
criminator , so that the generator fits a distribution of the 
normal training sample ; 

inputting the feature vector and the mode vector after 
interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder 
and the generator , and updating the generator and the 
encoder , so that the generator learns a potential mode of 
the normal training sample , wherein 

the inputting the feature vector and the mode vector after 
interpolation processing into the adversarial learning 
network , performing adversarial learning by an encoder 
and the generator , and updating the generator and the 
encoder , so that the generator learns a potential mode of 
the normal training sample specifically comprises : 
respectively performing interpolation processing on the 
feature vector and the mode vector , to obtain an inter 
polated feature vector and an interpolated mode vector ; 
inputting the interpolated feature vector and the inter 
polated mode vector into the generator , so that the 
generator generates a second image and a third image 
according to the interpolated feature vector and the 
interpolated mode vector , and respectively calculating 
current network losses according to the second image 
and the third image ; inputting the normal training 
sample into the encoder , so that the encoder reversely 
inputs an extracted reconstruction feature vector and an 
extracted reconstruction mode vector into the genera 
tor , and calculating a current reconstruction error ; and 
updating the generator and the encoder according to the 
current network losses and the current reconstruction 
error , so that the generator learns the potential mode of 
the normal training sample ; and 

repeating the operations to iteratively train the adversarial 
learning network until a current quantity of iterations 
reaches a maximum quantity of iterations , to obtain the 
updated adversarial learning network , wherein the 
adversarial learning network comprises the generator , 
the discriminator , and the encoder ; 

an anomaly detection model construction module , con 
figured to construct an anomaly evaluation function in 
the updated adversarial learning network according to 
a reconstruction error generated during training , and 
construct the updated adversarial learning network into 
an anomaly detection model , wherein the anomaly 
evaluation function is used for classifying data as 

a 
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normal data , abnormal data far away from a normal 
distribution , and abnormal data close to the normal 
distribution ; and 

a data anomaly detection module , configured to perform 
anomaly detection on inputted detection data by the 
anomaly detection model , to obtain an anomaly detec 
tion result . 

6. The anomaly detection apparatus for multi - type data 
according to claim 5 , wherein before the inputting a feature 
vector and a mode vector of a normal training sample into 
the adversarial learning network , performing adversarial 
learning by a discriminator and a generator , and updating the 
generator and the discriminator , so that the generator fits a 
distribution of the normal training sample , the adversarial 
learning network training module is further configured to : 

acquire the feature vector from a feature vector set of the 
normal training sample , and acquire the mode vector 
corresponding to the feature vector from a mode vector 
set of the normal training sample . 

7. The anomaly detection apparatus for multi - type data 
according to claim 5 , wherein the inputting a feature vector 
and a mode vector of a normal training sample into the 
adversarial learning network , performing adversarial learn 
ing by a discriminator and a generator , and updating the 
generator and the discriminator , so that the generator fits a 
distribution of the normal training sample specifically com 
prises : 

inputting the feature vector and the mode vector into the 
generator , so that the generator generates a first image 
according to the feature vector and the mode vector ; 

inputting the first image into the discriminator , and 
obtaining an anomaly evaluation of the discriminator 
for the first image ; 

updating the generator according to the anomaly evalua 
tion , so that the generator fits the distribution of the 
normal training sample ; and 

inputting the normal training sample into the discrimina 
tor , and updating the discriminator with reference to the 
anomaly evaluation . 

8. The anomaly detection apparatus for multi - type data 
according to claim 5 , wherein the constructing an anomaly 
evaluation function in the updated adversarial learning net 
work according to a reconstruction error generated during 
training , and constructing the updated adversarial learning 
network into an anomaly detection model specifically com 
prises : 

calculating the reconstruction error generated during 
training , and converting the reconstruction error into a 
maximum likelihood probability ; 

constructing the anomaly evaluation function of the 
updated adversarial learning network according to the 
maximum likelihood probability ; and 

constructing the updated adversarial learning network 
into the anomaly detection model after the anomaly 
evaluation function is constructed . 


