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IMAGE PROCESSING APPARATUS , DATA 
PROCESSING APPARATUS , AND IMAGE 

PROCESSING METHOD 

BACKGROUND OF THE INVENTION 

Field of the Invention 
[ 0001 ] The present invention relates to an image process 
ing apparatus , a data processing apparatus , and an image 
processing method , and in particular to a data processing 
apparatus capable of parallelly executing data processing 
including a feedback loop . 

Description of the Related Art 
[ 0002 ] There is a demand for faster data processing in 
conjunction with an increase in the digital data amount of 
image data or the like . One of method for such speeding up 
data processing is parallel processing . Meanwhile , in some 
data processing , the result of processing data is used in the 
processing of subsequent data ; that is , the processing has a 
feedback loop . In such processing , it is necessary to wait for 
propagation of information needed to process certain data . In 
addition , information of another propagation source is 
reflected in the information of the propagation source . 
Accordingly , there is a dependence between data . It is 
therefore difficult speed up processing by parallelization . 
[ 0003 ] Japanese Patent Laid - Open No . 2000 - 125122 dis 
closes a method of parallelizing error diffusion processing 
that is a kind of feedback processing . In the method of 
Japanese Patent Laid - Open No . 2000 - 125122 , different cal 
culation units are assigned to pixel lines , and one calculation 
unit sequentially processes pixels arranged in the X direc 
tion . The processing timing is shifted such that each calcu 
lation unit processes a pixel for which a diffused density 
error from another pixel is determined , thereby implement 
ing parallelization . 

for a reference pixel different from a processing target pixel 
and generate a processing result for the processing target 
pixel , wherein the N processing modules parallelly generate 
processing results for processing target pixels different from 
each other , the N processing modules are connected to 
transfer the processing results , and each of the N processing 
modules acquires the processing result for the reference 
pixel from the same processing module regardless of the 
processing target pixel . 
[ 0006 ] According to still another embodiment of the pres 
ent invention , an image processing apparatus for performing 
image processing for an input image comprises : N process 
ing modules each configured to refer to a processing result 
for a reference pixel different from a processing target pixel 
and generate a processing result for the processing target 
pixel , wherein the N processing modules parallelly generate 
processing results for processing target pixels different from 
each other , and the N processing modules are connected in 
a ring shape to transfer the processing results . 
[ 0007 ] According to yet another embodiment of the pres 
ent invention , an image processing method for performing 
image processing for an input image comprises : parallelly 
generating processing results for processing target pixels 
different from each other by N processing modules , wherein 
each of the N processing modules is configured to refer to a 
processing result for a reference pixel different from the 
processing target pixel and generate the processing result for 
the processing target pixel , and wherein the N processing 
modules are connected to transfer the processing results , 
wherein processing results for each of N continuous pixels 
included in a first pixel line of a processing target region in 
the input image are sequentially generated in a predeter 
mined order by the different processing module , and each of 
the N processing modules generates a processing result for 
a first pixel included in the first pixel line and next generates 
a processing result for a second pixel , wherein the second 
pixel is included in a second pixel line different from the first 
pixel line in the processing target region and becomes 
processable in accordance with the generation of the pro 
cessing result for the first pixel . 
[ 0008 ] According to still yet another embodiment of the 
present invention , a data processing apparatus for perform 
ing processing for a sequentially input data group using a 
recurrent neural network comprises : a plurality of calcula 
tion units each configured to perform an operation corre 
sponding to a hidden layer that forms the recurrent neural 
network , thereby repetitively generating an output result of 
the hidden layer and intermediate data to be recursively 
referred to , wherein one calculation unit of the plurality of 
calculation units is configured to perform the operation 
corresponding to the hidden layer while recursively referring 
to the intermediate data for the same hidden layer and 
transfer the output result of the hidden layer generated by the 
operation to a different calculation unit , so that the plurality 
of calculation units perform the processing for the data 
group using the recurrent neural network . 
[ 0009 ] Further features of the present invention will 
become apparent from the following description of exem 
plary embodiments ( with reference to the attached draw 

SUMMARY OF THE INVENTION 
[ 0004 ] According to an embodiment of the present inven 
tion , an image processing apparatus for performing image 
processing for an input image comprises : N processing 
modules each configured to refer to a processing result for 
a reference pixel different from a processing target pixel and 
generate a processing result for the processing target pixel , 
wherein the N processing modules parallelly generate pro 
cessing results for processing target pixels different from 
each other , the N processing modules are connected to 
transfer the processing results , processing results for each of 
N continuous pixels included in a first pixel line of a 
processing target region in the input image are sequentially 
generated in a predetermined order by the different process 
ing module , and each of the N processing modules is further 
configured to generate a processing result for a first pixel 
included in the first pixel line and next generate a processing 
result for a second pixel , wherein the second pixel is 
included in a second pixel line different from the first pixel 
line in the processing target region and becomes processable 
in accordance with the generation of the processing result 
for the first pixel . 
[ 0005 ] According to another embodiment of the present 
invention , an image processing apparatus for performing 
image processing for an input image comprises : N process 
ing modules each configured to refer to a processing result ings ) . 



US 2019 / 0295209 A1 Sep . 26 , 2019 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0010 ] FIG . 1 is a block diagram showing an example of 
the arrangement of an image processing apparatus according 
to the first and third embodiments ; 
[ 0011 ] FIG . 2 is a view showing a band area with four lines 
and a band area with five lines according to the first 
embodiment ; 
[ 0012 ] FIG . 3 is a view showing examples of reference 
pixels and diffusion coefficients in error diffusion process 
ing ; 

DESCRIPTION OF THE EMBODIMENTS 
[ 0035 ] In image processing , a method of dividing an 
image into a plurality of divided data groups ( band areas ) 
and processing each band area sequentially from the left side 
is often used . On the other hand , the method of Japanese 
Patent Laid - Open No . 2000 - 125122 can process a band area 
whose height equals the number of calculation units . How 
ever , it is difficult to process a band area whose height is 
different from the number of calculation units . For example , 
in a case in which the number of pixel lines is larger than the 
number of calculation units , it is necessary to perform 
parallel processing while propagating errors for a pixel line 
to which no calculation unit is assigned . However , this is 
difficult . 
10036 ] According to an embodiment of the present inven 
tion , it is possible to parallelly perform data processing using 
the same processing module group for an arbitrary divided 
data group . 
[ 0037 ] The embodiments of the present invention will now 
be described with reference to the accompanying drawings . 
However , the scope of the present invention is not limited to 
the following embodiments . 

[ 0013 ] FIG . 4 is a block diagram showing an example of 
the arrangement of an image processing unit according to 
the first embodiment ; 
[ 0014 ] FIG . 5 is a view for explaining processing of a band 
area with four lines according to the first embodiment ; 
[ 0015 ] FIGS . 6A to 6H are views for explaining image 
processing according to the third embodiment ; 
[ 0016 ] FIG . 7 is a block diagram showing an example of 
the arrangement of an image processing apparatus according 
to the second embodiment ; 
10017 ] FIG . 8 is a view for explaining the arrangement of 
a line delay circuit according to the first embodiment ; 
[ 0018 ] FIG . 9 is a view for explaining the arrangement of 
a module delay circuit according to the first and second 
embodiments ; 
[ 0019 ] FIG . 10 is a view for explaining the arrangement of 
a module delay elimination circuit according to the first and 
second embodiments ; 
[ 0020 ] FIG . 11 is a view for explaining the arrangement of 
a line delay elimination circuit according to the first embodi 
ment ; 
10021 ] FIG . 12 is a flowchart showing an example of an 
image processing procedure according to the first embodi 
ment ; 
[ 0022 ] FIG . 13 is a view showing an example of the 
connection relationship of image processing units according 
to the first and second embodiments ; 
[ 0023 ] FIG . 14 is a view for explaining a data transfer path 
according to the second embodiment ; 
[ 0024 ] FIG . 15 is a view for explaining processing of a 
band area with five lines according to the first embodiment ; 
[ 0025 ] FIG . 16 is a view for explaining processing of a 
band area according to the second embodiment ; 
[ 0026 ] FIGS . 17A to 17D are views for explaining image 
processing according to the third embodiment ; 
[ 0027 ] FIG . 18 is a view for explaining image processing 
according to the third embodiment ; 
10028 ] . FIG . 19 is a view for explaining the arrangement of 
a line delay circuit according to the second embodiment ; 
[ 0029 ] FIG . 20 is a view showing the basic arrangement of 
a computer usable in each embodiment ; 
[ 0030 ] FIG . 21 is a conceptual view of a real - time machine 
translation system according to the fourth embodiment ; 
[ 0031 ] FIG . 22 is a view showing an example of the 
arrangement of a recurrent neural network ; 
[ 0032 ] FIG . 23 is a block diagram showing an example of 
the arrangement of a data processing apparatus according to 
the fourth embodiment ; 
[ 0033 ] FIG . 24 is a block diagram showing an example of 
the arrangement of a processing unit according to the fourth 
embodiment ; and 
[ 0034 ] FIGS . 25A and 25B are views for explaining a data 
processing operation according to the fourth embodiment 

First Embodiment 
[ 0038 ] An image processing apparatus according to the 
first embodiment performs image processing for an input 
image . The image processing apparatus according to this 
embodiment includes a plurality of image processing units 
( processing modules ) . In this embodiment , the image pro 
cessing apparatus includes N image processing units . The N 
image processing units execute the same image processing 
for pixels of processing targets ( to be referred to as process 
ing target pixels hereinafter ) . Each image processing unit 
generates a processing result for a processing target pixel by 
referring to a processing result for a reference pixel different 
from the processing target pixel . A case in which the image 
processing apparatus performs error diffusion processing of 
converting a J - value image ( i . e . , an image where a pixel has 
one of J values ) into an I - value image ( I < J ) will be described 
below . Error diffusion processing is one of processes using 
a feedback loop . That is , to obtain a processing result 
( quantization result ) for a processing target pixel , it is 
necessary to refer to a processing result ( a quantization error 
or a diffusing error ) for a reference pixel . Additionally , the 
image processing apparatus according to this embodiment 
parallelly performs processing for a plurality of processing 
target pixels . That is , the plurality of image processing units 
parallelly generate processing results for processing target 
pixels different from each other . A pixel line or a line 
indicates a pixel train arranged in the main scanning direc 
tion and is also called a data train hereinafter . 
[ 0039 ] FIG . 1 is a block diagram showing an example of 
the functional arrangement of an image processing apparatus 
190 according to the first embodiment . The image process 
ing apparatus 190 includes an image input unit 100 , an 
image supply unit 101 , an image output unit 103 , and image 
processing units 110 to 113 . 
[ 0040 ] The image input unit 100 acquires the data of an 
input image . In this embodiment , the data of an input image 
is the data of a J - value image . The image input unit 100 
acquires the data of the input image from , for example , an 
image acquisition device such as a scanner or a digital 
camera or a recording medium such as a hard disk drive . 

int of 
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Then , the image input unit 100 reads out the data of a 
processing target region in the input image and provides it 
to the image supply unit 101 . In this embodiment , the input 
image is divided into a plurality of processing target regions , 
and processing is performed for each processing target 
region . Each processing target region will be referred to as 
a band area hereinafter . 
[ 0041 ] The size of a band area is not particularly limited . 
In one embodiment , the input image is divided into rectan 
gular regions each having a predetermined number of main 
scanning - direction pixels and a predetermined number of 
sub - scanning - direction pixels . Here , the number of main 
scanning - direction pixels of the band area can equal the 
number of main - scanning - direction pixels of the input 
image . Additionally , in one embodiment , the number of 
main - scanning - direction pixels of the band area is larger 
than the number of sub - scanning - direction pixels . In this 
embodiment , the main scanning direction is the horizontal 
direction , and the sub - scanning direction is the vertical 
direction . 
[ 0042 ] The image supply unit 101 supplies pixel data 
necessary for processing of processing target pixels to the 
plurality of image processing units at timings to perform the 
processing . For example , the image supply unit 101 can 
supply the image data of a band area acquired from the 
image input unit 100 to the image processing units 110 to 
113 . At this time , the image supply unit 101 can supply the 
pixel data of J value of the band area to the image processing 
units 110 to 113 such that the image processing units 110 to 
113 can perform parallel processing . 
[ 0043 ] Each of the image processing units 110 to 113 
performs the error diffusion processing for the pixel data of 
J value acquired from the image supply unit 101 , thereby 
generating pixel data of I value . The plurality of image 
processing units are connected so as to transfer the process 
ing result , as will be described later . The connection method 
between the plurality of image processing units is not 
particularly limited , and , for example , one image processing 
unit may be connected to all the remaining image processing 
units . On the other hand , as will be described later with 
reference to 13e in FIG . 13 , connection may be absent 
between the image processing units that do not need transfer 
of processing results . 
[ 0044 ] In this embodiment , the plurality of image process 
ing units are connected in a ring shape . That is , in addition 
to connection between the image processing unit 110 and the 
image processing unit 111 , connection between the image 
processing unit 111 and the image processing unit 112 , and 
connection between the image processing unit 112 and the 
image processing unit 113 , connection between the image 
processing unit 113 and the image processing unit 110 exists . 
In other words , there exists a connection path that starts from 
an image processing unit , passes through all the remaining 
image processing units once , and returns to the first image 
processing unit . In one embodiment , processing results for N 
continuous pixels included in the first pixel line of the 
processing target region in the input image are sequentially 
generated in a predetermined order by the image processing 
units that are different from each other , as will be described 
later . Here , when the image processing units connected in a 
ring shape in a predetermined order are used , propagation of 
a diffusing error in the first direction ( main scanning direc 
tion ) can easily be performed . 

[ 0045 ] The image output unit 103 generates image data of 
I value using the pixel data acquired from the image pro 
cessing units 110 to 113 . The image output unit 103 records 
the pixel data processed by the image processing units 110 
to 113 in a memory ( for example , a DRAM ) while elimi 
nating processing delays between the lines , thereby output 
ting image data of I value to the memory . 
[ 0046 ] Processing performed by the image processing 
apparatus 190 will be described below in detail . First , error 
diffusion processing will be described . Error diffusion pro 
cessing is image processing of sequentially performing 
processing of diffusing the difference ( quantization error ) 
between the input tone value of a processing target pixel and 
a quantization representative value that is the quantization 
error of the processing target pixel to an unprocessed pixel 
in the neighborhood of the processing target pixel . FIG . 3 
shows the relationship between a processing target pixel , 
reference pixels , and diffusion coefficients in one example of 
error diffusion processing . 
[ 0047 ] In the error diffusion processing , a diffusing error 
calculated by multiplying a quantization error in a reference 
pixel by a diffusion coefficient is propagated to a processing 
target pixel . The diffusion coefficient is a weight according 
to the relative positions of the processing target pixel and the 
reference pixel . To perform the error diffusion processing , it 
is necessary to wait for propagation of the diffusing error of 
a processed pixel to a reference pixel . When processing is 
performed by referring to a processing result for another 
pixel , as in the error diffusion processing , the order of 
processing needs to be determined in consideration of the 
dependence between the pixels . 
[ 0048 ] For example , when performing error diffusion pro 
cessing shown in FIG . 3 , to process a processing target pixel 
305 and determine the pixel value , all the processes of pixels 
301 to 304 that are reference pixels need to be completed . 
When the processing of the processing target pixel 305 is 
completed , the diffusing error is propagated to the next pixel 
to be processed using the processing target pixel 305 as a 
reference pixel . A pixel for which the diffusing errors from 
all the reference pixels are determined is processed next . 
[ 0049 ] FIG . 4 is a block diagram showing the detailed 
arrangement of the image processing unit 110 . The image 
processing units 111 to 113 can also have the same arrange 
ment as the image processing unit 110 . That is , the plurality 
of image processing units may have the same arrangement . 
The image processing unit 110 includes a correction unit 
400 , a quantization unit 401 , an error calculation unit 402 , 
an error memory 403 , and a diffusion filter 404 . As described 
above , each of the plurality of image processing units is 
formed as a processing module , and includes processing 
units ( the correction unit 400 , the quantization unit 401 , the 
error calculation unit 402 , and the diffusion filter 404 ) and 
a memory ( the error memory 403 ) . The physical arrange 
ment of the image processing units 110 to 113 is not 
particularly limited . For example , the image processing unit 
110 may include a circuit or a processing unit such as a 
processor configured to implement the functions of the 
correction unit 400 , the quantization unit 401 , the error 
calculation unit 402 , and the diffusion filter 404 and a 
memory functioning as the error memory 403 . 
[ 0050 ] The correction unit 400 adds a cumulative value 
( correction value ) of a diffusing error from a reference pixel 
to be described later to input pixel data of J value . The pixel 
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data of J value may be pixel data represented by , for 
example , 8 bits ( 256 tones ) per pixel . 
[ 0051 ] The quantization unit 401 quantizes the pixel data 
of J value corrected by the correction unit 400 into pixel data 
of I value . For example , the quantization unit 401 quantizes 
the pixel data of J value into a binary tone value correspond 
ing to a density value of 0 or a density value of 255 . The 
error calculation unit 402 calculates the error between the 
pixel data of J value corrected by the correction unit 400 and 
the pixel data of I value quantized by the quantization unit 
401 . 
[ 0052 ] The error memory 403 holds the quantization error 
calculated by the error calculation unit 402 . The error 
memory 403 can also hold the quantization errors of the 
reference pixels transferred from the remaining image pro 
cessing units 111 to 113 . The quantization error calculated 
by the error calculation unit 402 can also be transferred from 
the error memory 403 to the remaining image processing 
units 111 to 113 . The diffusion filter 404 calculates a 
diffusing error by multiplying the quantization error of the 
reference pixel sent from the error calculation unit 402 or the 
error memory 403 by a diffusion coefficient . In addition , the 
diffusion filter 404 calculates the cumulative value of the 
diffusing errors for the processing target pixel and outputs 
the cumulative value to the correction unit 400 . 
[ 0053 ] As described above , the image processing unit 110 
can quantize the input pixel data of J value using the pixel 
data of J value and the diffusing errors of the reference 
pixels , calculate the diffusing error from the quantization 
error , and propagates the diffusing error . Not that the error 
memory 403 may hold the diffusing error of each reference 
pixel in place of the quantization error of each reference 
pixel . 
[ 0054 ] The arrangement of the image processing units 110 
to 113 is not limited to the above - described arrangement . It 
is possible to use a processing unit having an arbitrary 
arrangement capable of receiving the quantization error or 
diffusing error from each reference pixel , quantizing the 
pixel value of the processing target pixel to calculate the 
quantization error , and transferring the quantization error or 
the diffusing error . 
[ 0055 ] ( Example of Processing for Band Area with Four 
Lines ) 
[ 0056 ] Error diffusion processing for a band area with four 
lines read from an input image by the image input unit 100 
will be described below as a detailed example of processing . 
In this processing example , parallel processing with four 
parallel processes is performed using the four image pro 
cessing units 110 to 113 . In addition , for pixels that continue 
in the first direction as many as the number of parallel 
processes , different image processing units 110 to 113 per 
form processing ( quantization processing ) . On the other 
hand , for a processable pixel that appears in the second 
direction as a result of processing performed for the pro 
cessing target pixel by an image processing unit , the same 
image processing unit performs processing . One image 
processing unit repeats processing of a pixel located in the 
second direction . When processing of a pixel in the final data 
train ( in this example , the fourth data train included in the 
band area ) is performed , this image processing unit performs 
processing of a processable pixel existing in the first data 
train ( in this example , the first data train included in the band 
area ) . The first direction is the main scanning direction in the 

following description . Additionally , the second direction can 
be defined in accordance with the positions of reference 
pixels . 
[ 0057 ] The processing order will be described with refer 
ence to 5a in FIG . 5 . In the following processing example , 
pixels adjacent to the processing target pixel on the upper 
left , upper , upper right , and left sides are used as the 
reference pixels , as shown in FIG . 3 . Hence , a processable 
pixel is a pixel for which the pixels adjacent on the upper 
left , upper , upper right , and left sides have undergone the 
processing ( that is , the quantization values and the quanti 
zation errors are calculated ) . As described above , in one 
embodiment , a reference pixel is located on the pixel line on 
the upper side of the processing target pixel or located on the 
left side of the processing target pixel on the same pixel line 
as the processing target pixel . 
[ 0058 ] In a cycle C1 , the processable pixel is only a pixel 
511 at the processing start position . Hence , the image 
processing unit 110 processes the pixel 511 at the processing 
start position . Then , a pixel 512 for which processing of all 
the reference pixels is completed becomes a processable 
pixel . Here , the pixel 512 is located in the first direction 
( main scanning direction ) from the processed pixel 511 . 
Since the pixels 511 and 512 continue in the first direction , 
an image processing unit different from the image process 
ing unit 110 that has processed the pixel 511 , for example , 
the image processing unit 111 next to the image processing 
unit 110 processes the pixel 512 in a cycle C2 . Note that the 
error reference range of the pixel 512 includes a region 
where no pixel exists . Here , this region is handled assuming 
that a processed pixel exists in this region , and a diffusing 
error from this pixel is absent . However , for example , if a 
diffusing error from another band is propagated , processing 
may be performed in consideration of this diffusing error . 
[ 0059 ] In the cycle C2 , the pixel 512 is processed by the 
image processing unit 111 , and as a result , pixels 513 and 
521 change to processable pixels . The pixel 513 is located in 
the first direction from the processed pixel 512 . Since the 
pixels 511 to 513 continue in the first direction , an image 
processing unit different from the image processing units 
110 and 111 that have processed these pixels , for example , 
the image processing unit 112 next to the image processing 
unit 111 processes the pixel 513 in a cycle C3 . 
[ 0060 ] On the other hand , the pixel 521 is located in the 
second direction different from the first direction from the 
processed pixel 512 . For this reason , the pixel 521 is 
processed in the cycle C3 by the image processing unit 111 
that has completed the processing of the reference pixel for 
the pixel 521 in the cycle C2 . In this way , in this processing 
example , the second direction is determined to be the 
direction from the pixel 512 to the pixel 521 , that is , the 
direction advancing downward by one line and leftward by 
one pixel . In the subsequent processing cycles , the image 
processing unit 111 sequentially processes pixels in four data 
trains in the second direction . That is , the image processing 
unit 111 processes a pixel located at a predetermined relative 
position in this example , a position advancing downward 
by one line and leftward by one pixel ) from the pixel 
processed in the preceding cycle . Since there are no pixels 
at a position one pixel away leftward from a pixel 531 and 
at a position two pixels away leftward from a pixel 541 , the 
image processing unit 111 waits at the processing timings of 
these pixels . 
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[ 0061 ] The image processing unit that has processed the 
pixels in the four data trains processes a processable pixel in 
the first data train next , and further repeats sequentially 
processing pixels in the four data trains in the second 
direction . In FIG . 5 , 5b shows pixels to be processed by the 
image processing units 110 to 113 in the cycles C1 to C7 in 
this arrangement . In the cycles C1 to C6 , each image 
processing unit sometimes does not perform processing 
because a processing target pixel as the target of the pro 
cessing does not exist . In this case , the image processing unit 
may not propagate an error . From the cycle C7 , each image 
processing unit has a processing target pixel as the target of 
the processing , and four pixels simultaneously become the 
processing target pixels . 
[ 0062 ] According to the arrangement of this embodiment , 
the pixels as the targets of simultaneous parallel processing 
by the plurality of image processing units do not exist on the 
same line . In addition , a plurality of pixels that appear as the 
result of simultaneously processing a plurality of pixels do 
not exist on the same line because they are located at 
predetermined relative positions in the second direction 
from the plurality of pixels . The processable pixels that 
simultaneously appear exist in different height directions 
because of the dependence shown in the reference range . 
Additionally , when the reference range shown in FIG . 3 is 
used , the processable pixels that simultaneously appear are 
located at different positions in the horizontal direction and 
also located at different positions in the oblique direction 
( the direction advancing downward by one line and leftward 
by one pixel ) . This is because each image processing unit 
performs periodical scanning in the second direction to 
process a plurality of pixels whose positions in the vertical 
direction , in the horizontal direction , and in the oblique 
direction are different from each other and then process a 
processable pixel that appears at a predetermined relative 
position in the second direction . Because of this arrange 
ment , the plurality of image processing units 110 to 113 can 
simultaneously process one pixel each . 

[ 0063 ] In addition , after the ( for example , M ) pixels 
existing in the ( for example , M ) data trains are processed in 
the second direction , the processing unit processes the 
processable pixel existing in the first data train next . By such 
scanning , the plurality of different image processing units 
110 to 113 that are sequentially arranged correspond to the 
plurality of pixels that continue in the first direction , respec 
tively , and perform processing of corresponding pixels . 
Hence , loop processing is performed in which a pixel 
continuing in the first direction from the pixel processed by 
the final image processing unit 113 is processed by the first 
image processing unit 110 . With this arrangement , even if 
the length of one data train changes , or even if the number 
of data trains included in the band area changes , the depen 
dence of the image processing units that perform the pro 
cessing does not change . That is , when one image processing 
unit performs processing of one pixel , the image processing 
unit that has processed the reference pixel for this pixel is 
already determined . For this reason , this pixel can be pro 
cessed by acquiring a quantization error or a diffusing error 
from the connected specific image processing unit . As 
described above , since the connection relationship between 
the image processing units is not switched during the 
processing , parallel processing can be performed using the 
same arrangement . 

[ 0064 ] A method of supplying pixel data to the image 
processing units 110 to 113 by the image supply unit 101 
will be described next . FIG . 2 shows band areas 230 and 
1430 that are the targets of processing . In the band areas 230 
and 1430 , the processing cycles to process processing target 
pixels are indicated by numerical values . In addition , the 
image processing units that are the pixel data supply desti 
nations are shown as background patterns . 
[ 0065 ] The image supply unit 101 includes a line delay 
circuit 800 and a module delay circuit 900 . The line delay 
circuit 800 will be described first with reference to FIG . 8 . 
In this processing example , the line delay circuit 800 
includes buffers 841 to 862 . Input data trains 801 to 804 are 
included in the band area 230 . The line delay circuit 800 
sequentially acquires pixel data of a predetermined number 
of pixels from the input data trains 801 to 804 . In this 
processing example , the line delay circuit 800 acquires pixel 
data of four pixels in one cycle . Here , the number of pixels 
corresponding to the pixel data acquired in one cycle is the 
same as the number of parallel processes and is four . That is , 
the line delay circuit 800 repeats processing of sequentially 
acquiring pixel data of four pixels from each of the input 
data trains 801 to 804 and further sequentially acquiring 
unacquired pixel data of four pixels from each of the input 
data trains 801 to 804 . 
[ 0066 ] The image supply unit 101 then transfers the 
acquired pixel data to the module delay circuit 900 . Here , the 
line delay circuit 800 adds a line delay such that a delay 
corresponding to one pixel is added to the data train adjacent 
on the lower side as compared to the upper data train , and 
then transfers the pixel data to the module delay circuit 900 . 
That is , in a given cycle , pixel data of a predetermined 
number of pixels continuing rightward from the first hori 
zontal position of the upper line are output from the line 
delay circuit 800 . In the next cycle , pixel data of a prede 
termined number of pixels which continue rightward from 
the second horizontal position of the adjacent lower line , 
which is located on the left side of the first horizontal 
position , are output from the line delay circuit 800 . Thus 
transferring pixel data of an adjacent line such that the 
second horizontal position is located on the left side of the 
first horizontal position will be referred to as adding a line 
delay here . 
[ 0067 ] A detailed example of the processing will be 
described below . No line delay is inserted into the first input 
data train 801 . In a cycle CO , the line delay circuit 800 
acquires pixel data 811 of four pixels from the input data 
train 801 and stores the pixel data in the buffers 841 to 844 . 
Here , the pixel data of the pixels included in the acquired 
pixel data 811 are stored in descending order such that the 
pixel data of a pixel on the left side is stored in a front buffer . 
For example , of the pixel data 811 , the pixel data of the 
leftmost pixel is stored in the buffer 844 , and the pixel data 
of the rightmost pixel is stored in the buffer 841 . A shift 
operation is performed for the data included in the buffers in 
the line delay circuit 800 , as will be described later . A buffer 
located in the shift direction will be referred to as a front 
buffer here . In the cycle C1 , the pixel data of the four pixels 
stored in the buffers 841 to 844 are output as pixel data 831 
to the module delay circuit 900 . 
[ 0068 ] Processing of the input data train 802 will be 
described next . A line delay corresponding to one pixel with 
respect to the input data train 801 is inserted into the input 
data train 802 . In the cycle C1 , the line delay circuit 800 
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acquires pixel data 812 of four pixels from the input data 
train 802 and stores the pixel data in the buffers 845 to 848 
in descending order . In the cycle C2 , the pixel data of the 
four pixels stored in the buffers 846 to 849 are output as 
pixel data 832 to the module delay circuit 900 . The buffer 
845 is formed by buffers of four stages . The buffer 845 holds 
the stored pixel data until before the cycle C5 in which next 
pixel data 816 are acquired . Then , when the pixel data 816 
of the next four pixels are stored in the buffers 845 to 848 
in the cycle C5 , the pixel data in the buffer 845 is stored in 
the buffer 849 . In other words , the pixel data in the buffer 
845 is shifted to the buffer 849 . In the next cycle C6 , the 
pixel data of the four pixels stored in the buffers 846 to 849 
are output as the pixel data 832 to the module delay circuit 
900 . 
[ 0069 ] Processing of the input data train 803 is the same 
as the processing of the input data train 802 except that a line 
delay corresponding to one pixel with respect to the input 
data train 802 is inserted into the input data train 803 . That 
is , in the cycle C2 , the line delay circuit 800 acquires pixel 
data 813 from the input data train 803 and stores the pixel 
data in the buffers 850 to 853 . In the cycle C3 , pixel data 833 
stored in the buffers 852 to 855 are output to the module 
delay circuit 900 . Additionally , when pixel data 817 are 
stored in the buffers 850 to 853 in the cycle C6 , the pixel data 
in the buffers 850 and 851 are shifted to the buffers 854 and 
855 and stored . In the cycle C7 , the pixel data 833 are 
similarly output to the module delay circuit 900 . 
[ 0070 ] Processing of the input data train 804 is the same 
as the processing of the input data train 803 except that a line 
delay corresponding to one pixel with respect to the input 
data train 803 is inserted into the input data train 804 . That 
is , in the cycle C3 , pixel data 814 from the input data train 
804 are stored in the buffers 856 to 859 . In the cycle C4 , 
pixel data 834 stored in the buffers 859 to 862 are output to 
the module delay circuit 900 . When pixel data 818 are stored 
in the buffers 856 to 859 in the cycle C7 , the pixel data in 
the buffers 856 to 858 are shifted to the buffers 860 and 862 
and stored . In the cycle C8 , the pixel data 834 are output to 
the module delay circuit 900 . 
[ 0071 ] In this processing example , the line delay is one 
pixel per line . This reflects the relative positions of the first 
pixel and the second pixel in the second direction . That is , 
one image processing unit sequentially processes the first 
pixel of the first pixel line and the second pixel of the second 
pixel line located on the lower side of the first pixel line . 
Here , since the column position of the second pixel is 
located one pixel away leftward from the first pixel , a line 
delay corresponding to one pixel is inserted into the input 
data train from the second pixel line such that the second 
pixel data is processed in the cycle next to the cycle in which 
the first pixel data is processed . On the other hand , depend 
ing on the contents of the image processing to be performed , 
the line delay may be increased to relax the timing restric 
tion . On the other hand , when the line delay is increased , the 
period ( number of cycles ) to hold the processing result ( for 
example , a quantization error or a diffusing error ) of a 
reference pixel becomes long . This may lead to an increase 
in the number of error buffers necessary in the circuit . 
[ 0072 ] The module delay circuit 900 will be described 
next with reference to FIG . 9 . As is apparent from the above 
explanation , the pixel data of four pixels continuing in the 
first direction are input to the module delay circuit 900 in 
one cycle . The module delay circuit 900 transfers the pixel 

data of the four pixels to the image processing units 110 to 
113 , respectively . At this time , as the image processing units 
110 to 113 sequentially perform the processing , the module 
delay circuit 900 performs the transfer while adding a 
module delay . In this processing example , the module delay 
is one cycle . That is , when the pixel data of four pixels are 
input , the module delay circuit 900 transfers the first pixel 
data to the image processing unit 110 in the same cycle , and 
transfers the second pixel data to the image processing unit 
111 in the next cycle . In addition , the module delay circuit 
900 transfers the third pixel data to the image processing unit 
112 in the following cycle , and transfers the fourth pixel data 
to the image processing unit 113 in the next cycle . To add the 
module delay in this way , the module delay circuit 900 
includes buffers 911 to 916 . 
[ 0073 ] Processing of the module delay circuit 900 will be 
described in more detail . In the cycle C1 , the pixel data 831 
of the four pixels are input from the line delay circuit 800 . 
The pixel data stored in the buffers 841 to 843 are stored in 
the buffers 913 to 911 , respectively . The buffers 911 to 913 
store the pixel data to be transferred to the image processing 
units 111 to 113 , respectively . The pixel data of a pixel on the 
left side is thus transferred to an image processing unit on 
the rear side . In addition , the pixel data stored in the buffer 
844 is not stored in a buffer in the module delay circuit 900 
but output to the image processing unit 110 in the cycle C1 . 
[ 0074 ] In the cycle C2 , similarly , the pixel data 832 of the 
four pixels are input from the line delay circuit 800 . The 
pixel data stored in the buffers 846 to 848 are stored in the 
buffers 913 to 911 , respectively . The pixel data stored in the 
buffer 849 is not stored in a buffer in the module delay circuit 
900 but output to the image processing unit 110 in the cycle 
C2 . The pixel data stored in the buffer 911 is output to the 
image processing unit 111 . In addition , the pixel data stored 
in the buffers 912 and 913 are stored in the buffers 914 and 
915 , respectively . 
[ 0075 ] In the cycle C3 as well , the pixel data 833 are input 
from the line delay circuit 800 . The pixel data stored in the 
buffer 855 is output to the image processing unit 110 , and the 
pixel data stored in the buffers 852 to 854 are stored in the 
buffers 913 to 911 . The pixel data stored in the buffers 911 
and 914 are output to the image processing units 111 and 
112 , respectively . The pixel data stored in the buffers 912 , 
913 , and 915 are transferred to the buffers 914 , 915 , and 916 , 
respectively . 
[ 0076 ] In the cycle C4 as well , the pixel data 834 are input 
from the line delay circuit 800 . The pixel data stored in the 
buffer 862 is output to the image processing unit 110 , and the 
pixel data stored in the buffers 859 to 861 are stored in the 
buffers 913 to 911 . The pixel data stored in the buffers 911 , 
914 , and 916 are output to the image processing units 111 , 
112 , and 113 , respectively . The pixel data stored in the 
buffers 912 , 913 , and 915 are transferred to the buffers 914 , 
915 , and 916 , respectively . 
10077 ] . The same operation as described above is per 
formed from the cycle C5 as well . In this way , the image 
supply unit 101 supplies the pixel data of pixels that con 
tinue in the first direction as many as the number of parallel 
processes to the image processing units 110 to 113 in every 
other cycle . With this operation , the image supply unit 101 
can supply the pixel data in the band area 230 to the image 
processing units 110 to 113 as shown in FIG . 2 in a 
predetermined order . 
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[ 0078 ] The image output unit 103 eliminates the line delay 
and the module delay of the pixel data obtained by the 
processing of the image processing units 110 to 113 and 
outputs the pixel data to a memory ( a DRAM or the like ) . 
The image output unit 103 gives a delay to the output timing 
of the pixel data so as to eliminate the line delay and the 
module delay given by the image supply unit 101 . The 
following arrangement is merely an example , and any 
arrangement can be used to eliminate the delay . 
[ 0079 ] The image output unit 103 includes a module delay 
elimination circuit 1000 and a line delay elimination circuit 
1100 . The module delay elimination circuit 1000 will be 
described with reference to 10a in FIG . 10 . The module 
delay elimination circuit 1000 adds a delay to each of the 
pixel data of the pixels continuing in the first direction as 
many as the number of parallel processes . The delay differ 
ence added when the module delay circuit 900 supplies the 
pixel data to the image processing units 110 to 113 is thus 
eliminated . As a result , the pixel data of the pixels continu 
ing in the first direction as many as the number of parallel 
processes are transferred from the module delay elimination 
circuit 1000 to the line delay elimination circuit 1100 at the 
same timing . For this operation , the module delay elimina 
tion circuit 1000 includes buffers 1011 to 1016 , as shown in 
10a . Of the pixel data of the pixels continuing in the first 
direction as many as the number of parallel processes , pixel 
data processed in a preceding cycle is held for a period 
longer by one cycle than that for pixel data processed in the 
following cycle and then output . 
[ 0080 ] The pixel data of four pixels are input to the 
module delay elimination circuit 1000 in one cycle . That is , 
the pixel data of one pixel is input from each of the image 
processing units 110 to 113 . The pixel data input from the 
image processing unit 110 to the buffer 1011 is output to the 
line delay elimination circuit 1100 after three cycles via the 
buffers 1014 and 1016 . Similarly , the pixel data input from 
the image processing unit 111 to the buffer 1012 is output to 
the line delay elimination circuit 1100 after two cycles via 
the buffer 1015 . The pixel data input from the image 
processing unit 112 to the buffer 1013 is output to the line 
delay elimination circuit 1100 after one cycle . The pixel data 
input from the image processing unit 113 to the module 
delay elimination circuit 1000 is output to the line delay 
elimination circuit 1100 without any delay . 
[ 0081 ] In FIG . 10 , 10b shows pixel data 1021 to 1028 
output from the module delay elimination circuit 1000 to the 
line delay elimination circuit 1100 in the cycles C1 to C8 . 
After the pixel data 831 of the four pixels transferred to the 
module delay circuit 900 in the cycle Cl are processed , the 
delay difference is thus eliminated in the cycle C4 , and the 
pixel data are output as the pixel data 1024 from the module 
delay elimination circuit 1000 . Each of the pixel data 1021 
to 1023 represents a delay corresponding to three cycles 
added by the module delay circuit 900 and the module delay 
elimination circuit 1000 . Processing by the line delay elimi 
nation circuit 1100 for these is unnecessary . 

[ 0082 ] The line delay elimination circuit 1100 will be 
described with reference to FIG . 11 . The line delay elimi 
nation circuit 1100 eliminates the line delay difference 
between the pixel data input from the module delay elimi 
nation circuit 1000 . That is , the line delay elimination circuit 
1100 adds a line delay such that a delay corresponding to one 
pixel is added to the data train adjacent on the upper side as 

compared to the lower data train , and then outputs the pixel 
data . A detailed arrangement for this can be the same as that 
of the line delay circuit 800 . 
[ 0083 ] That is , the line delay elimination circuit 1100 
includes buffers 1141 to 1162 . The pixel data of four pixels 
are input from the module delay elimination circuit 1000 to 
the line delay elimination circuit 1100 in one cycle , as shown 
in 106 . The pixel data 1024 are input to the buffers 1144 to 
1141 in descending order . For example , of the pixel data 
1024 , the pixel data of the leftmost pixel is stored in the 
buffer 1144 , and the pixel data of the rightmost pixel is 
stored in the buffer 1141 . After a line delay corresponding to 
three pixels is added to the input pixel data , the pixel data are 
output to a memory ( a DRAM or the like ) . That is , the pixel 
data input to the buffer 1144 is output in the next cycle . In 
addition , the pixel data input to the buffers 1143 to 1141 are 
shifted to the buffers 1147 to 1145 four cycles after the input 
and output five cycles after the input . 
10084 ) Similarly , the pixel data 1025 are input to the 
buffers 1151 to 1148 in descending order . After a line delay 
corresponding to two pixels is added , the pixel data are 
output to the memory . The pixel data 1026 are input to the 
buffers 1157 to 1154 in descending order . After a line delay 
corresponding to one pixel is added , the pixel data are output 
to the memory . The pixel data 1027 are input to the buffers 
1159 to 1162 in descending order and output to the memory 
without adding any line delay . 
[ 0085 ] Processing up to the pixel data 1027 has been 
described above . From then on , delays corresponding to 
three pixels , two pixels , one pixel , and zero pixels are 
sequentially added to the pixel data input to the line delay 
elimination circuit 1100 , and the pixel data are output from 
the line delay elimination circuit 1100 . Since the pixel data 
arranged in descending order are output from the line delay 
elimination circuit 1100 to the memory , the pixel data are 
converted to the ascending order and then stored in the 
memory . With the above - described processing , in the cycles 
C5 to C8 , pixel data that is the processing result of the first 
pixel in each of the input data trains 801 to 804 is output . In 
the cycles C9 to C12 , pixel data that are the processing 
results of the second to fifth pixels in each of the input data 
trains 801 to 804 are output . 
[ 0086 ] In this way , the pixel data that are the processing 
results for the pixels in the band area 230 are accumulated 
in the image output unit 103 , and as a result , the error 
diffusion result of the band area 230 is obtained . As 
described above , the image output unit 103 includes the 
module delay elimination circuit 1000 and the line delay 
elimination circuit 1100 . The image output unit 103 adds a 
delay such that the line delay and the module delay added by 
the image supply unit 101 are eliminated , and then outputs 
the pixel data . 
[ 0087 ] ( Example of Processing for Band Area with Five 
Lines ) 
[ 0088 ] Error diffusion processing for a band area with five 
lines read from an input image by the image input unit 100 
will be described below as another detailed example of 
processing . Reference pixels and diffusion coefficients in the 
error diffusion processing are the same as those shown in 
FIG . 3 . 
[ 0089 ] The method of determining , for pixel data of each 
pixel , the image processing units 110 to 113 is the same as 
in the case of processing for the band area with four lines . 
In this processing example , an image processing unit pro 
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cesses a pixel in the fifth data train , and then processes a 
processable pixel in the first data train . In FIG . 15 , 15a 
shows the schematic view of this processing order . 
[ 0090 ] The processing order in this example will be 
described with reference to 15a . In the cycle Ci , the 
processable pixel is only a pixel 1511 at the processing start 
position , and the image processing unit 110 processes the 
pixel 1511 . Then , a pixel 1512 for which processing of all 
the reference pixels is completed becomes a processable 
pixel . The pixel 1512 is located in the main scanning 
direction from the processed pixel 1511 , and is therefore 
processed in the cycle C2 by the next image processing unit 
111 . 
[ 0091 ] In the cycle C2 , the pixel 1512 is processed by the 
image processing unit 111 , and as a result , pixels 1513 and 
1521 change to processable pixels . The pixel 1513 located in 
the main scanning direction is processed in the cycle C3 by 
the next image processing unit 112 . On the other hand , the 
pixel 1521 located in the second direction different from the 
first direction is processed in the cycle C3 by the image 
processing unit 111 that has completed the processing of the 
reference pixel in the cycle C2 . In this way , the second 
direction is determined to be the direction from the pixel 
1512 to the pixel 1521 , that is , the direction advancing 
downward by one data train and leftward by one pixel . 
[ 0092 ] The pixel 1521 may be processed by the image 
processing unit 110 or 113 . In this case , however , the image 
processing unit 110 processes the pixel 1511 in the cycle C1 , 
waits in the cycle C2 , and processes the pixel 1521 in the 
cycle C3 . When the image processing unit 111 processes the 
pixel 1521 , the effect of speeding up the processing by 
parallelization improves . Additionally , when the image pro 
cessing unit 113 processes the pixel 1521 , the diffusing error 
of the pixel 1511 in the cycle C1 needs to be held up to the 
cycle C3 . Since the error needs to be held in longer cycles , 
the number of buffers configured to hold the diffusing error 
in the circuit increases . When the image processing unit 111 
processes the pixel 1521 , the number of buffers configured 
to hold the diffusing error can be decreased . 
[ 0093 ] From the cycle C4 as well , the image processing 
units 110 to 113 perform the same processing as described 
above . 15b shows pixels to be processed by the image 
processing units 110 to 113 in the cycles C1 to C9 in this 
arrangement . As in the case in which the number of lines is 
four , image processing units that do not perform processing 
exist in the cycles C1 to C8 . From the cycle C9 , the pixel 
data of four pixels are simultaneously processed by the 
image processing units 110 to 113 . 
10094 ) In this processing example as well , after the ( for 
example , M ) pixels existing in the ( for example , M ) data 
trains are processed in the second direction , the image 
processing unit processes the processable pixel existing in 
the first data train next . In this processing example as well , 
since the connection relationship between the image pro 
cessing units is the same as in the processing for the band 
area with four lines , the image processing units 110 to 113 
having the same circuit arrangement as in the processing for 
the band area with four lines can be used . 
100951 A method of supplying pixel data to the image 
processing units 110 to 113 by the image supply unit 101 
will be described next . Processing performed when the 
image input unit 100 reads the band area 1430 with five lines 
shown in FIG . 2 will be described here . FIG . 2 shows 
processing target pixels ( processing cycles to process pro 

cessing target pixels are indicated by numerical values ) in 
the processing cycles and the image processing units as the 
pixel data supply destinations . 
10096 ] The image supply unit 101 includes a line delay 
circuit and a module delay circuit . In this processing 
example , since the number of lines of the band area is five , 
the line delay circuit can add a line delay corresponding to 
four pixels at maximum . The arrangement of the line delay 
circuit is the same as that of the line delay circuit 800 except 
this point , and a detailed description thereof will be omitted . 
That is , the line delay circuit directly outputs pixel data from 
the first data train , and outputs pixel data from the second to 
fifth data trains after adding a line delay corresponding to 
one to four pixels . 
[ 0097 ] The arrangement of the module delay circuit is the 
same as that in a case in which the number of lines of the 
band area is four , and a detailed description thereof will be 
omitted . That is , of the pixel data of four pixels input from 
the line delay circuit , the first pixel data is immediately input 
to the image processing unit 110 . In addition , the second to 
fourth pixel data are input to the image processing units 111 
to 113 after one or three cycles . 
[ 0098 ] As described above , the image supply unit 101 can 
supply pixel data to the image processing units 110 to 113 in 
the order shown in FIG . 2 by using the line delay circuit and 
the module delay circuit . 
[ 0099 ] The image output unit 103 eliminates the line delay 
and the module delay of the pixel data obtained by the 
processing of the image processing units 110 to 113 and 
outputs the pixel data to the memory ( for example , a 
DRAM ) , as in a case in which the number of lines of the 
band area is four . The image output unit 103 includes a 
module delay elimination circuit and a line delay elimination 
circuit . The arrangement of the module delay elimination 
circuit is the same as in the case in which the number of lines 
is four , and a detailed description thereof will be omitted . 
That is , the module delay elimination circuit outputs the 
pixel data input from the image processing units 110 to 112 
in the same cycle to the line delay elimination circuit after 
three to one cycle , and also outputs the pixel data input from 
the image processing unit 113 directly to the line delay 
elimination circuit . In FIG . 10 , 10c shows pixel data 1023 to 
1040 output from the module delay elimination circuit to the 
line delay elimination circuit in the cycles C1 to C10 . As in 
the case in which the number of lines of the band area is four , 
the delay difference added by the module delay circuit is 
eliminated , as can be seen . 
[ 0100 ] The arrangement of the line delay elimination 
circuit is the same as that of the line delay elimination circuit 
1100 except that a line delay corresponding to four pixels 
can be added at maximum because the number of lines of the 
band area is five , and a detailed description thereof will be 
omitted . That is , the line delay elimination circuit adds a line 
delay corresponding to four to zero pixels to each of pixel 
data 1035 to 1039 ( corresponding to the first to fifth data 
trains , respectively ) , and outputs the pixel data to the 
memory ( for example , a DRAM ) . From then on , the pro 
cessing of inputting the pixel data of four pixels for each 
data train to the line delay circuit and outputting the pixel 
data to the memory after adding a delay corresponding to 
four to zero pixels is repeated . 
[ 0101 ] ( Operation in First Embodiment ) 
[ 0102 ] An operation in the first embodiment will be 
described with reference to the flowchart of FIG . 12 . In step 
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S1200 , the image input unit 100 reads out the data of a band 
area . In step S1201 , the image supply unit 101 acquires pixel 
data of J value from the image input unit 100 by four pixels . 
The image supply unit 101 then adds line delays and module 
delays to the acquired pixel data , as described above , and 
outputs them to the image processing units 110 to 113 . 
[ 0103 ] As already described above , the order of pixel 
processing by the image processing units 110 to 113 is 
determined in advance . That is , processing results for N . 
continuous pixels included in the first pixel line of a pro 
cessing target region are sequentially generated in a prede 
termined order by the image processing units different from 
each other . For example , for pixels that continue in the first 
direction ( main scanning direction ) as many as the number 
of parallel processes , the different image processing units 
110 to 113 perform processing ( quantization processing ) . In 
addition , processing results for N continuous pixels included 
in the first pixel line are generated in continuous processing 
cycles in a predetermined order by the image processing 
units different from each other . Note that in the above 
described processing example , one image processing unit 
not only processes only pixels included in one pixel line but 
processes at least one of pixels included in each of the first 
to Mth pixel lines . 
[ 0104 ] Additionally , each of the plurality of image pro 
cessing units generates a processing result for the first pixel 
included in the first pixel line and then generates a process 
ing result for the second pixel . The second pixel is a pixel 
that is included in the second pixel line different from the 
first pixel line in the processing target region and changes to 
a processable pixel in accordance with the generation of the 
processing result for the first pixel . For example , for a 
processable pixel that appears in the second direction from 
the processing target pixel as a result of processing per 
formed for the processing target pixel by an image process 
ing unit , the same image processing unit performs process 
ing . One image processing unit repeats processing of a pixel 
located in the second direction . When processing of a pixel 
in the Mth pixel line is performed , the image processing unit 
then performs processing of a processable pixel existing in 
the first pixel line . Here , the processing target region 
includes M pixel lines . 
[ 0105 ] In addition , the second pixel can be a pixel located 
at a predetermined relative position in the second direction 
from the first pixel . That is , the relative positions of the first 
pixel and the second pixel depend on the positions of 
reference pixels and can be the same independently of the 
position of the first pixel . For example , if the position of the 
first pixel is on the ith row and jth column , the position of 
the second pixel can be on the ( i + 1 ) th row and ( - a ) th 
column . Here , a is an arbitrary integer ( a positive integer , a 
negative integer , or zero ) determined by the positions of the 
reference pixels . For example , a = 1 in a case in which the 
reference pixels shown in FIG . 3 are used . 
[ 0106 ] On the other hand , when the processing target 
region includes M ( M > N ) pixel lines , the N image process 
ing units start processing of the Mth pixel line before the 
processing of the first pixel line is completed . That is , in this 
embodiment , processing of the band area is completed from 
left to right . 
[ 0107 ] The image supply unit 101 supplies the pixel data 
to the plurality of image processing units such that the 
processing as described above can be implemented . For 
example , the image supply unit 101 can sequentially supply 

the pixel data of N continuous processing target pixels 
included in the first pixel line to the N image processing 
units in a predetermined order . In addition , the image supply 
unit 101 can supply the pixel data of the second pixel to the 
image processing unit that has completed processing of the 
first pixel . Furthermore , to one image processing unit , the 
image supply unit 101 can sequentially supply the pixel data 
of a processing target pixel in the first pixel line to the pixel 
data of a processing target pixel in the Mth pixel line and 
then supply the pixel data of a processing target pixel in the 
first pixel line . 
[ 0108 ] In step S1202 , the image processing units 110 to 
113 perform error diffusion processing . Additionally , in step 
S1203 , the image processing units 110 to 113 perform 
propagation of diffusing errors . In this embodiment , when 
the image processing unit 110 processes the processing 
target pixel , the image processing units that have processed 
the reference pixels are fixed . That is , as indicated by 13a in 
FIG . 13 , the pixel on the upper left side of the processing 
target pixel is processed by the image processing unit 112 , 
the pixels on the upper and left sides of the processing target 
pixel are processed by the image processing unit 113 , and 
the pixel on the upper right side of the processing target pixel 
is processed by the image processing unit 110 . This is 
because the processing order of the pixels continuing in the 
first direction and the processing order of the pixels con 
tinuing in the second direction by the image processing units 
110 to 113 are determined in advance . That is , this is because 
four pixels continuing in the first direction ( main scanning 
direction ) are processed by the image processing units 110 
to 113 , respectively , and pixels continuing in the second 
direction ( left downward direction ) are processed by the 
same image processing unit . This also applies to a case in 
which the image processing units 111 to 113 process the 
processing target pixels , as indicated by 13b to 13d in FIG . 
13 . Additionally , this relationship is constant independently 
of the number of lines ( for example , irrespective of whether 
the number of lines is four or five ) . 
[ 0109 ] As described above , in this embodiment , the rela 
tive positions of the image processing unit that processes the 
processing target pixel and the image processing units that 
have processed the reference pixels ( that is , propagate 
errors ) are fixed . Hence , when the processing units are 
connected so as to propagate the diffusing errors from the 
image processing units that have processed the reference 
pixels to the image processing unit that processes the 
processing target pixel , error propagation processing can be 
performed . This connection relationship need not be 
changed in the course of processing , and also need not be 
changed even when the size ( for example , height or length ) 
of the processing target region is changed . In FIG . 13 , 13e 
shows an example of the connection relationship of the 
image processing units 110 to 113 . 
[ 0110 ] Note that the processing results ( for example , the 
quantization errors or diffusing errors ) to be referred to may 
be held by the image processing unit that processes the 
processing target pixel or the image processing units that 
have processed the reference pixels . In any case , the pro 
cessing results to be referred to can be transferred at pre 
determined timings from the image processing units that 
have processed the reference pixels to the image processing 
unit that processes the processing target pixel . In one 
embodiment , the first image processing unit acquires the 
processing result for one of the plurality of reference pixels 
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implementing the functions of the units . Referring to FIG . 
20 , an input interface 2140 is an interface configured to 
acquire information from an external device . In addition , an 
output interface 2150 is an interface configured to output 
information to an external device . A bus 2160 connects the 
above - described units to enable data exchange . 
[ 0115 ] As described above , according to this embodiment , 
even in a case in which the number of lines or the length of 
the band area changes , the pixels to be processed by the 
image processing units need not be switched . Additionally , 
even in the case in which the number of lines or the length 
of the band area changes , the image processing units need 
only perform the same processing . Hence , the image pro 
cessing units having the same arrangement can be used . For 
this reason , irrespective of the number of lines or the length 
of the band area , parallel processing can be performed using 
the image processing units of the same arrangement . In 
particular , in this embodiment , each of the plurality of image 
processing units can acquire a processing result for a refer 
ence pixel from the same image processing unit indepen 
dently of the processing target pixel and independently of 
the number of lines of the band area . It is therefore possible 
to perform parallel image processing without changing the 
processing of each image processing unit and the connection 
between the image processing units even if the number of 
lines of the band area changes . 

from the memory ( for example , the error memory 403 ) of 
the first image processing unit , which stores the processing 
result of the first image processing unit . For example , when 
the first image processing unit processes the second pixel 
next to the first pixel , as described above , the processing 
result of the first pixel that is the reference pixel is stored in 
the memory of the first image processing unit . Additionally , 
the first image processing unit can acquire the processing 
result for another one of the plurality of reference pixels 
from the second image processing unit different from the 
first image processing unit . As described above , the image 
processing unit that is the acquisition source of the process 
ing result is determined in advance . 
[ 0111 ] Note that the image processing unit that processes 
the processing target pixel and the image processing units 
that have processed the reference pixels need not be directly 
connected . For example , in the example shown in 13e , the 
image processing unit 111 may receive the processing result 
( for example , the quantization error or the diffusing error ) of 
the image processing unit 113 via the image processing unit 
110 . That is , in one embodiment , the plurality of image 
processing units may be connected in series in a ring shape , 
and each image processing unit may be connected to only 
two other image processing units . 
[ 0112 ] In step S1204 , the image processing units 110 to 
113 output pixel data of I value . In step S1205 , the image 
output unit 103 eliminates the delay difference between the 
output pixel data of I value and records the pixel data in the 
memory . In step S1206 , the image supply unit 101 deter 
mines whether the processing is completed for all the pixels . 
If the processing is not performed for all the pixels , the 
process returns to step S1201 to repeat scanning until the 
processing is completed for all the pixels . If the processing 
is performed for all the pixels , the processing shown in FIG . 
12 ends . 
[ 0113 ] In the above description , if the number of lines of 
the band area changes , the line delay circuit and the line 
delay elimination circuit of different arrangements are used . 
However , the line delay circuit and the line delay elimination 
circuit having the same arrangements may be used indepen 
dently of the number of lines . For example , processing for 
a case in which the number of lines is four can be performed 
using the line delay circuit and the line delay elimination 
circuit for the above - described case in which the number of 
lines is five . In this case , the portions configured to add a line 
delay corresponding to four pixels in the line delay circuit 
and the line delay elimination circuit are not used . 
[ 0114 ] In addition , the image input unit 100 , the image 
supply unit 101 , the image output unit 103 , and a path 
control unit 2002 ( to be described later ) may be hardware 
circuit but may be implemented by software . That is , at least 
some of these processing units may be implemented by a 
computer . FIG . 20 is a view showing the basic arrangement 
of a computer capable of implementing these processing 
units . Referring to FIG . 20 , a processor 2110 is , for example , 
a CPU and controls the operation of the entire computer . A 
memory 2120 is , for example , a RAM and temporarily 
stores programs and data . A computer - readable storage 
medium 2130 is , for example , a hard disk or a CD - ROM and 
stores programs and data for a long time . In this embodi 
ment , a program that is stored in the storage medium 2130 
and implements the functions of the units is loaded into the 
memory 2120 . Then , the processor 2110 operates in accor - 
dance with the program on the memory 2120 , thereby 

Second Embodiment 
[ 0116 ] In the second embodiment , an arrangement for 
switching the number of parallel processes in accordance 
with the number of colors of an input image will be 
described . In the second embodiment as well , a case in 
which an image processing apparatus performs error diffu 
sion processing of converting a J - value image into an 1 - value 
image ( i < J ) will be described . In the following description as 
well , reference pixels and diffusion coefficients shown in 
FIG . 3 are used . 
[ 0117 ] The image processing apparatus according to this 
embodiment includes four image processing units 110 to 
113 , as in the first embodiment . In this embodiment , the 
operation mode is switched in accordance with the number 
of colors of an input image . For example , the image pro 
cessing apparatus can operate in a first operation mode in 
which N image processing units parallelly perform image 
processing for one color of an input image . As one example , 
if the number of colors of an input image is one , the four 
image processing units can parallelly perform processing . In 
addition , the image processing apparatus can operate in a 
second operation mode . In the second operation mode , a first 
group of the N image processing unit parallelly performs 
image processing for the first color of an input image , and 
a second group of the N image processing units parallelly 
performs image processing for the second color of the input 
image . As one example , if the number of colors of an input 
image is two , two image processing units can parallelly 
process the pixel data of each color . In addition , if the 
number of colors of an input image is one , one image 
processing unit can process the pixel data of each color . 
[ 0118 ] In one embodiment , the N image processing units 
are classified into L groups in accordance with the number 
L of colors of an input image . Here , the groups may include 
the same number of image processing units , and the number 
may be N / L . The image processing units included in each 
group can be connected such that the image processing units 
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included in each group can transfer processing results . Each 
image processing unit can transfer a processing result via 
this connection . The data transfer path may be controlled by 
the path control unit 2002 such that such a connection is 
possible , as will be described later . 
[ 0119 ] FIG . 7 is a block diagram showing an example of 
the arrangement of an image processing apparatus 195 
according to this embodiment . The arrangements of an 
image input unit 100 , an image supply unit 101 , the image 
processing units 110 to 113 , and an image output unit 103 are 
the same as in the first embodiment , and different points will 
be described below . The image processing apparatus 195 
further includes a data transfer path 2001 . The image pro 
cessing units 110 to 113 can propagate diffusing errors via 
the data transfer path 2001 . 
[ 0120 ] ( When Number of Colors of Input Image is Two ) 
[ 0121 ] An arrangement in which the number of colors of 
an input image is two , and two image processing units 
parallelly process the pixel data of each color will be 
described first . A case in which each pixel of the input image 
has cyan pixel data and magenta pixel data will be described 
below . Each of the cyan pixel data and the magenta pixel 
data is data of J value . 
[ 0122 ] The image input unit 100 reads out a band area for 
each color of the input image . For example , as indicated by 
16a in FIG . 16 , the image input unit 100 can read out a band 
area 2210 of cyan and a band area 2200 of magenta . 
[ 0123 ] The image supply unit 101 includes a line delay 
circuit 2300 and a module delay circuit 900 . FIG . 19 shows 
an example of the arrangement of the line delay circuit 2300 
in a case in which the number of colors of the input image 
is two . The line delay circuit 2300 includes buffers 2341 to 
2368 . 
[ 0124 ] As indicated by 16b in FIG . 16 , the line delay 
circuit 2300 acquires the pixel data of two cyan pixels and 
two magenta pixels . In the first cycle , the line delay circuit 
2300 can acquire the pixel data of two pixels at the left end 
of the first data train , represented by hatching in 16a . In the 
next cycle , the line delay circuit 2300 can acquire the pixel 
data of two pixels at the left end of the second data train . 
When the pixel data in the final data train are acquired , the 
line delay circuit 2300 can repeat the operation of acquiring 
unacquired pixel data in the first data train again . This 
acquisition processing is the same as that or the line delay 
circuit 800 except that the pixel data of not four but two 
continuous pixels are acquired . 
10125 ] . The line delay circuit 2300 adds a line delay to thus 
acquired pixel data 2230 to 2233 . In this processing 
example , a line delay is given for each color . To do this , the 
line delay circuit 2300 includes holding buffers and output 
buffers for each color . For example , to give a line delay of 
one pixel to the input data 2231 from the second data train , 
the line delay circuit 2300 includes the holding buffers 2345 
and 2348 and the output buffers 2346 , 2347 , 2349 , and 2350 . 
With this arrangement , the cyan pixel data held by the buffer 
2345 and the magenta pixel data held by the buffer 2348 can 
simultaneously be output together with the pixel data from 
the second data train , which are input next . When the delay 
buffers and the holding buffers in numbers according to the 
number of colors are provided in the line delay circuit 2300 , 
a desired line delay can be given . 
[ 0126 ] The arrangement of the module delay circuit 900 is 
the same as in the first embodiment , and a description 
thereof will be omitted . In the pixel data 2230 input to the 

module delay circuit 900 , the pixel data of two magenta 
pixels and the pixel data of two cyan pixels are arranged . 
After a module delay is added , the pixel data 2230 are input 
to the image processing units 110 to 113 . Hence , the magenta 
pixel data are processed by the image processing units with 
a delay of two cycles with respect to the cyan pixel data . Not 
to cause a delay difference between the colors , a module 
delay may be added only to the pixel data of the same color . 
For example , a module delay circuit that does not use buffers 
912 , 914 , 915 , and 916 but includes buffers 911 and 913 can 
be used . In this case , no module delay is added between the 
magenta pixel data and the cyan pixel data . 
f0127 ] FIG . 14 shows a detailed arrangement of the data 
transfer path 2001 . The data transfer path 2001 includes the 
path control unit 2002 , selectors 2003 to 2006 , and paths 
2010 to 2017 . The paths 2010 to 2017 are the diffusing error 
propagation paths between the image processing units 110 to 
113 . The path control unit 2002 controls data transfer via the 
paths 2010 to 2017 . 
[ 0128 ] For example , when the number of colors of an 
input image is one , the path control unit 2002 can set the 
selectors 2003 to 2006 to 1 to enable all paths between the 
image processing units 110 to 113 . In this state , the four 
image processing units 110 to 113 can simultaneously pro 
cess the image data of one color . Note that FIG . 14 shows the 
existence of paths between all combinations of the image 
processing units 110 to 113 in this case . However , to reduce 
redundant paths , only necessary paths may be provided 
based on the relationship between the processing target pixel 
and the reference pixels , as shown in 13e . 
[ 0129 ] When the number of colors of an input image is 
two , the path control unit 2002 can set the selectors 2003 to 
2006 to 0 . In this case , the path between the image process 
ing unit 110 and the image processing unit 111 and the path 
between the image processing unit 112 and the image 
processing unit 113 are enabled , but the other paths between 
the image processing units are not enabled . In this state , two 
image processing units can parallelly process pixel data of 
one color . 
0130 ] The image output unit 103 eliminates the line delay 
and the module delay for the pixel data processed by the 
image processing units 110 to 113 and outputs the pixel data 
to a memory ( a DRAM or the like ) on a color basis . By the 
same method as in the first embodiment , the image output 
unit 103 can give a delay so as to eliminate the delay 
difference by the line delay and the module delay given by 
the image supply unit 101 . 
[ 0131 ] The operation of the image processing apparatus 
195 in the second embodiment will be described with 
reference to the flowchart of FIG . 12 . In step S1200 , first , the 
paths of the data transfer path 2001 are set . The paths are 
determined in accordance with the combination of the 
number of colors of an input image and the number of image 
processing units . 
[ 0132 ] For example , when the number of colors of an 
input image is one , control of the paths by the path control 
unit 2002 is performed as described above . In this case , the 
subsequent processing can be performed as in the first 
embodiment , and a description thereof will be omitted . 
[ 0133 ] In addition , when the number of colors of an input 
image is four , the pixel data of each color are processed by 
one image processing unit . The path control unit 2002 
controls the paths between the image processing units such 
that one image processing unit processes the pixel data of 
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one color . In this case , connection between the image 
processing units is not needed . From then on , each image 
processing unit sequentially performs processing for the 
pixel data of each color , and a description of the processing 
will be omitted . 
[ 0134 ] When the number of colors of an input image is 
two , control of the paths by the path control unit 2002 is 
performed as described above . Processing in this case will 
be described below . In step S1200 , the image input unit 
further reads out the processing target region of each color 
as indicated by 16a in FIG . 16 . 
[ 0135 ] In step S1201 , the image supply unit 101 acquires 
pixel data of four pixels from the image input unit 100 , as 
indicated by 16b in FIG . 16 , gives line delays and module 
delays , and outputs the pixel data to the image processing 
units . In this example as well , since error diffusion process 
ing is performed using the reference pixels shown in FIG . 3 , 
the line delay is one pixel , and the module delay is one cycle , 
as in the first embodiment . The line delay can be given for 
each color , as described above . 
[ 0136 ] As in the first embodiment , in step S1202 , the 
image processing units 110 to 113 perform error diffusion 
processing . In step S1203 , the image processing units 110 to 
113 perform propagation of diffusing errors . In this embodi 
ment , the paths of connection are set in accordance with the 
relationship between the number of colors and the number of 
image processing units , and propagation of diffusing errors 
is performed , as in step S1200 . As described in the first 
embodiment , the connection relationship between the image 
processing units need not be changed even in a case in which 
the height or length of the band area is changed . 
[ 0137 ] In step S1204 , the image processing units 110 to 
113 output pixel data of I value . In step S1205 , the image 
output unit 103 eliminates the delay difference between the 
pixel data of I value and records the pixel data in the memory 
for each color . The process of step S1206 is the same as in 
the first embodiment . 
[ 0138 ] As described above , according to this embodiment , 
it is possible to perform parallel processing for each of input 
images with different numbers of colors . In addition , when 
the data transfer path 2001 is switched , parallel processing 
can be controlled in accordance with the number of colors . 

in the document image 610 is specified , or ruled lines are 
deleted using the processing , the accuracy of OCR can be 
expected to improve . 
[ 0141 ] Horizontal line or vertical line detection processing 
can be implemented in accordance with a procedure shown 
in FIG . 6B . First , a vertical line component extraction filter 
and a horizontal line component extraction filter are applied 
to pixel data of 3 pixelsx3 pixels with a processing target 
pixel at the center , as shown in FIG . 6C . FIG . 6D shows an 
example of the filter coefficients of the vertical line compo 
nent extraction filter , and FIG . 6E shows an example of the 
filter coefficients of the horizontal line component extraction 
filter . When the vertical line component extraction filter is 
applied , a vertical line component is extracted . When the 
horizontal line component extraction filter is applied , a 
horizontal line component is extracted . 
[ 0142 ] Vertical line determination and horizontal line 
determination are performed using the extracted compo 
nents . The vertical line determination can be performed by 
comparing a vertical line component with a threshold THv , 
as shown in FIG . 6F . For example , if the vertical line 
component is equal to or more than the threshold THv , it can 
be determined that a vertical line exists at the position of the 
processing target pixel . If the vertical line component is less 
than the threshold THv , it can be determined that a vertical 
line does not exist at the position of the processing target 
pixel . Similarly , the horizontal line determination can be 
performed by comparing a horizontal line component with a 
threshold THh , as shown in FIG . 6G For example , if the 
horizontal line component is equal to or more than the 
threshold THh , it can be determined that a horizontal line 
exists at the position of the processing target pixel . If the 
horizontal line component is less than the threshold THh , it 
can be determined that a horizontal line does not exist at the 
position of the processing target pixel . 
( 0143 ] Here , the magnitudes of the thresholds THv and 
THh serving as the determination criteria of the vertical line 
and the horizontal line can be adjusted by feedback control . 
For example , the thresholds can be changed in accordance 
with the determination result of an adjacent pixel such that 
the same determination result as the determination result of 
the adjacent pixel can easily be obtained . As one example , 
in a case in which it is determined that a vertical line exists 
on a neighboring pixel which exists in the vertical direction 
from the processing target pixel and for which detection 
processing is already completed , the threshold THv can be 
made small to easily determine that a vertical line exists on 
the processing target pixel . Similarly , in a case in which it is 
determined that a horizontal line exists on a neighboring 
pixel which exists in the horizontal direction from the 
processing target pixel and for which detection processing is 
already completed , the threshold THh can be made small to 
easily determine that a horizontal line exists on the process 
ing target pixel . 
[ 0144 ] When processing image data in the order of raster 
processing ( scanning from left to right and from above to 
below ) , the determination for the processing target pixel 
indicated by * in FIG . 6H can be performed by referring to 
the vertical line determination result of an adjacent pixel on 
the upper side and the horizontal line determination result of 
an adjacent pixel on the left side . In a case in which parallel 
processing is performed using the image processing units 
110 to 113 in the following way , and an image processing 
unit performs determination for the processing target pixel , 

Third Embodiment 
[ 0139 ] The processing performed by the image processing 
apparatus according to the present invention is not limited to 
error diffusion processing . For example , the image process 
ing apparatus according to the present invention can perform 
processing using feedback . As an example , an image pro 
cessing apparatus according to the third embodiment paral 
lelly performs processing of detecting a horizontal line or a 
vertical line in image data . The processing according to this 
embodiment can be implemented by an image processing 
apparatus 190 shown in FIG . 1 , and a detailed description 
thereof will be omitted . 
[ 0140 ] Horizontal line or vertical line detection processing 
executed by image processing units 110 to 113 will be 
described first with reference to FIGS . 6A to 6H . FIG . 64 
shows a document image 610 and a detection result 620 of 
a drawing , horizontal lines , and vertical lines for the docu 
ment image 610 . This processing can be applied as prepro 
cessing of , for example , OCR ( Optical Character Recogni 
tion ) processing for a document , and the ruled lines or frame 
lines of a diagram can be extracted . When a diagram region 
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the vertical line determination result for the adjacent pixel 
on the upper side is held by this image processing unit and 
can be referred to for the determination . On the other hand , 
the horizontal line determination result for the adjacent pixel 
on the left side is held by another image processing unit and 
can be transferred between the image processing units and 
referred to for the determination . To eliminate the difference 
between the timing of determining the horizontal line deter 
mination result of the adjacent pixel and the timing of 
referring to the horizontal line determination result of the 
processing target pixel , the horizontal line determination 
result of the adjacent pixel may be held by the image 
processing unit that has processed the adjacent pixel or may 
be held by the image processing unit that processes the 
processing target pixel . This point is also the same as in the 
first embodiment . 
[ 0145 ] The image processing units 110 to 113 can process 
the pixels in a processing target region 3100 as in the first 
embodiment . An example of a parallel processing method 
will be described below with reference to FIG . 17A . FIG . 
17A shows the processing target region 3100 read out by the 
image input unit 100 . For the sake of description , data train 
numbers LO to L7 and pixel numbers PO to P15 are added to 
the processing target region 3100 . 
[ 014 ] In a cycle C1 , the image processing unit 110 
processes a processing target pixel ( LO : PO ) represented by 
the data train number LO and the pixel number PO ( to be 
expressed as “ data train number : pixel number hereinafter ) . 
As a result , a processing target pixel ( LO : P1 ) located in the 
main scanning direction and a processing target pixel ( L1 : 
PO ) located in the second direction different from the main 
scanning direction become processable . Here , the second 
direction is determined to the direction advancing downward 
by one pixel . 
[ 0147 ] In a cycle C2 , the image processing unit 111 
processes the processing target pixel ( LO : P1 ) located in the 
main scanning direction . In addition , the image processing 
unit 110 processes the processing target pixel ( L1 : PO ) 
located in the second direction . Processing from a cycle C3 
is also the same as in the first embodiment . 
[ 0148 ] The image supply unit 101 supplies pixel data to 
the image processing units 110 to 113 such that the image 
processing units 110 to 113 parallelly execute determination 
processing . FIG . 17A shows a pixel group whose pixel data 
are supplied to the image processing unit 110 . Processing 
target pixels to be processed by the image processing unit 
110 are represented by hatching . In addition , a pixel group 
of 3 pixelsx3 pixels near each processing target pixel is 
represented by halftone dots . The image supply unit 101 
supplies the pixel data of pixels represented by hatching and 
halftone dots to the image processing unit 110 , and the 
image processing unit 110 obtains a processing result for the 
processing target pixel represented by hatching . 
[ 0149 ] The pixel data of pixels having the same pixel 
number are supplied to the image processing unit 110 in the 
order from above to below . For example , the image supply 
unit 101 supplies the pixel data of a pixel group 3200 of 3 
pixelsx3 pixels to the image processing unit 110 , and the 
image processing unit 110 obtains a processing result for the 
processing target pixel ( L3 : P8 ) . Next , the image supply unit 
101 supplies the pixel data of a pixel group 3201 to the 
image processing unit 110 , and the image processing unit 
110 obtains a processing result for the processing target pixel 
( L4 : P8 ) . In addition , after the pixel data of a pixel group like 

a pixel group 3202 corresponding to a processing target 
pixel at the lower end of the processing target region is 
supplied , the image supply unit 101 supplies the pixel data 
of a pixel group 3203 corresponding to a processing target 
pixel located at the upper end of a column on the right side 
of the processing target pixel . Note that a pixel group 
corresponding to a processing target pixel located at the 
upper or lower end of the processing target region , like the 
pixel group 3202 or the pixel group 3203 , includes pixels 
outside the processing target region . As the pixel data 
outside the processing target region , a predetermined value 
may be used , or the pixel data of a specific data train may 
be used 
[ 0150 ] FIGS . 17B to 17D show pixel groups whose pixel 
data are supplied to the image processing units 111 to 113 , 
like FIG . 17A . 
[ 0151 ] The image supply unit 101 first starts supplying 
pixel data to the image processing unit 110 and starts 
supplying pixel data in the order of image processing units 
111 , 112 , and 113 so processing target pixels to be processed 
by the image processing units do not exist in the same data 
train . An example of parallel processing performed in a case 
in which pixel data are supplied to the image processing 
units 110 to 113 while shifting the supply timing by one 
pixel will be described with reference to FIG . 18 . 
[ 0152 ] FIG . 18 shows the portion of the pixel numbers P8 
to P12 of the processing target region 3100 . Referring to 
FIG . 18 , pixels represented by halftone dots are processed 
pixels , and pixels represented by hatching are processing 
target pixels . According to the above - described method , the 
processing target pixels ( L5 : P8 ) , ( L4 : P9 ) , ( L3 : P10 ) , and 
( L2 : P11 ) are parallelly processed by the image processing 
units 110 , 111 , 112 , and 113 . 
[ 0153 ] The arrows in FIG . 18 indicate the reference rela 
tionship of vertical line detection results and horizontal line 
detection results . For example , the image processing unit 
111 processes the processing target pixel ( L4 : P9 ) by refer 
ring to the processing results of the pixels ( L4 : P8 ) and 
( L3 : P9 ) . In addition , for example , the image processing unit 
110 processes the pixel ( L7 : P8 ) at the lower end of the 
processing target region and then processes the pixel ( LO : 
P12 ) . In this case , the image processing unit 110 performs 
the processing by referring to the processing result of the 
pixel ( LO : P11 ) . The processing result to be referred to may 
be acquired by the image processing unit 110 from the image 
processing unit 113 that has processed the pixel ( LO : P11 ) , or 
may be held by the image processing unit 113 and trans 
ferred to the image processing unit 110 at a desired timing . 
[ 0154 ] In this embodiment , the pixel reference relation 
ship in the vertical direction is determined by the order of 
processing target pixels to be processed by the image 
processing units . Additionally , as for the pixel reference 
relationship in the horizontal direction , a processing result to 
be referred to is transferred to another image processing unit , 
thereby referring to the processing result of an adjacent 
pixel . Furthermore , when the image processing units 110 to 
113 process processing target pixels located on different data 
trains , the time to transfer the processing results is ensured . 
In this embodiment , the supply timing of the pixel data of 
pixels located on the same data train is shifted by one cycle 
for each image processing unit . However , the data supply 
method is not limited as long as the pixels to be simultane 
ously processed are located on different data trains . 
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[ 0155 ] With the above - described processing , it is possible 
to parallelly execute processing of accurately detecting 
vertical lines and horizontal lines using feedback . In this 
embodiment as well , parallel processing can be performed 
for a processing target region having an arbitrary height M 
( M : natural number ) and an arbitrary width without any 
influence of the size of the processing target region , as in the 
first embodiment . 

Fourth Embodiment 
[ 0156 ] A data processing apparatus according to an 
embodiment of the present invention can perform parallel 
processing for a time - serially input data group such as voice 
data , video data , or various kinds of sensor data . A data 
processing apparatus that performs processing for a sequen 
tially input data group using a recurrent neural network will 
be described below . A data processing apparatus according 
to the fourth embodiment is a data processing apparatus 
configured to perform machine translation by recognizing 
voice data in real time , which is an example of the data 
processing apparatus using a recurrent neural network . 
[ 0157 ] FIG . 21 is a conceptual view of real - time machine 
translation of voice data using a recurrent neural network . In 
this embodiment , a data group sequentially input to the 
recurrent neural network is the frequency data of a time 
series voice . When preprocessing such as Fourier transfor 
mation is performed for time - series voice data , frequency 
data easy to analyze in processing of the subsequent stage 
can be obtained . However , the data input to the recurrent 
neural network is not limited to frequency data . The data 
processing apparatus according to this embodiment may 
include a processing unit configured to perform such pre 
processing . 
[ 0158 ] The data processing apparatus according to this 
embodiment performs inference processing of estimating 
context data corresponding to a voice based on frequency 
data . More specifically , when frequency data is input to the 
recurrent neural network , context data is output by an 
operation using a learned parameter . The context data is data 
representing contents of a voice and may be data represent 
ing , for example , the relationship between words . When the 
thus estimated context data is collated with a translation 
database , a machine translation result corresponding to the 
voice is obtained . The translation database may be , for 
example , a database that gives a text in the second language 
corresponding to context data in the first language , or may 
be a database that gives a word in the second language 
corresponding to a word in the first language . The data 
processing apparatus according to this embodiment may 
include a processing unit configured to perform such 
machine translation processing . 
[ 0159 ) FIG . 22 shows an example of the recurrent neural 
network . The recurrent neural network is a neural network 
which includes an input layer , an output layer , and hidden 
layers of multiple stages , and in which the nodes ( states ) of 
the layers are connected by edges . Here , the edge of a hidden 
layer is recursively connected to the node of the same layer . 
In other words , in a hidden layer , an operation is performed 
using data ( intermediate data generated in the same layer in 
addition to the output result from the preceding layer . For 
example , each hidden layer can perform an operation for the 
next data using intermediate data obtained by an operation 
for certain data . The operation in each node and the weight 
of each edge are represented by parameters . The parameters 

are determined in advance by learning using a solution 
expected to be obtained by the recurrent neural network . 
[ 0160 ] It is said that in such a recurrent neural network , 
each layer recursively uses time - serially input data , thereby 
performing estimation stepwise from estimation of lower 
order to estimation of higher order . In this embodiment , it is 
considered that stepwise estimation is performed by esti 
mating pronunciation data such as alphabets or Japanese 
syllabary from voice data , estimating word data from the 
pronunciation data , and estimating context data from the 
word data . For example , in the example shown in FIG . 21 , 
from Japanese voice data “ ringootaberu ” , syllable - based 
pronunciation data “ ri ” , “ n ” , “ go ” , “ O ” , “ ta ” , “ be ” , and “ ru ” 
and word - based word data “ ringo " " O " " taberu " are sequen 
tially obtained . Then , context data representing contents 
“ ringootaberu / I eat an apple ” is obtained from the word data , 
and an English text “ I eat an apple ” representing the mean 
ing of the context data in English is obtained . 
[ 0161 ] In general , the estimation accuracy is said to 
become high as the number of stages of hidden layers 
increases . However , to perform real - time processing , the 
processing time is limited . For this reason , the suitable 
number of stages of hidden layers may change depending on 
the language to be pronounced , or the like . In particular , 
when the number of stages of hidden layers is variable , and 
the length of input voice data is also variable , it is difficult 
to perform parallel processing in the recurrent neural net 
work including a feedback loop . The data processing appa 
ratus according to this embodiment can parallelize the 
processing using the recurrent neural network and shorten 
the processing time . 
[ 0162 ] ( Arrangement of Data Processing Apparatus ) 
[ 0163 ] FIG . 23 shows the arrangement of the data pro 
cessing apparatus according to this embodiment . The data 
processing apparatus according to this embodiment includes 
a processor such as a CPU 2301 , a memory such as a RAM 
2302 , a processing unit 2303 , a data input unit 2304 , a data 
output unit 2305 , and a bus 2306 . The CPU 2301 controls 
the operation of the entire data processing apparatus using a 
computer program stored in the memory such as the RAM 
2302 . In addition , the CPU 2301 can perform at least some 
processes of machine translation . 
10164 ] The RAM 2302 stores the computer program to be 
used by the CPU 2301 . In addition , the RAM 2302 can 
provide a storage area used to store input / output data and 
temporary data generated during processing . The processing 
unit 2303 is a processing unit configured to perform pro 
cessing using the recurrent neural network , and estimates 
context data using voice data obtained by performing pre 
processing by the CPU 2301 . The data input unit 2304 can 
acquire data to the data processing apparatus , and may 
include , for example , a microphone used to input voice data 
to the data processing apparatus and an input device used by 
the user to input an instruction to the data processing 
apparatus . The data output unit 2305 can output data from 
the data processing apparatus to the outside , and may 
include , for example , a display device configured to present 
a translation result . The above - described units are connected 
via the bus 2306 . 
[ 0165 ] ( Arrangement of Processing Unit 2303 ) 
[ 0166 ] FIG . 24 shows an example of the arrangement of 
the processing unit 2303 . The processing unit 2303 accord 
ing to this embodiment includes a data supply unit 2401 , 
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calculation units 2402 , 2403 , 2404 , and 2405 , and data 
storage units 2406 2407 , 2408 , and 2409 . 
[ 0167 ] The data supply unit 2401 supplies preprocessed 
voice data to the calculation unit 2402 at a desired timing . 
The calculation units 2402 to 2405 perform operations 
corresponding to the hidden layers that form the recurrent 
neural network . For example , each of the calculation units 
2402 to 2405 can perform the operation of a hidden layer of 
the recurrent neural network and weighting for an input 
edge . By such an operation , each of the calculation units 
2402 to 2405 repetitively generates the output result of the 
hidden layer and intermediate data to be recursively referred 
to . One calculation unit performs a plurality of times of 
calculation processing during the time in which processing 
using the recurrent neural network is performed . In addition , 
one calculation unit can perform calculation processing for 
each of the plurality of hidden layers . That is , each hidden 
layer calculation unit can perform weighting and operation 
for an edge using parameters for a corresponding hidden 
layer . 
[ 0168 ] The data storage units 2406 to 2409 store output 
data from the calculation units . The output data is propa 
gated to the next calculation unit at a desired timing . In 
addition , the data storage units 2406 to 2409 can store the 
intermediate data obtained at different times of calculation 
processing , which are used for the operations of the hidden 
layers . The intermediate data are also provided to the 
calculation units at a desired timing . 
[ 0169 ) ( Explanation of Operation ) 
[ 0170 ] In the first step , the data input unit 2304 acquires 
voice data via a microphone or the like . In the next step , the 
CPU 2301 performs preprocessing for the voice data . The 
preprocessing is not particularly limited , and may be , for 
example , reduction processing of noise included in the voice 
data or frequency conversion processing by Fourier trans 
formation . The purpose of the preprocessing is to process the 
voice data to raise the estimation accuracy of context data . 
10171 ] In the next step , the processing unit 2303 estimates 
context data using the preprocessed voice data . FIGS . 25A 
and 25B are views for explaining the procedure of process 
ing of estimating context data from voice data . FIGS . 25A 
and 25B show an example in which the processing unit 2303 
capable of performing processing in which the number of 
parallel processes is four performs processing using the 
recurrent neural network including eight stages of hidden 
layers . 
[ 0172 ] In FIGS . 25A and 25B , preprocessed voice data are 
arranged in time series in accordance with input times , and 
the processing times of the calculation units for the voice 
data are mapped . As shown in FIGS . 25A and 25B , voice 
data a to i are sequentially input as a data group to the data 
processing apparatus according to this embodiment . In FIG . 
25A , the flows of data passing through the calculation units 
until context data is obtained from the voice data are 
indicated by arrows . In FIG . 25B , the flows of intermediate 
data generated by the calculation units and recursively 
referred to are indicated by arrows . 
[ 0173 ] In this embodiment , one calculation unit of the 
plurality of calculation units performs an operation corre 
sponding to a hidden layer and transfers the output result of 
the hidden layer generated by the operation to a different 
calculation unit . For example , when processing for the voice 
data a in the first layer by the calculation unit 2402 is 
completed , output data to be used in the next layer is 

immediately transferred to the calculation unit 2403 via the 
data storage unit 2406 . In addition , when processing in the 
second layer by the calculation unit 2403 is completed , 
output data is transferred to the calculation unit 2404 via the 
data storage unit 2407 . When processing of the fourth layer 
by the calculation unit 2405 is thus completed , output data 
is stored in the data storage unit 2409 . This output data is 
used by the calculation unit 2402 for the operation of the 
hidden layer using different parameters . In the example 
shown in FIGS . 25A and 25B , however , since the voice data 
b is input , and processing of the voice data starts , the output 
data waits in the data storage unit 2409 . 
[ 0174 ] For the voice data b as well , processing of the first 
to fourth layers by the calculation units 2402 to 2405 is 
performed , like the voice data a , and output data is stored in 
the data storage unit 2409 . Similarly , processing by the 
calculation units 2402 to 2405 is performed for the voice 
data c and d as well . Here , the number of voice data under 
processing matches the number of hidden layer calculation 
units , that is , four in this embodiment . In this case , process 
ing of the fifth layer by calculation unit 2402 using the 
output data of the calculation unit 2405 for the voice data a , 
which is stored in the data storage unit 2409 , and parameters 
different from those in the first processing is executed . 
Furthermore , the calculation units 2403 to 2405 perform 
processing of the sixth to eighth layers using parameters 
different from those in the first processing , and estimated 
context data a corresponding to the voice data a is output . 
[ 0175 ] On the other hand , the number ( length ) of voice 
data to be input is indefinite . Hence , voice data in a number 
larger than the number of calculation units may continuously 
be input . For example , as shown in FIG . 25A , five voice data 
e to i may continuously be input . In this case , when the voice 
data h is input , the number of voice data under processing 
reaches the number of calculation units , that is , four . In this 
case , processing for the voice data e in the fifth layer by the 
calculation unit 2402 can be executed immediately . On the 
other hand , in the example shown in FIG . 25A , the subse 
quently input voice data i is stored in the data supply unit 
2401 , and processing for the voice data i is performed when 
the processing of the voice data e to h is completed . The 
number of voice data to be stored in the data supply unit 
2401 can be determined based on the processing perfor 
mance of the calculation units and the time resolution of 
voice data to be input . Additionally , in the example shown 
in FIG . 25A , when processing for the voice data i in the 
fourth layer by the calculation unit 2405 is completed , and 
output data is output to the data storage unit 2409 , input of 
next voice data is absent . In this case , processing of the voice 
data i using parameters different from those in the first 
processing by the calculation unit 2402 can immediately be 
performed 
[ 0176 ] As described above , in this embodiment , until the 
number of data groups under the processing by the data 
processing apparatus reaches the number of parallel pro 
cesses ( the number of calculation units ) , when new data is 
input , the calculation unit starts processing for the data in the 
first layer . On the other hand , when the number of data 
groups under the processing by the data processing appara 
tus reaches the number of parallel processes ( the number of 
calculation units ) , processing of new data is not started , and 
the calculation unit performs processing of each layer for the 
data group already under processing . In this case , after the 
processing for the data group already under processing is 
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case as well , parallel processing can be used by changing the 
number of times to process the same data group by one 
calculation unit . Note that the arrangement of the recurrent 
neural network is not limited to that described in this 
embodiment . For example , the data processing apparatus 
according to this embodiment can perform processing using 
a neural network configured to recursively use the output 
result of a node . Alternatively , the data processing apparatus 
according to this embodiment may perform processing using 
a neural network called LSTM ( Long Short Term Memory ) 
including a storage cell in each node and configured to 
recursively use the output result of a node . 

Other Embodiments 

completed , processing of new data can be started . According 
to this arrangement , it is possible to shorten the latency from 
the input of data until the output from the neural network is 
obtained while increasing the time to perform parallel pro 
cessing and shortening the processing time . 
[ 0177 ] In addition , one calculation unit of the plurality of 
calculation units performs an operation corresponding to a 
hidden layer while recursively referring to intermediate data 
for the same hidden layer . That is , as the processing from 
voice data input to context data estimation progresses in this 
way , intermediate data generated by the calculation unit and 
recursively referred to is also transferred from the data 
storage unit to the calculation unit in accordance with a 
processing timing . For example , intermediate data generated 
by the calculation unit 2402 at the time of processing of the 
voice data a is referred to when the calculation unit 2402 
processes the subsequently input voice data b . Similarly , 
intermediate data generated by the calculation unit 2402 at 
the time of processing of the voice data d is referred to when 
the calculation unit 2402 processes the subsequently input 
voice data e . These reference timings are determined in 
accordance with the positions of the hidden layers that form 
the recurrent neural network . For example , the first process 
ing ( processing in the first layer ) for the voice data d by the 
calculation unit 2402 and the second processing ( processing 
in the fifth layer ) for the voice data a correspond to opera 
tions in different hidden layers of the recurrent neural 
network . Hence , the second processing for the voice data a 
by the calculation unit 2402 is performed immediately after 
the first processing for the voice data d , but intermediate data 
generated at the time of processing for the voice data d is not 
referred to . 
[ 0178 ] Each calculation unit thus performs an operation 
corresponding to a hidden layer while recursively referring 
to intermediate data for the same hidden layer , and transfers 
the output result of the hidden layer generated by the 
operation to a different calculation unit . In this way , the 
plurality of calculation units provided in the processing unit 
2303 can perform processing for the data group using the 
recurrent neural network . Note that an operation may be 
performed in the input layer or output layer of the recurrent 
neural network . Such an operation may be performed by the 
CPU 2301 or may be performed by the calculation units 
2402 to 2405 without referring to intermediate data . 
[ 0179 ] In the next step , the CPU 2301 collates the esti 
mated context data with the translation database , thereby 
generating a translated word . The data output unit 2305 can 
output the thus generated translated word . In this embodi 
ment , as the output results for the time - serially input voice 
data as shown in FIG . 25A , context data a , b , c , d , and the 
like are sequentially obtained in real time . When the output 
results are used in combination , the CPU 2301 can generate 
a translated word while gradually raising the translation 
accuracy . Upon determining that continuously obtained con 
text data represent different meanings , the CPU 2301 can 
instruct the data output unit 2305 to output the translated 
word such that its difference from preceding translated 
words can be seen . 
10180 ] As described above , according to this embodiment , 
processing can be speeded up by performing , for an arbitrary 
number of data groups , parallel processing by the processing 
unit configured to perform processing using the recurrent 
neural network . In addition , the number of stages of hidden 
layers of the recurrent neural network can be variable . In this 

[ 0181 Embodiment ( s ) of the present invention can also be 
realized by a computer of a system or apparatus that reads 
out and executes computer executable instructions ( e . g . , one 
or more programs ) recorded on a storage medium ( which 
may also be referred to more fully as a ' non - transitory 
computer - readable storage medium ' ) to perform the func 
tions of one or more of the above - described embodiment ( s ) 
and / or that includes one or more circuits ( e . g . , application 
specific integrated circuit ( ASIC ) for performing the func 
tions of one or more of the above - described embodiment ( s ) , 
and by a method performed by the computer of the system 
or apparatus by , for example , reading out and executing the 
computer executable instructions from the storage medium 
to perform the functions of one or more of the above 
described embodiment ( s ) and / or controlling the one or more 
circuits to perform the functions of one or more of the 
above - described embodiment ( s ) . The computer may com 
prise one or more processors ( e . g . , central processing unit 
( CPU ) , micro processing unit ( MPU ) ) and may include a 
network of separate computers or separate processors to read 
out and execute the computer executable instructions . The 
computer executable instructions may be provided to the 
computer , for example , from a network or the storage 
medium . The storage medium may include , for example , one 
or more of a hard disk , a random - access memory ( RAM ) , a 
read only memory ( ROM ) , a storage of distributed comput 
ing systems , an optical disk ( such as a compact disc ( CD ) , 
digital versatile disc ( DVD ) , or Blu - ray Disc ( BD ) TM ) , a 
flash memory device , a memory card , and the like . 
[ 0182 ] While the present invention has been described 
with reference to exemplary embodiments , it is to be under 
stood that the invention is not limited to the disclosed 
exemplary embodiments . The scope of the following claims 
is to be accorded the broadest interpretation so as to encom 
pass all such modifications and equivalent structures and 
functions 
[ 0183 ] This application claims the benefit of Japanese 
Patent Applications No . 2018 - 056750 , filed Mar . 23 , 2018 , 
and No . 2019 - 009773 , filed Jan . 23 , 2019 , which are hereby 
incorporated by reference herein in their entirety . 
What is claimed is : 
1 . An image processing apparatus for performing image 

processing for an input image , comprising : 
N processing modules each configured to refer to a 

processing result for a reference pixel different from a 
processing target pixel and generate a processing result 
for the processing target pixel , 

wherein the N processing modules parallelly generate 
processing results for processing target pixels different 
from each other , 
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the N processing modules are connected to transfer the 
processing results , 

processing results for each of N continuous pixels 
included in a first pixel line of a processing target 
region in the input image are sequentially generated in 
a predetermined order by the different processing mod 
ule , and 

each of the N processing modules is further configured to 
generate a processing result for a first pixel included in 
the first pixel line and next generate a processing result 
for a second pixel , wherein the second pixel is included 
in a second pixel line different from the first pixel line 
in the processing target region and becomes process 
able in accordance with the generation of the process 
ing result for the first pixel . 

2 . The apparatus according to claim 1 , further comprising 
a supply unit configured to supply , to the N processing 
modules , pixel data necessary for processing of the process 
ing target pixel at a timing to perform the processing . 

3 . The apparatus according to claim 2 , wherein the supply 
unit is further configured to sequentially supply pixel data of 
N continuous processing target pixels included in the first 
pixel line respectively to the N processing modules in the 
predetermined order , and to supply pixel data of the second 
pixel to a processing module that has completed processing 
for the first pixel . 

4 . The apparatus according to claim 2 , wherein 
the processing target region includes M pixel lines , and 
the supply unit is further configured to supply pixel data 

to one of the processing modules sequentially in an 
order from a processing target pixel in the first pixel 
line to a processing target pixel in an Mth pixel line , 
and then supply pixel data of a processing target pixel 
in the first pixel line . 

5 . The apparatus according to claim 1 , wherein the N 
processing modules have the same arrangement . 

6 . The apparatus according to claim 1 , wherein the 
apparatus has 

a first operation mode in which the N processing modules 
parallelly perform image processing for one color of 
the input image , and 

a second operation mode in which a first group of the N 
processing modules parallelly performs image process 
ing for a first color of the input image , and a second 
group of the N processing modules parallelly performs 
image processing for a second color of the input image . 

7 . The apparatus according to claim 1 , further comprising 
a path control unit configured to control connection between 
the N processing modules such that the processing modules 
included in each group are connected to transfer the pro 
cessing results , wherein the N processing modules are 
classified into L groups in accordance with the number L of 
colors of the input image . 

8 . The apparatus according to claim 1 , wherein the 
processing target region includes M ( M > N ) pixel lines , and 
the N processing modules start processing of an Mth pixel 
line before processing of the first pixel line completes . 

9 . The apparatus according to claim 1 , wherein the 
processing results for the N continuous pixels included in 
the first pixel line are generated by the different processing 
module in the predetermined order in continuous processing 
cycles . 

10 . The apparatus according to claim 1 , wherein a first 
processing module acquires a processing result for one of a 

plurality of reference pixels from a memory of the first 
processing module , which stores the processing result of the 
first processing module , and acquires a processing result for 
another one of the plurality of reference pixels from a second 
processing module different from the first processing mod 
ule . 

11 . The apparatus according to claim 1 , wherein relative 
positions of the first pixel and the second pixel are the same 
regardless of a position of the first pixel . 

12 . The apparatus according to claim 11 , wherein the 
position of the first pixel is on an ith row and jth column , a 
position of the second pixel is on an ( i + 1 ) th row and ( - a ) th 
column , where a is an arbitrary integer determined by the 
position of the reference pixel . 

13 . The apparatus according to claim 1 , wherein the 
reference pixel is located in a pixel line on an upper side of 
the processing target pixel or located in the same pixel line 
as that of the processing target pixel on a left side of the 
processing target pixel . 

14 . An image processing apparatus for performing image 
processing for an input image , comprising : 

N processing modules each configured to refer to a 
processing result for a reference pixel different from a 
processing target pixel and generate a processing result 
for the processing target pixel , 

wherein the N processing modules parallelly generate 
processing results for processing target pixels different 
from each other , 

the N processing modules are connected to transfer the 
processing results , and 

each of the N processing modules acquires the processing 
result for the reference pixel from the same processing 
module regardless of the processing target pixel . 

15 . An image processing apparatus for performing image 
processing for an input image , comprising : 

N processing modules each configured to refer to a 
processing result for a reference pixel different from a 
processing target pixel and generate a processing result 
for the processing target pixel , 

wherein the N processing modules parallelly generate 
processing results for processing target pixels different 
from each other , and 

the N processing modules are connected in a ring shape to 
transfer the processing results . 

16 . An image processing method for performing image 
processing for an input image , comprising : 

parallelly generating processing results for processing 
target pixels different from each other by N processing 
modules , wherein each of the N processing modules is 
configured to refer to a processing result for a reference 
pixel different from the processing target pixel and 
generate the processing result for the processing target 
pixel , and wherein the N processing modules are con 
nected to transfer the processing results , 

wherein processing results for each of N continuous 
pixels included in a first pixel line of a processing target 
region in the input image are sequentially generated in 
a predetermined order by the different processing mod 
ule , and 

each of the N processing modules generates a processing 
result for a first pixel included in the first pixel line and 
next generates a processing result for a second pixel , 
wherein the second pixel is included in a second pixel 
line different from the first pixel line in the processing 
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target region and becomes processable in accordance 
with the generation of the processing result for the first 
pixel . 

17 . A data processing apparatus for performing processing 
for a sequentially input data group using a recurrent neural 
network , comprising : 

a plurality of calculation units each configured to perform 
an operation corresponding to a hidden layer that forms 
the recurrent neural network , thereby repetitively gen 
erating an output result of the hidden layer and inter 
mediate data to be recursively referred to , 

wherein one calculation unit of the plurality of calculation 
units is configured to perform the operation corre 
sponding to the hidden layer while recursively referring 
to the intermediate data for the same hidden layer and 
transfer the output result of the hidden layer generated 
by the operation to a different calculation unit , so that 
the plurality of calculation units perform the processing 
for the data group using the recurrent neural network . 


