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SYSTEMS AND METHODS FOR Al
INFERENCE PLATFORM AND SENSOR
CORRELATION

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority to U.S. Provisional
Application No. 63/290,947, filed Dec. 17, 2021, incorpo-
rated by reference herein for all purposes.

TECHNICAL FIELD

[0002] Certain embodiments of the present disclosure are
directed to systems and methods for model orchestration and
sensor correlation. More particularly, some embodiments of
the present disclosure provide systems and methods for
orchestrating artificial intelligence (AI) models and other
computational models and providing sensor correlation.

BACKGROUND

[0003] Artificial intelligence (“AI”) is widely used in
analyzing data to facilitate object detection, prediction,
decision making, and other uses. For example, Al inference
is a process of using Al models to make a prediction. Al
inference often needs a large number of computing
resources and memory resources.

[0004] Edge devices (e.g., devices with sensing and/or
computing capability) can be deployed to dispersed loca-
tions on earth or in space. Some edge devices may include
one or more sensors for collecting sensor data and/or one or
more computing resources to process data (e.g., identifying
objects). A satellite can include and/or integrate with edge
devices. As an example, edge devices can be deployed to
various areas to complete certain tasks.

[0005] Hence it is desirable to improve the techniques for
Al inference and sensor correlation.

SUMMARY

[0006] Certain embodiments of the present disclosure are
directed to systems and methods for model orchestration and
sensor correlation. More particularly, some embodiments of
the present disclosure provide systems and methods for
using artificial intelligence models and other computational
models in model orchestration and sensor correlation.
[0007] According to some embodiments, a method for
model and sensor orchestration, the method comprising:
accessing a plurality of models, each model of the plurality
of models configured to process data; receiving information
corresponding to a plurality of sensors associated with a
plurality of edge devices; selecting one or more models from
the plurality of models based on a processing request;
selecting one or more sensors from the plurality of sensors
based on the processing request; building one or more model
pipelines based at least in part on the one or more selected
models and the one or more selected sensors, each model
pipeline of the one or more model pipelines including
information associated with at least one selected model of
the one or more selected models or at least one selected
sensor of the one or more selected sensors; and deploying
the one or more model pipelines to at least one of the
plurality of edge devices; wherein the method is performed
using one or more processors.

[0008] According to certain embodiments, system for
model and sensor orchestration, the system comprising: one
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or more memories comprising instructions stored thereon;
and one or more processors configured to execute the
instructions and perform operations comprising: accessing a
plurality of models, each model of the plurality of models
configured to process data; receiving information corre-
sponding to a plurality of sensors associated with a plurality
of edge devices; selecting one or more models from the
plurality of models based on a processing request; selecting
one or more sensors from the plurality of sensors based on
the processing request; building one or more model pipe-
lines based at least in part on the one or more selected
models and the one or more selected sensors, each model
pipeline of the one or more model pipelines including
information associated with at least one selected model of
the one or more selected models or at least one selected
sensor of the one or more selected sensors; and deploying
the one or more model pipelines.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 illustrates one or more model orchestrators
in a deployment environment according to some embodi-
ments of the present disclosure.

[0010] FIG. 2 illustrates a model orchestration and sensor
correlation system according to some embodiments of the
present disclosure.

[0011] FIG. 3 is an example implementation of a deploy-
ment environment for model orchestration and sensor cor-
relation according to certain embodiments of the present
disclosure.

[0012] FIG. 4 is an illustrative model orchestration and
sensor correlation system (e.g., an AIP system) according to
certain embodiments of the present disclosure.

[0013] FIG. 5 is an illustrative AIP system according to
certain embodiments of the present disclosure.

[0014] FIG. 6 is an illustrative AIP system according to
certain embodiments of the present disclosure.

[0015] FIG. 7 is an illustrative flow diagram for an AIP
system according to certain embodiments of the present
disclosure.

[0016] FIG. 8 is an illustrative example of an AIP system
according to certain embodiments of the present disclosure.
[0017] FIG. 9 is an illustrative example of features of an
AIP system according to certain embodiments of the present
disclosure.

[0018] FIG. 10 is an illustrative diagram of an AIP system
according to certain embodiments of the present disclosure.
[0019] FIG. 11 is an illustrative comparison 1100 of a
conventional system and an AIP system according to certain
embodiments of the present disclosure.

[0020] FIG. 12 is an illustrative conventional sensor envi-
ronment according to certain embodiments of the present
disclosure.

[0021] FIG. 13 is an illustrative model orchestration and
sensor correlation environment according to certain embodi-
ments of the present disclosure.

[0022] FIG. 14 is an illustrative device constellation envi-
ronment using model orchestration and sensor correlation
according to certain embodiments of the present disclosure.
[0023] FIG. 15 is a simplified diagram showing a method
for model orchestration and sensor correlation according to
certain embodiments of the present disclosure.

[0024] FIG. 16 is a simplified diagram showing a com-
puting system for implementing a system for model orches-
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tration and sensor correlation in accordance with at least one
example set forth in the disclosure.

DETAILED DESCRIPTION

[0025] Unless otherwise indicated, all numbers expressing
feature sizes, amounts, and physical properties used in the
specification and claims are to be understood as being
modified in all instances by the term “about” according to
some embodiments. Accordingly, for example, unless indi-
cated to the contrary, the numerical parameters set forth in
the foregoing specification and attached claims are approxi-
mations that can vary depending upon the desired properties
sought to be obtained by those skilled in the art utilizing the
teachings disclosed herein. The use of numerical ranges by
endpoints includes all numbers within that range (e.g., 1 to
S includes 1, 1.5, 2, 2.75, 3, 3.80, 4, and 5) and any number
within that range.

[0026] Although illustrative methods may be represented
by one or more drawings (e.g., flow diagrams, communica-
tion flows, etc.), the drawings should not be interpreted as
implying any requirement of, or particular order among or
between, various steps disclosed herein according to certain
embodiments. However, some embodiments may require
certain steps and/or certain orders between certain steps, as
may be explicitly described herein and/or as may be under-
stood from the nature of the steps themselves (e.g., the
performance of some steps may depend on the outcome of
aprevious step). Additionally, for example, a “set,” “subset,”
or “group” of items (e.g., inputs, algorithms, data values,
etc.) may include one or more items and, similarly, a subset
or subgroup of items may include one or more items. A
“plurality” means more than one.

[0027] As used herein, the term “based on” is not meant to
be restrictive, but rather indicates that a determination,
identification, prediction, calculation, and/or the like, is
performed by using, at least, the term following “based on”
as an input according to some embodiments. As an example,
predicting an outcome based on a particular piece of infor-
mation may additionally, or alternatively, base the same
determination on another piece of information. As used
herein, for example, the term “receive” or “receiving” means
obtaining from a data repository (e.g., database), from
another system or service, from another software, or from
another software component in a same software. In certain
embodiments, the term “access” or “accessing” means
retrieving data or information, and/or generating data or
information.

[0028] According to certain embodiments, Al inference
platform (AIP) orchestrates between the input sensor data
and output feeds. As an example, AIP is a model orchestrator
for one or more models and/or one or more sensors (e.g.,
sensor feeds). In some embodiments, a model, or referred to
as a computing model or as an algorithm, includes a model
to process data. A model includes, for example, an Al model,
a machine learning (ML) model, a deep learning (DL)
model, an image processing model, a physics model, simple
heuristics, rules, a math model, other computing models,
and/or a combination thereof. For example, one or more
components of AIP are utilizing open standard formats (e.g.,
input data format, output data format). As an example, AIP
takes care of the decoding of the input data, orchestration
between processors and artificial intelligence (AI) models,
and then packages up the results into an open output format
for downstream consumers. According to some embodi-
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ments, an AIP system includes one or more AIPs to orches-
trate one or more sensors, one or more edge devices, one or
more user devices, and/or one or more models. In certain
embodiments, at least some of the one or more sensors, one
or more edge devices, one or more user devices, and one or
more models are each associated with an AIP.

[0029] According to some embodiments, one or more
AlIPs, one or more sensors, and one or more models are
disposed in an edge device. For example, the edge device is
a computing device disposed on or integrated with a satel-
lite, and the sensor is an orbiting sensor. As an example, an
edge device is a computing device disposed on or integrated
with an aircraft, a submarine, and/or a vehicle. As an
example, an edge device includes one or more sensors in the
air, in the space, under the sea, in the water, on the land,
and/or at other locations. In certain examples, an edge
device is a physical device including one or more sensors,
one or more AIPs, and/or one or more model(s).

[0030] In some embodiments, the model is configured to
generate an insight based on the processed sensor data. In
certain embodiments, one or more models can be imple-
mented on one or more processors (e.g., one or more central
processing units (CPUs), one or more graphics processing
units (GPUs), one or more digital signal processors (DSPs),
one or more MicCroprocessors, one or more processors, etc.)
utilizing certain respective computing resources, where a
model can also be referred to as a model processor (e.g., a
verification processor, a geo-registration processor, etc.). As
user herein, an insight refers to an output of a computing
model. In certain examples, the AIP is configured to transmit
collected sensor data, processed sensor data, and/or the
insight to a user device (e.g., a server, a base station, a center
station, a center node, a computing device at a mothership,
etc.), for example, via an application programing interface
(API). In some embodiments, an API is a software interface
including, for example, an application programming inter-
face (API), a web service interface, retrieving information
from a file, retrieving information from a data repository,
and/or the like.

[0031] FIG. 1 illustrates one or more model orchestrators
(e.g., AlPs) 110 in a deployment environment 100 according
to some embodiments of the present disclosure. FIG. 1 is
merely an example. One of ordinary skill in the art would
recognize many variations, alternatives, and modifications.
According to certain embodiments, the deployment envi-
ronment 100 includes one or more edge devices 105 and one
or more user devices 140 (e.g., a computing device associ-
ated with a user, a computing device at a base station, a base
device, etc.). The one or more edge devices 105 include one
or more AIPs 110, one or more AIP controllers (e.g., an
orchestration controller) 118, one or more sensors 120,
and/or one or more models 130. In some examples, the one
or more AIPs 110 include a data API 112, an inference API
114, and/or an open API 116. Although the above has been
shown using a selected group of components for the AIP
110, there can be many alternatives, modifications, and
variations. For example, some of the components may be
expanded and/or combined. Other components may be
inserted to those noted above. Depending upon the embodi-
ment, the arrangement of components may be interchanged
with others replaced. Further details of these components are
found throughout the present specification.

[0032] In certain examples, the data API 112 is configured
to interface with the one or more sensors 120. In some



US 2023/0196201 Al

examples, the data API 112 includes a specific data format
(e.g., a predefined data format) or data stream format (e.g.,
a predefined data packet format) for a type of sensor. As an
example, the data API 112 includes a first data format for a
first sensor type (e.g., an image sensor) and a second data
format for a second sensor type (e.g., a motion sensor),
where the first data format is different from the second data
format. For example, the data API 112 is configured to
receive various sensor feeds. As an example, the data API
112 is configured to receive a sensor feed with data format
information.

[0033] In certain examples, the AIP 110 is configured to
receive sensor data via the data API 112. In some examples,
the AIP 110 is configured to process the received sensor data
received from the data API 112. In certain examples, the AIP
110 includes one or more models, computing units, and/or
storage units. For example, the AIP 110 is configured to
decode the sensor data. As an example, the AIP 110 is
configured to extract a single frame from video data. In one
example, the AIP 110 is configured to decode the extracted
single frame. For example, the AIP 110 includes one or more
Al models to recognize objects or patterns in the sensor data.
As an example, the AIP 110 is configured to combine data.

[0034] In some examples, the inference API 114 is con-
figured to be coupled to the one or more models 130. In
certain examples, the inference API 114 includes a prede-
termined interface to couple to the one or more models 130.
In some examples, the inference API 114 includes a dynami-
cally configurable interface to couple to the one or more
models 130. In some embodiments, the interface specifica-
tion is predetermined but the system can dynamically add
and/or remove models and/or processors that conform to that
specification at runtime.

[0035] In certain examples, the inference API 114 is
configured to couple to the one or more models 130 based
upon a configuration (e.g., a system configuration, a user
configuration) and/or an input (e.g., a user input, an input
received via a software interface). In some examples, the
inference API 114 is configured to couple to the one or more
models 130 automatically or dynamically based on the
processed sensor data. In certain examples, the AIP 110 is
configured to transmit processed sensor data to the one or
more models 130 via the inference API 114.

[0036] According to some embodiments, the AIP 110 is
configured to change the one or more models 130 coupled
via the inference API 114 dynamically. In certain examples,
the AIP 110 is configured to change the one or more models
130 based upon a configuration (e.g., a system configuration,
a user configuration) and/or an input (e.g., a user input, an
input received via a software interface). In some examples,
the AIP 110 is configured to change the one or more models
130 automatically or dynamically based on the processed
sensor data. As an example, the AIP 110 is configured to
change the one or more models 130 in response to changes
to the sensor data collected via the one or more sensors 120.
In certain examples, the AIP 110 is configured to change the
one or more models 130 without affecting the connection to
the one or more sensors 120. In some examples, the AIP 110
is configured to upgrade the one or more models 130 without
affecting the connection to the one or more sensors 120. In
certain examples, the AIP 110 is configured to replace the
one or more models 130 with a new model without affecting
the connection to the one or more sensors 120. In some
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examples, the one or more models 130 is changed, upgraded,
and/or replaced by a push operation in the deployment
environment 100.

[0037] According to certain embodiments, the AIP 110 is
configured to change the one or more sensors 120 coupled
via the data API 112 dynamically. In certain examples, the
AIP 110 is configured to change the one or more sensors 120
based upon a configuration (e.g., a system configuration, a
user configuration) and/or an input (e.g., a user input, an
input received via a software interface). In some examples,
the AIP 110 is configured to change the one or more sensors
120 or add a coupled sensor automatically or dynamically,
for example, based on a command received via a software
interface.

[0038] According to some embodiments, the AIP control-
ler 118 can be used to configure, control, and/or manage the
one or more AIPs 110, including managing components to
be coupled to the one or more AIPs 110. In certain examples,
the AIP controller 118 is configured to send a request to the
AIP 110 to make changes to the one or more sensors 120
and/or make changes to the one or more models 130. In
certain embodiments, at least one of the one or more user
devices 140 includes an AIP controller 118. In some embodi-
ments, at least one of the one or more edge devices 105
includes an AIP controller 118. In some examples, the AIP
controller 118 includes a user interface (e.g., a graphical user
interface). In certain examples, the AIP controller 118 allows
a user to select one or more models (e.g., algorithms) to be
added to one or more models 130. In some examples, the
AIP controller 118 allows a user to select one or more
models (e.g., algorithms) to be updated to one or more
models 130. In certain examples, the AIP controller 118
allows a user to select to deploy a new or updated model 130
to the AIP 110.

[0039] In some embodiments, the AIP controller 118
allows a user to configure a model pipeline (e.g., order,
schedule, latency, etc.), also referred to as a processing
pipeline, for using one or more models, one or more pro-
cessors, and/or one or more edge devices. In certain embodi-
ments, a processing pipeline includes a plurality of comput-
ing models running sequentially or in parallel. For example,
a processing pipeline includes a first and second computing
model, where an output of the first computing model (e.g.,
an upstream model) is provided as an input of the second
computing model (e.g., a downstream model). As an
example, the processing pipeline includes the first comput-
ing model and a third computing model running in parallel.
In some embodiments, the AIP controller 118 is configured
to use a message (e.g., a low bandwidth message) to the AIP
110. In certain examples, in response to receiving the
message, the AIP 110 updates the one or more models for
deployment, for example, by loading the one or more
models for a same hosting device or a local device (e.g., a
computing device close by, a computing device connected
by wire).

[0040] According to certain embodiments, the AIP 110,
the one or more sensors 120, and the one or more models
130 are disposed in an edge device 105. In some examples,
the one or more models 130 is configured to generate an
insight (e.g., a model output) based on the processed sensor
data. In certain examples, the open API 116 is configured to
couple to the user device 140. In some examples, the AIP
110 is configured to transmit collected sensor data, pro-
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cessed sensor data, and/or the insight to the user device 140.
In certain examples, the open API 116 is configured to
broadcast to a network.

[0041] As discussed above and further emphasized here,
FIG. 1 is merely an example. One of ordinary skill in the art
would recognize many variations, alternatives, and modifi-
cations. For example, a sensor 120 is replaced by a sub-
system that includes one or more components that are not
sensors. As an example, a one or more models 130 is a
micro-model.

[0042] FIG. 2 illustrates a model orchestration and sensor
correlation system (e.g., an AIP system) 200 according to
some embodiments of the present disclosure. FIG. 2 is
merely an example. One of ordinary skill in the art would
recognize many variations, alternatives, and modifications.
According to certain embodiments, the AIP system 200
includes one or more edge devices 205 and one or more user
devices 240. Although the above has been shown using a
selected group of components for the AIP system 200, there
can be many alternatives, modifications, and variations. For
example, some of the components may be expanded and/or
combined. Other components may be inserted to those noted
above. Depending upon the embodiment, the arrangement of
components may be interchanged with others replaced.
Further details of these components are found throughout
the present specification.

[0043] According to some embodiments, the one or more
edge devices 205 include an edge device 205A, an edge
device 205B, an edge device 205C, . . . and an edge device
205N. For example, an edge device 205 may include an AIP,
one or more sensors, one or more models, and/or an AIP
controller. Each of the one or more edge devices 205 (e.g.,
205A, 205B, 205C, . . ., 205N) may use one or more
embodiments of the one or more edge devices 105 described
associated with FIG. 1. Each of the one or more user devices
240 may use one or more embodiments of the one or more
user devices 140 described associated with FIG. 1. As an
example, a user device 240 may include an AIP controller.

[0044] According to certain embodiments, the AIP system
200 uses one or more networks 250 for communications
among the one or more edge devices 205 and the one or
more user devices 240. In some examples, the one or more
networks 250 include a broadcast network.

[0045] According to some embodiments, the AIP (e.g., the
model orchestrator) can interface with one or more appli-
cations (e.g., commercial applications and/or solutions, gov-
ernment applications and/or solutions), for example, one or
more computer vision algorithms. In certain embodiments,
the AIP can generate outputs from one or more different data
processing models (e.g., algorithms) that can be displayed
by a video player (e.g., a full motion video (FMV) player, a
real-time video player). In certain embodiments, the AIP
controller has a control and/or configuration interface
including one or more sections. In one example, the AIP
controller includes a training section (e.g., a left section, a
training environment) for the one or more interfaced algo-
rithms. In some embodiments, the training section of the AIP
controller allow configurations of data used to train one or
more Al algorithms. In certain embodiments, the data is
generated from one or more sensors, for example, the
sensors interfaced with the AIP. In some embodiments, when
the one or more algorithms, or referred to as models, are
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trained and ready for use, the one or more algorithms (e.g.,
one or more models) can be deployed (e.g., shipped) to the
ATP.

[0046] According to certain embodiments, the AIP con-
troller (e.g., the orchestration controller) includes an inter-
face allowing (e.g., configuring) sensor data (e.g., sensor
data from various sensors, sensor data from around the
world) to feed into the AIP (e.g., the AIP cloud platform). In
some embodiments, the AIP and/or the AIP controller can be
used to build one or more models and/or algorithms. In
certain embodiments, a third party can log into the data
management platform and/or solution, for example to grab
certain data (e.g., data needed). In some embodiments, a user
can interface with the AIP and/or the AIP controller to
facilitate building the one or more models and/or algorithms.
In certain embodiments, when the one or more models
and/or algorithms are ready and/or approved (e.g., approved
by an organization, approved by a government organization,
approved by an authoritative official), the user can interface
the AIP and/or the AIP controller (e.g., by hitting a button)
to deploy the one or more models and/or algorithms (e.g.,
push the one or more models and/or algorithm) to the AIP.
[0047] According to some embodiments, the AIP is
designed to run in a variety of places at the edge (e.g.,
approximate to a sensor, at a satellite, at a vehicle, at an
airplane, at a hardware device capable of collecting data,
etc.). In some embodiments, the AIP can be used with one
or more servers and/or processors (e.g., a server capable of
running corresponding algorithms, a processor capable of
running corresponding algorithms). In certain embodiments,
the AIP is a piece of software (e.g., a lightweight piece of
software, a very lightweight piece of software) that can be
installed in a wide variety of computing devices and/or
servers (e.g., a computing device on an aircraft, a computing
device on a boat, a computing device on a satellite, a
computing device on a ground base vehicle, a computing
device on a helicopter, etc.). In some embodiments, the AIP
can run in a cloud service and/or a cloud infrastructure. In
certain embodiments, the AIP can run on a processor , for
example, running on a CPU and utilizing GPU resources. In
some examples, the AIP can run one or more processors that
are scaled down and scaled up. In some embodiments, the
AIP is built in modular fashion where the one or more
models and the one or more plug-ins can be incorporated to
expand the system and/or solution.

[0048] According to certain embodiments, the AIP is a
lightweight software allowing the addition of different mod-
els with different capabilities and/or allowing the addition of
the one or more plug-ins with different one or more proces-
sors (e.g., one or processors, one or more modules running
on the one or more processors). As used herein, a processor
includes one or more models running on the processor. In
some embodiments, the AIP can be used to configure the
system and/or solution incorporating the AIP (e.g., tailor the
system and/or solution for a specific environment, e.g., tailor
the system and/or solution for the deployment environment).
In certain embodiments, one or more models are built at the
AIP controller and get pushed to the AIP. In some embodi-
ments, the AIP is designed to run on various systems and/or
devices including one or more selected edge devices (e.g.,
one or more computing devices close to or integrated with
one or more sensors).

[0049] In certain embodiments, the AIP is configured to
conduct edge Al processing and feed one or more outputs
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downstream. In some embodiments, the one or more outputs
use a standard (e.g., open standard) that can be fed into a
wide variety of systems. In some examples, the AIP is
configured to interact with one or more data gathering
software on one side and one or more data processing
applications and/or solutions on another side. In certain
examples, the one or more data gathering software and one
or more data processing applications and/or solutions are
from various entities. In some examples, the AIP is config-
ured to receive continuous feedback from one or more
downstream systems, back into the AIP controller (e.g., the
training environment). In certain examples, the AIP and/or
the AIP controller can build or used to build the next version
of'one or more models and/or algorithms. In some examples,
the next version of one or more models and/or algorithms
can be deployed (e.g., shipped) to the AIP, such that the
system incorporating the AIP can achieve algorithm devel-
opment all the way out to the Edge. In certain examples,
these features can enable the rapid deployment (e.g., receiv-
ing) of these models into an edge real-time environment.

[0050] According to some embodiments, a wide variety of
inputs (e.g., one or more videos, one or more full motion
videos, one or more trimmed videos) can be provided to the
AIP and/or the AIP controller. In one example, the inputs
could include videos (e.g., CCTV (closed-circuit television)
videos) from one or more crowd cameras and/or security
cameras. In one example, the input could be imagery (e.g.,
satellite imagery). In some embodiments, the inputs can
include radio frequency (RF) signals, audio signals, and
acoustics signals. In certain embodiments, the AIP and/or the
AIP controller can receive and/or access one or more sensor
outputs (e.g., data fed into the system) and if necessary,
decode the one or more sensor outputs. In one example, the
AIP and/or the AIP controller is configured to decode the
video and decode the various metadata that comes with the
video as well. For example, the AIP and/or the AIP controller
is configured to receive a video including telemetry data and
decode the video into a consumable format. In some
embodiments, the AIP and/or the AIP controller can send the
decoded data to one or more processors (e.g., processors,
models, algorithms, processing software, processing soft-
ware modules). In certain embodiments, the AIP is config-
ured to receive one or more responses back (e.g., with a
specific budget) from the one or more processors and the
AIP can orchestrate sending those out.

[0051] According to certain embodiments, the AIP can be
configured (e.g., via the AIP controller) to interface with one
or more selected modules and/or processors, then it can do
the orchestration of the pipeline. In one example, the AIP is
configured to receive a video input and send the video input
to one or more different models (e.g., five models) for
processing. In certain examples, the AIP is configured to
process the video input using the one or more different
models in a specific order. In one example, the AIP is
configured to process the video input using two models in
parallel. In one example, the AIP is configured to process the
video input using three models in serial so that they can
actually feed off of each other. In some examples, down-
stream processors and/or models can utilize upstream results
within the processing logic. For example, a cloud detection
algorithm runs first on a satellite image, then a ship detection
runs next and only runs in places where clouds were not
detected, improving efficiency and speed.
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[0052] According to some embodiments, the AIP can be
used in a real time-oriented system. In some examples, each
of the one or more processors have a specific budget. For
example, the AIP is configured to send a video to a model for
processing the video and receive the first processing results
in 200 milliseconds. In one example, the AIP can output the
first processing results to another model (e.g., geo-registra-
tion processor) with a specific budget of 500 milliseconds
because it’s doing more processing (e.g., more intense
processing) in the computer vision process, and after receiv-
ing the result, the AIP may send the result out. In one
example, the AIP can send the first processing results in
parallel to a plurality of models (e.g., Al models, object
detection algorithms, etc.), for example, so the plurality of
models can benefit from the first processing results (e.g., the
upstream processing). In certain embodiments, the AIP
includes application programming interface (API) to send
one or more inputs to and receive one or more results from
one or more processors.

[0053] According to certain embodiments, the AIP is
configured to format the one or more inputs and the one or
more outputs into one or more standard formats (e.g., picture
transport streams RT2P, GSP, UDP (user datagram protocol)
MPEG-TS (MPEG transport stream), RTP/RTSP (Real-time
Transport Protocol/ Real Time Streaming Protocol), off-the-
shelf video protocols). In some embodiments, the AIP can
encode some of these and do specific metadata streams in the
video, into various standard formats (e.g., GeoJSON, Avro,
MISB, KLV (key-length-value)). In some embodiments, the
AIP includes pipeline logics (e.g., orchestrations, scheduler,
management software). In one example, the AIP is imple-
mented as a java service.

[0054] According to some embodiments, the AIP is con-
figured to receive one or more raw sensor feeds and push
outputs. In certain embodiments, the AIP is configured to
execute one or more pipeline logics (e.g., the number of
processors and/or models, decoding, encoding, order of
processing, parallel processing, etc.).

[0055] According to certain embodiments, the AIP is
configured to manage and/or orchestrate one or more appli-
cations and/or solutions, for example, one or more applica-
tions and/or solutions running on one or more servers and/or
processors (e.g., across one or more servers). In some
embodiments, the AIP includes a scheduler. In certain
embodiments, the AIP is performed at the edge (e.g., on an
aircraft, on or approximate to a sensor).

[0056] According to some embodiments, the AIP control-
ler (e.g., the AIP configuration interface, the orchestration
controller) includes at least two sections (e.g., two panels).
In one example, one section (e.g., left panel, right panel)
includes one or more processors (e.g., one or more models
executed on one or more processors). As an example, one
section of the AIP controller (e.g., right panel) includes the
possible one or more pipelines (e.g., one or more sensors).
In one example, the pipeline includes a real-time sensor
feed, or sensor feed using various protocol. In certain
embodiments, the AIP allows configurations of one or more
outputs. In some examples, the AIP and/or the model pipe-
line allows streaming outputs to one or more processors
(e.g., plug and play) for one or more downstream processing
(e.g., one or more models), including but not limited to
object detection algorithms, tracking algorithms, geo-regis-
tration algorithms, calibrations (e.g., calibrations in the
satellite imagery), pan sharpening, image enhancement,
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and/or the like. In one example, a video as an example of an
output can be viewed in a downstream system. As example,
the AIP may provide a direct pass-through of sensor data or
processed sensor data.

[0057] In some examples, the AIP controller can include a
live video player on an UI (user interface) section (e.g., a
pop-up section, the left section) which is playing the outputs
of the processing data on the right. In one example, the AIP
is deployed to a ruggedized computing device. As an
example, the AIP is deployed to a ruggedized laptop that a
soldier may have out in the field, that he’s like viewing from
like an overhead aircraft on the left, and then on the right is
the actual processing, for example, the processing being
conducted by one or more edge devices (e.g., an edge device
on the aircraft).

[0058] According to certain embodiments, the AIP and/or
the AIP controller allows a change to the one or more models
interfaced with the AIP, for example, a computer vision
algorithm added to the pipeline of the AIP. In some embodi-
ments, once the AIP is configured, the AIP configuration
(e.g., the addition of the computer vision algorithm) can be
executed (e.g., shown in the data processing pipeline). In
certain embodiments, the AIP is configured to receive one or
more sensor data (e.g., a frame) and preprocess the sensor
data. For example, the AIP is configured to encode one or
more frames into a video and send the video to a video
player. In some examples, the AIP controller includes an
interface (e.g., the left panel) to visualize those results.
[0059] According to some embodiments, the AIP can be
used with GPS coordinates and telemetry data, which may
be bouncy and not accurate. In some examples, the AIP is
configured to coordinate and/or synchronize a first sensor
data (e.g., a video) with a second sensor data (e.g., GPS
coordinates, telemetry data). For example, the second sensor
data provides geospatial location information of the first
sensor data. In certain examples, the one or more sensor data
is processed using a calibration processor. In some embodi-
ments, a calibration processor may use a physics-based
processing accounting filter, upsampling of metadata, do
some corrections of sensors, known errors that are attributed
to one or more sensors, and/or the like. In certain embodi-
ments, the calibration processor is configured to smooth out
sensor data (e.g., GPS coordinates, telemetry data).

[0060] According to certain embodiments, the AIP is
configured to link the second sensor data (e.g., GPS coor-
dinates) to the first sensor data (e.g., a video). For example,
the AIP links some geospatial data to a video to actually get
a sense of what a user is actually looking at. In some
examples, the AIP can make the sensor data more stable. In
certain embodiments, the AIP may use geo-registration to
improve accuracy of sensor data. In one example, the AIP
can use computer vision technique (e.g., using one or more
models) that’s actually matching a video frame against
satellite reference imagery and updating the telemetry data.
In some examples, the updated telemetry data, which is
more accurate, is shown in the AIP interface (e.g., the left
panel) or a downstream processing interface (e.g., showing
the telematics data and positioning). In certain examples, the
AIP can improve sensor data accuracy quickly (e.g., within
a few seconds) using sensor data linkage, and allow direct
measurement using the sensor data.

[0061] According to some embodiments, the AIP is con-
figured to send every single video frame that the AIP
receives or accesses to one or more processors to perform
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computer vision technique (e.g., using one or more data
models) and the one or more processors are configured to
send respective one or more results back the AIP. In certain
embodiments, the AIP is configured to taking those results,
encoding them into the video to update all those telemetry
values, and then send it downstream. In one example, the
AIP includes a model pipeline (e.g., an AIP pipeline, a
processing pipeline), for example, as configured in the AIP
controller, to process data in a calibration processor then
send the calibration processing results to a geo-registration
processor (e.g., a geo-registration algorithm running on a
processor), so the geo-registration processor is getting the
benefits of the calibration processor upstream. In this
example, the AIP can run an object detection algorithm in
parallel, which may not need precise geospatial accuracy
corrections being calculated by the calibration and geo-
registration processors which are running in parallel. In
some embodiments, at least a part of the one or more
processors orchestrated by the AIP can run in parallel. In one
example, the geo-registration processor has to wait, before
the calibration processor to perform and/or the specific
budget given to the calibration sensors. In this example, this
allows the geo-registration processor to utilize results (e.g.,
corrections) from the calibration processor running directly
upstream.

[0062] According to certain embodiments, the AIP may
use a fixed latency. In some embodiments, the AIP is
configured to orchestrate a pipeline having one or more
models (e.g., different algorithms), for example, each with
corresponding predetermined (e.g., pre-configured) latency
(e.g., latency budgets). In one example, when the one or
more models (e.g., algorithms) are completed within their
respective latency budgets, the AIP will send out the one or
more results (e.g., one or more frames). As an example, if a
model (e.g., an algorithm) takes longer (e.g., 2 seconds
instead of 200 milliseconds), the AIP will not wait for the
result (e.g., a frame) before sending it out, but rather it will
immediately move on once the budget for a given processor
has expired. This results in a consistent latency for every
frame, it merely shifts all the video frames by that total
pipeline latency. If the AIP was built to wait for models to
complete, it would result in various delays for frames that
would cause a compiled video to be jittering (e.g., 1 frame
for 2 seconds and 30 frames in 1 second). In certain
embodiments, the AIP may use a predetermined latency
(e.g., a fixed budget, a specific budget) for each of one or
more processors. In one example, if a processor meets the
predetermined budget (e.g., 500 milliseconds) to run a
corresponding model and/or algorithm, the AIP is configured
to receive the result of the processor.

[0063] As an example, if the processor is quicker (e.g.,
shorter than 500 milliseconds) at getting the result, the AIP
is configured to wait until the end of the predetermined
budget, using the fixed latency and the fixed budget. In some
examples, this approach allows the AIP and incorporated
system to get results in fixed latency (e.g., a smooth video,
a smooth video of 30 frames per second). In an example like
Al and object detection (e.g., to draw boxes around all the
vehicles), the AIP does not slow down the video output, for
example, because the video is doing operational tasks. In
one example, if one or more processors crashes or runs slow,
another one or more processors (e.g., the video player) are
not impacted and continue generating results (e.g., continue
playing the video).
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[0064] According to certain embodiments, the AIP
includes functionality of doing sensor fusion. In some
embodiments, the AIP can run on a number of different
sensor platforms (e.g., one or more sensors on aircrafts, one
or more sensors on vehicles, one or more sensors on
watercrafts, one or more sensors on drones, etc.). In certain
embodiments, an edge device (e.g., a sensor platform) can
communicate (e.g., talk) directly to another one and agree
upon one or more targets.

[0065] According to some embodiments, an example
implementation of a deployment environment 300 for model
orchestration and sensor correlation is illustrated in FIG. 3.
FIG. 3 is merely an example. One of ordinary skill in the art
would recognize many variations, alternatives, and modifi-
cations. In one example, an edge device (e.g., an aircraft and
associated computing device) 310, for example, on the other
side of the mountain, detects (e.g., sees) one or more targets
320 and the edge device 310 is configured to relay the
detection back to a base device (e.g., base station 330)
and/or one or more other edge devices (e.g., an aircraft and
associated computing device 312, an aircraft and associated
computing device 314, a satellite and associated computing
device 316, one or more devices 318 associated with one or
more persons, an aircraft and associated computing device
332, one or more vehicles and associated computing device
334). In some embodiments, a user 318 can receive AIP
results, send commands, configure AIP and models, send
data, and perform other activities in the AIP deployment
environment.

[0066] In some embodiments, while an edge device (e.g.,
the aircraft 312) is collecting sensor data regarding a target
(e.g., target 320) may initiate direct, and/or coordinate with
another edge device (e.g., the aircraft 314) to collect sensor
data regarding the same target (e.g., target 320). In one
example, an edge device may launch another edge device to
collect sensor data regarding the same target, for example,
collecting images and/or videos from a different angle to see
whether the target is a certain type of object of interest. In
certain embodiments, two or more edge devices are config-
ured to collect sensor data and confirm, for example, by one
of the two or more edge devices or another control device,
that the collected sensor data from the two or more edge
devices are associated with the same target. In some
examples, the collected sensor data from the two or more
edge devices are associated with the same target from
different angles. In some embodiments, a first edge device
provides the location information of the target and one or
more other edge devices (e.g., the satellite 316) will collect
sensor data of the target based on the location information.
In one example, the second edge device (e.g., the satellite
316) may identify the target to be an object of interest (e.g.,
a newer vehicle), and the second edge device via the AIP
and/or one or more other AIPs in the AIP system incorpo-
rating one or more AlPs is configured to direct a third edge
device to collect sensor data regarding the target.

[0067] According to certain embodiments, two or more
edge devices may communicate with each other and make a
determination that the collected sensor data is of a same
target (e.g., the same vehicle). In some embodiments, the
determination of the same target is done using location (e.g.,
space) and time information using one or more models (e.g.,
one or more algorithms, one or more naive algorithms). In
certain embodiments, the AIP system can make a determi-
nation of the same target using one or more sensor data (e.g.,
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image data) and one or more models (e.g., computer vision
models/algorithms). In one example, a computer vision
algorithm on an edge device can determine that this is a
same target from one or more different angles collected from
one or more edge devices.

[0068] According to some embodiments, the AIP and/or
the AIP system can use one or more protocols for commu-
nications among two or more components of the AIP sys-
tems. In certain embodiments, the AIP allows making deci-
sion all the way to the edge. In some embodiments, two or
more edge devices each may have one or more sensors and
may be at a location different from each other. In one
example, the sensors at the two or more edge devices are
configured to collect data regarding a same target (e.g.,
cameras taking pictures at the same target). In certain
embodiments, the AIP and/or the AIP system can synchro-
nize respective AIPS and two or more edge devices (e.g., the
four edge devices 310, 312, 314, 316) that are collecting data
associated with the same target. In some embodiments, the
AIP and/or the AIP system can synchronize two or more
edge devices to enhance the accuracy (e.g., the accuracy of
the detection).

[0069] According to certain embodiments, one or more
user devices (e.g., a server, a base station, a center station,
a center node, a computing device at a mothership, etc.) can
perform higher level jobs including, for example, further
processing than the edge processing. In some embodiments,
two or more user devices are configured to perform higher
level jobs. In one example, the AIP includes a video player.
In one example, the AIP and/or the AIP system is configured
to receive sensor data (e.g., detection data) from multiple
edge devices (e.g., edge devices at multiple places) and the
AIP determines that the sensor data is of the same section.
In this example, the AIP may provide a view of multiple
sections (e.g., four boxes) with sensor data collected from
multiple edge devices on the same target (e.g., the vehicle).
As an example, the AIP including a view of multiple sections
is shown at an edge device. In some examples, the synchro-
nization of sensor data collected by two or more edge
devices is conducted at one or more edge devices and/or one
or more user devices. In certain embodiments, the AIP
allows a configuration to the pipeline for data transmissions,
data processing, and data synchronizations, and/or other
functions. As an example, the AIP allows the configuration
of the output of a pipeline to view and where to send data.
In one example, the AIP can be set up that the video will only
be sent to a ground station (e.g., the base station 330) from
an edge device. As an example, the AIP and/or the AIP
system can be set up that the video will be sent to an edge
device, for example, because it’s a higher-powered aircraft
and it has a better communication bandwidth, so it’s able to
send the video down to the ground station.

[0070] According to some embodiments, the AIP and/or
the AIP system may use a low bandwidth protocol for
communication, for example, XML messages, target loca-
tion coordinates, and/or the like. In certain embodiments, the
AIP and/or the AIP system may transmit metadata (e.g.,
small pieces of metadata, location coordinates, GPS coor-
dinates, etc.). In one example, the AIP and/or the AIP system
may broadcast data on a communication network (e.g., a
tactical radio network) and then any devices on the com-
munication network can listen to that. In one example, the
AIP and the associated edge device may take certain infor-
mation and uses it with its local sensor, for example, a sensor
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of'a high-definition camera. In certain embodiments, the AIP
and/or the AIP system may receive sensor data from a
communication network, correlate the received data and use
it with its local sensor, generate a consolidated output, and
send out a consolidated output to one or more edge devices
and/or one or more user devices (e.g., the ground).

[0071] According to certain embodiments, the AIP and
associated edge device may send video, with or without
processing (e.g., overlaid). In some embodiments, the AIP
and associated edge device sends metadata (e.g., metadata
associated with the video), for example, because the asso-
ciated edge device does not have bandwidth and/or capa-
bility to send out video. As an example, the AIP system
includes a camera that’s online in the air, but the AIP system
does not allow watching the video because the AIP system
cannot downlink all that data, so there is where edge Al
becomes important because the AIP system is running these
capabilities on the edge device (e.g., an aircraft) directly
next to the sensor. In some embodiments, the AIP and
associated edge device is able to process the sensor data
collected by one or more edge devices, generate an output,
consolidate the output, and send the consolidated output to
one or more edge devices and/or one or more user devices
(e.g., down to the ground). In one example, the consolidated
output is not an entire video and has smaller data size than
a video.

[0072] As an example, the AIP and associated edge device
collect a video frame and detect one truck in the middle. In
one example, the AIP and associated edge device is config-
ured to reduce the video frame, for example, by chip out the
pixels of just the truck and only send that out. For example,
the sensor data collected is like 5 to 20 megabits a second
and the AIP generates consolidated data like 100 kilobits per
second. In some examples, the AIP and/or the AIP system is
configured to perform data compression (e.g., a massive
amounts of compression) based on the Al that is running
onboard to set down specific targets and coordinates and also
a little picture of them, so a user (e.g., an operator) can see
what the AIP and/or the AIP system actually looking at. In
some embodiments, the AIP may broadcast a message at a
communication network (e.g., a radio network), and any
devices on the network can pick it up and consume the
message information. In certain embodiments, the AIP may
consolidate output and send it to the ground.

[0073] According to some embodiments, a meta constel-
lation system can bring together a number of satellite
providers together to perform one or more tasks (e.g.,
efficiently perform one or more tasks), including one or
more tasks across constellations. In some embodiments, the
AIP can be deployed on one or more satellites and can run
Al directly on the one or more satellite so more features of
meta constellation can be implemented and more satellites
can be taken advantage of.

[0074] According to certain embodiments, the AIP can be
used in a meta-constellation system. In some examples, the
meta-constellation system allows a user to provide a request
or post a question (e.g., “monitor this port”, “find a ship”,
“report if anything interesting happens at this port™). In
certain examples, in response to the request or question, the
meta-constellation system may perform a corresponding
task (e.g., monitor a specific area, take a picture for a fly-by
object). In some examples, a meta-constellation system
includes a bunch of satellites (e.g., a bunch of satellites
across a bunch of different companies). In certain examples,
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a meta-constellation system can make a decision at the edge
(e.g., at a satellite), for example, using one or more AIPs and
associated capabilities. In some examples, the meta-constel-
lation system is configured to piece together capabilities of
one or more sensors, capabilities of one or more models
(e.g., different Al capabilities) in response to the specific
question and/or request.

[0075] According to some embodiments, the AIP and/or
the senor fusion can make device constellation (e.g., meta-
constellation) more powerful (e.g., much more powerful).
For example, a version of device constellation (e.g., meta-
constellation) is to task with, for example, edge Als, adapt-
ers, and the integration, so the device constellation (e.g.,
meta-constellation) system can task and collect data (e.g.,
imagery, video, SAR) from one or more different sensors
that the system has access to. In one example, the meta-
constellation system includes a user interface (UI) and a user
can make a decision about what to do next. In certain
examples, the meta-constellation system can include a sat-
ellite communicating directly to one or more edge devices
(e.g., aircrafts), collecting sensor data, and make decisions.
[0076] According to certain embodiments, the AIP is
configured to use dependency management, for example, to
reduce the resources used by the AIP (e.g., lightweight,
optimized). In some embodiments, the AIP can run on one
or more X-86 processors and/or one or more ARM proces-
sors. In some examples, the AIP is configured to select
dependencies to be included. In certain examples, the AIP is
configured to select one or more functionalities implemented
in streamlined fashion, such that the computing resource
usage can be trimmed down.

[0077] According to some embodiments, the AIP and/or
the AIP controller (e.g., AIP configuration application, the
orchestration controller) can run locally (e.g., on a laptop,
approximate to an edge device). In certain examples, the AIP
and/or the AIP controller does not require downloading one
or more models (e.g., java scripts). In some embodiments,
the AIP can be remotely configured, and the one or more
selected models (e.g., stored locally) can be loaded at the
edge device for deployment. In certain embodiments, the
AIP can use a low bandwidth communication (e.g., a call, a
message, etc.) to select one or more models, and the one or
more selected models will run locally. In some embodi-
ments, at least one of the one or more selected models can
be sent and committed at an edge device (e.g., a computing
device on an aircraft, a computing device on a satellite). In
some embodiments, the AIP allows remote configuration for
the one or more associated edge devices, one or more
selected models, one or more associated sensors. For
example, a user may perform a remote configuration to make
changes to the AIP, save the changes, and then commit the
changes. In certain embodiments, changes can be pushed to
one or more edge devices. In some embodiments, a user can
remotely manage a number of AlPs.

[0078] According to certain embodiments, the AIP can
have compatibility with one or more protocols, for
examples, one or more video codecs, one or more streaming
protocols. In some embodiments, the AIP allows custom
sources and custom synchronizations. In some examples, the
AITP allows the configuration of one or more processors (e.g.,
4 processors). In certain embodiments, the AIP can configure
a container, one or more ports, and/or one or more stacks for
one or more processors. In certain embodiments, after the
AIP is configured, the container (e.g., a software container)
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can be deployed. In certain embodiments, the AIP can
configure an output, multiple outputs, and/or a customer
output. In one example, the AIP selects one plugged-in, for
example, by setting a custom place to send information.

[0079] According to some embodiments, the AIP and/or
the AIP system (e.g., the AIP controller, the orchestration
controller) can provide resource management, for example,
setting up one or more processors, interfacing (e.g., wiring)
the one or more processors in AIP, interfacing with one or
more sensors in AIP, interfacing with one or more models in
AIP, and/or the like. As an example, the AIP can manage
resources and different models, run them at the right time,
perform load balance, and/or the like. In some embodiments,
the AIP can manage hardware space, for example, a variety
of different form factors. In certain embodiments, the AIP
can manage one or more sensors, for example, the one or
more types of the sensors, the sensor processing (e.g., RF
processing), the sensor control (e.g., the sensor aircraft and
various things).

[0080] According to some embodiments, the AIP can be
used in an integrated solution, for example, an integrated
solution including one or more models. In certain embodi-
ments, the AIP can be used in building a sensor software that
can be deployed in one or more sensors. In some embodi-
ments, the sensor software can include the AIP and one or
more models for processing sensor data. In certain embodi-
ments, the AIP can provide a vendor-agnostic approach
where an integrated solution can incorporate a wide variety
of sensors and a wide variety of algorithms built by different
vendors (e.g., one or more internally or externally built Al
models). In some embodiments, the AIP allows a user to
have flexibility to plug and play different models. In some
examples, the AIP is configured to interface with one or
more processors (e.g., one or more processors and/or models
for three-dimensional (3D) reconstruction, geo-registration
processors, specific calibration processors).

[0081] According to certain embodiments, the AIP can be
run on one or more processors (e.g., computing processors).
In one example, an AIP can be associated with (e.g.,
running) one or more models. As an example, an AIP
includes one or more containers (e.g., one or more container
software) that run and expose in API, such that the AIP can
be initiated for running. In one example, the AIP can run on
a GPU (e.g., a specific GPU). In some examples, the AIP can
be closer to the hardware, for example, the specific resources
that the AIP needs, managing one or more processors and/or
associated one or more models. In certain examples, the AIP
can perform one or more orchestration steps, for example,
take one or more models, deploy and/or monitor the one or
more models and associated devices at a specific place, send
one or more messages to the one or more models, register the
one or more models, and/or define one or more port asso-
ciated with the one or more models.

[0082] According to some embodiments, the AIP allows
remote configuration. In certain embodiments, the AIP and/
or the AIP system (e.g., the AIP controller) can use low
bandwidth communication, for example, the one or more
messages that it sends out don’t have to be used for high
resolution things. In some embodiments, the AIP and/or the
AIP system can achieve low latency and use low bandwidth,
for example, possibly a disconnected environment. In cer-
tain embodiments, the fixed budgets (e.g., fixed latencies) of
one or more processors allow the low latency and low
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bandwidth implementations, for example, sometimes in a
completely disconnected fashion.

[0083] FIG. 4 is an illustrative model orchestration and
sensor correlation system 400 (e.g., an AIP system) accord-
ing to certain embodiments of the present disclosure. FIG. 4
is merely an example. One of ordinary skill in the art would
recognize many variations, alternatives, and modifications.
In some embodiments, the AIP system 400 includes one or
more edge devices 410 and a development and management
platform (DMP) (e.g., an AIP controller, including an AIP
controller, including an orchestration controller) 420. In
certain embodiments, the edge devices 410 run one or more
AlPs onboard, for example, with the one or more models. In
some embodiments, the DMP 420 includes one or more
orchestration controllers (e.g., the AIP controller 118 illus-
trated in FIG. 1). In certain embodiments, the DMP 420 is
configured to develop, evaluate, deploy, and update AIPs
with interfaced one or more models to the edge device 410.
In some embodiments, the edge devices 410 can be deployed
to one or more satellites.

[0084] According to certain embodiments, the DMP 420
manages AIP(s) associated with the edge device 410. In
some embodiments, the DMP 420 manages AIP(s) associ-
ated with the edge device 410 via an AIP controller. In
certain embodiments, an AIP includes an indication of a
model pipeline (e.g., a processing pipeline) including one or
more computational models, for example, running on a
model service. In some embodiments, the DMP 420 is
configured to select two or more models to run in parallel in
the model pipeline, where a first model’s input has a first
data format and a second model’s input has a second data
format. In certain examples, the first data format is the same
as the second data format. In some examples, the first data
format is different from the second data format. In certain
embodiments, the DMP 420 is configured to select two or
more models to run in sequence in the model pipeline, where
a first model’s output is an input to a second model. In some
embodiments, the DMP 420 is configured to select two or
more models running in parallel, where the two or more
models generate respective model outputs provided to a
third model. In certain embodiments, the third model has a
software interface to receive results from the two or more
models. In some embodiments, the model pipeline includes
an input vector to receive data from the data API (e.g., the
data API 112 in FIG. 1), one or more models, and an output
vector to output data, for example, via the inference API
(e.g., the inference API 114 in FIG. 1).

[0085] FIG. 5 is an illustrative AIP system 500 according
to certain embodiments of the present disclosure. FIG. 5 is
merely an example. One of ordinary skill in the art would
recognize many variations, alternatives, and modifications.
In some embodiments, the AIP system 500 includes or
interfaces with one or more AIPs 510 running on edge
devices, one or more data feed 520 (e.g., video, imagery,
etc.), a data management platform 530, one or more deci-
sion-making applications 540, and one or more feedback
mechanism 550. In some embodiments, the edge devices, by
running the AIPs 510, can perform real-time AI/ML on the
edge. In certain embodiments, the one or more feedback
mechanism 550 is via software interface, user interface,
and/or other input mechanism and communication mecha-
nism. As used herein, in some embodiments, feedback
includes one or more of commands, controls, results, and
messages. In certain embodiments, the AIP system 500
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receives the feedback 550 via an orchestration controller. In
some embodiments, the AIP system 500 can update, retrain,
select, and/or delete one or more models based on the
feedback. In certain embodiments, the decision-making
applications 540 can provide feedback to the AIPs 510. In
some embodiments, the decision-making applications 540
can provide feedback to the data management platform 530.

[0086] FIG. 6 is an illustrative AIP system 600 according
to certain embodiments of the present disclosure. FIG. 6 is
merely an example. One of ordinary skill in the art would
recognize many variations, alternatives, and modifications.
In some embodiments, the AIP system 600 includes or
interfacing with one or more AIPs 610 running on edge
devices, one or more data feed 620 (e.g., video, imagery,
etc.), an Al platform 630 for training, evaluating, deploying,
and managing AI/MIL, one or more analytics software 640
for capturing, analyzing, and understanding trends on his-
torical data 640, one or more external systems 650 to
communicate with other devices locally, and one or more
feedback mechanism 660. In some embodiments, the edge
devices, by running the AIPs 610, can perform real-time
AI/ML on the edge. In certain embodiments, the one or more
feedback mechanism 660 is via software interface, user
interface, and/or other input mechanism and communication
mechanism. As used herein, in some embodiments, feedback
includes one or more of commands, controls, results, and
messages. In some embodiments, the AIP system 600 can
update, retrain, select, and/or delete one or more models
based on the feedback. In certain embodiments, the analytics
software 640 can provide feedback to the AIPs 610. In some
embodiments, the analytics software 640 can provide feed-
back to the Al platform 630.

[0087] FIG. 7 is an illustrative flow diagram for an AIP
system 700 according to certain embodiments of the present
disclosure. FIG. 7 is merely an example. One of ordinary
skill in the art would recognize many variations, alterna-
tives, and modifications. In some embodiments, the AIP
system includes one or more AIPs 710, one or more Al
models 715 interfaced with the AIPs 710, and one or more
edge device 720 running at least one of the one or more AIPs
710, a decision system 740, and a development system (e.g.,
a development and management platform, DMP) 730. In
certain embodiments, the one or more AIPs 710 receive data
(e.g., video data) from the one or more edge devices 720 and
orchestrate the one or more Al models 715 to the received
data (e.g., live sensor feed, real-time video data). In some
embodiments, the one or more Al models 715 are applied to
the data received from the one or more edge devices 720 and
generate data and Al results to be sent via the one or more
AlPs 710. In certain embodiments, the decision system 740
processes the data and Al results to generate one or more
decisions and Al feedback 745. In some embodiments, the
AIP feedback 745 is used by the development system 730
(e.g., a DMP) of the one or more AIPs 710 and the one or
more Al models 715. In certain embodiments, the develop-
ment system 730 holds the training data and models. In some
embodiments, new models, including updated models, are
pushed or published from the development system 730 to the
AIP 710 (e.g., AIPs globally).

[0088] FIG. 8 is an illustrative example of an AIP system
800 according to certain embodiments of the present dis-
closure. FIG. 8 is merely an example. One of ordinary skill
in the art would recognize many variations, alternatives, and
modifications. In some embodiments, the AIP system 800
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includes an AIP 812, an edge device 820, and one or more
models 816. In certain embodiments, the edge device 820
can generate one or more of FMV (full motion video),
CCTV (closed-circuit television), satellite imagery, ELINT
(electronic signals intelligence)/SIGINT (signal intelli-
gence) (e.g., scoping), audio (e.g., scoping), and/or acoustics
(e.g., scoping). In some embodiments, the AIP 812, by
applying the one or more models (e.g., a stabilization and
calibration model, a georegistration model, one or more Al
models, a tracker model) to the received data, generates one
or more outputs, such as a video (e.g., MPEG-TS video),
video combined with georegistered telemetry data and Al
outputs, cursor-on-target (CoT) data, HLS-AVRO data,
JSON data (e.g., an open standard data-interchange format),
and/or the like.

[0089] FIG. 9 is an illustrative example of features 900 of
an AIP system according to certain embodiments of the
present disclosure. FIG. 9 is merely an example. One of
ordinary skill in the art would recognize many variations,
alternatives, and modifications. In some embodiments, the
AIP system has deployability management features 910,
including one or more of: using standard Java Witchcraft
service; deploying via deployment services when deployed
on ground or in cloud; deploying via delta scripts when on
the edge; and/or when edge devices are disconnected. In
certain embodiments, the AIP system has hardware features
920, including one or more of: utilizing GPUs; edge is
typically ARM based hardware; and/or SWaP optimizations.
In some embodiments, the AIP system has dependency
features 930, including one or more of: no dependencies to
a data management system or a decision system; and/or that
it is commonly deployed on the edge. In certain embodi-
ments, the AIP system has processing features 940, includ-
ing one or more of: built by 3™ party companies (e.g., Al
companies); requiring access to GPU resources to be per-
formant; deployed as docker containers which expose an
AIP; and/or built internally as a standard Java Witchcraft
service.

[0090] FIG. 10 is an illustrative diagram of an AIP system
1000 according to certain embodiments of the present dis-
closure. FIG. 10 is merely an example. One of ordinary skill
in the art would recognize many variations, alternatives, and
modifications. In some embodiments, the AIP system 1000
includes an AIP is integrated to one or more AIP compatible
processors.

[0091] FIG. 11 is an illustrative comparison 1100 of a
conventional system 1110 and an AIP system 1120 according
to certain embodiments of the present disclosure. FIG. 11 is
merely an example. One of ordinary skill in the art would
recognize many variations, alternatives, and modifications.
In some embodiments, the AIP system 1120 includes com-
ponents running on the cloud servers 1140 and running on
the edge devices 1130. In certain embodiments, the func-
tionality of the conventional system 1110 (e.g., on-premise
racks of servers) is pushed into cloud and edge. In some
embodiments, the components running on the cloud servers
1140 is dynamically spinning up/down instances of AIP to
efficiently provision resources. In certain embodiments,
edge devices 1130 include limited computing and/or com-
munication resources (e.g., commonly communications
denied environment).

[0092] FIG. 12 is an illustrative conventional sensor envi-
ronment 1200 according to certain embodiments of the
present disclosure. FIG. 12 is merely an example. One of
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ordinary skill in the art would recognize many variations,
alternatives, and modifications. According to certain
embodiments, the sensor environment 1200 includes one or
more edge devices 1212, 1214, 1222, 1224, 1226, 1228, a
base station 1230, and one or more users 1242 and 1244. In
some embodiments, the edge device 1214 (e.g., an
unmanned aircraft system (UAS) with associated computing
device(s)) is configured to detect or communicate to the
other edge devices 1222, 1224, 1226, and 1228.

[0093] In certain examples, the edge device 1214 commu-
nicates with the base device 1230. In some examples, UAS
are flown by pilots and teams on the ground and the
processing of data are applied on the ground. In certain
examples, such system has bandwidth constraints limiting
data flow. In some examples, such system may have latency
issues due to multiple hops before decisions can be made.

[0094] FIG. 13 is an illustrative model orchestration and
sensor correlation environment 1300 according to certain
embodiments of the present disclosure. FIG. 13 is merely an
example. One of ordinary skill in the art would recognize
many variations, alternatives, and modifications. According
to certain embodiments, the model orchestration and sensor
correlation environment (e.g., an AIP system, a model
orchestration and sensor correlation system) 1300 includes
one or more edge devices 1312, 1314, 1316, 1318, a base
device 1330, a target 1320, and one or more user devices
1322. In some embodiments, the edge device 1312 and/or
1314 (e.g., an unmanned aircraft system (UAS) with asso-
ciated computing device(s), an aircraft with associated com-
puting device(s)) is configured to detect the target 1320. In
certain embodiments, one or more of, or each of, the edge
devices (e.g., edge devices 1312, 1314, 1316, 1318) run or
are associated with one or more model orchestrators (e.g.,
AlPs) and/or one or more orchestration controllers (e.g., AIP
controllers).

[0095] According to certain embodiments, FIG. 13 shows
edge progression (e.g., additional processing at the edge
devices). In some embodiments, the edge device 1312
and/or 1314 (e.g., an unmanned aircraft system (UAS) with
associated computing device(s), an aircraft with associated
computing device(s)) is configured to process data, for
example, using one or more models associated with the
AlPs, such that only a small set of data (e.g., critical data)
is pushed over the network. In certain embodiments, the
model orchestration and sensor correlation system can
enable near-zero latency decision-making (e.g., decision-
making at the edge). In some embodiments, the model
orchestration and sensor correlation system can upload the
request (e.g., mission) rather than specific commands. In
certain embodiments, the model orchestration and sensor
correlation system (e.g., platforms) can communicate
directly with each other to delegate and/or team on tasks.

[0096] According to some embodiments, the edge device
(e.g., an aircraft and associated computing device) 1312, for
example, on the other side of the mountain, detects (e.g.,
sees) one or more targets 1320 and the edge device 1312 is
configured to relay the detection back to a base device (e.g.,
base station 330) and/or one or more other edge devices
(e.g., the edge device 1314, the edge device 1318, an edge
device in the air, an edge device on the ground). In some
embodiments, a user device 1322 can receive AIP results,
send commands, configure AIP and models, send data, and
perform other activities in the AIP deployment environment.
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[0097] In some embodiments, while an edge device (e.g.,
the edge device 1312) is collecting sensor data regarding a
target (e.g., target 1320) may initiate direct, and/or coordi-
nate with another edge device (e.g., the edge device 1314)
to collect sensor data regarding the same target (e.g., target
1320). In certain embodiments, an edge device may launch
another edge device to collect sensor data regarding the
same target, for example, collecting images and/or videos
from a different angle to see whether the target is a certain
type of object of interest. In certain embodiments, two or
more edge devices are configured to collect sensor data and
confirm, for example, by one of the two or more edge
devices or another control device, that the collected sensor
data from the two or more edge devices are associated with
the same target. In some examples, the collected sensor data
from the two or more edge devices are associated with the
same target from different angles. In some embodiments, a
first edge device provides the location information of the
target and one or more other edge devices (e.g., the edge
device 1314) will collect sensor data of the target based on
the location information. In one example, the second edge
device (e.g., the edge device 1314) may identify the target to
be an object of interest (e.g., a newer vehicle), and the
second edge device via the AIP and/or one or more other
AlPs in the AIP system incorporating one or more AlPs is
configured to direct a third edge device (e.g., the edge device
1314) to collect sensor data regarding the target.

[0098] According to certain embodiments, two or more
edge devices may communicate with each other and make a
determination that the collected sensor data is of a same
target (e.g., the same vehicle). In some embodiments, the
determination of the same target is done using location (e.g.,
space) and time information using one or more models (e.g.,
one or more algorithms, one or more naive algorithms). In
certain embodiments, the AIP system can make a determi-
nation of the same target using one or more sensor data (e.g.,
image data) and one or more models (e.g., computer vision
models/algorithms). In one example, a computer vision
algorithm on an edge device can determine that this is a
same target from one or more different angles collected from
one or more edge devices.

[0099] According to some embodiments, the AIP and/or
the AIP system can use one or more protocols for commu-
nications among two or more components of the AIP sys-
tems. In certain embodiments, the AIP allows making deci-
sion all the way to the edge. In some embodiments, two or
more edge devices each may have one or more sensors and
may be at a location different from each other. In one
example, the sensors at the two or more edge devices are
configured to collect data regarding a same target (e.g.,
cameras taking pictures at the same target). In certain
embodiments, the AIP and/or the AIP system can synchro-
nize respective AIPs and two or more edge devices (e.g., the
edge devices 1312, 1314, 1316, 1318) that are collecting
data associated with the same target. In some embodiments,
the AIP and/or the AIP system can synchronize two or more
edge devices to enhance the accuracy (e.g., the accuracy of
the detection).

[0100] According to certain embodiments, one or more
user devices (e.g., a server, a base station, a center station,
a center node, a computing device at a mothership, etc.) can
perform higher level jobs including, for example, further
processing than the edge processing. In some embodiments,
two or more user devices are configured to perform higher
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level jobs. In one example, the AIP includes a video player.
In one example, the AIP and/or the AIP system is configured
to receive sensor data (e.g., detection data) from multiple
edge devices (e.g., edge devices at multiple places) and the
AIP determines that the sensor data is of the same section.
In this example, the AIP may provide a view of multiple
sections (e.g., four boxes) with sensor data collected from
multiple edge devices on the same target (e.g., the vehicle).
As an example, the AIP including a view of multiple sections
is shown at an edge device. In some examples, the synchro-
nization of sensor data collected by two or more edge
devices is conducted at one or more edge devices and/or one
or more user devices. In certain embodiments, the AIP
allows a configuration to the model pipeline via an orches-
tration controller for data transmissions, data processing,
and data synchronizations, and/or other functions. As an
example, the AIP allows the configuration of the output of a
pipeline to view and where to send data. In one example, the
AIP can be set up that the video will only be sent to a ground
station (e.g., the base station 1330) from an edge device. As
an example, the AIP and/or the AIP system can be set up that
the video will be sent to an edge device, for example,
because it’s a higher-powered aircraft and it has a better
communication bandwidth, so it’s able to send the video
down to the ground station.

[0101] FIG. 14 is an illustrative device constellation envi-
ronment 1400 (e.g., a device constellation system, an Al
meta-constellation system, a model orchestration and sensor
correlation system) using model orchestration and sensor
correlation according to certain embodiments of the present
disclosure. FIG. 14 is merely an example. One of ordinary
skill in the art would recognize many variations, alterna-
tives, and modifications. In certain embodiments, the device
constellation system 1400 includes one or more edge device
constellations 1410, a collection request queue 1420, a
monitor request queue 1430 (e.g., an algorithm request
queue), a constellation engine (e.g., a correlation engine)
1435, and an operational engine 1465. In some embodi-
ments, the device constellation system 1400 provides a way
for efficient use of edge devices (e.g., edge devices disposed
on satellites). In certain embodiments, the constellation
engine 1435 and/or the operational engine 1465 are inte-
grated with or associated with an orchestration controller
(e.g., the orchestration controller 118 in FIG. 1).

[0102] According to certain embodiments, the one or more
edge device constellations 1410 includes a first edge device
constellation 1410A (e.g., one or more edge devices in a
group, one or more computing devices disposed on or
integrated with one or more satellites, etc.), a second edge
device constellation 1410B (e.g., one or more edge devices
in a group, one or more computing devices disposed on or
integrated with one or more satellites, etc.), and a third edge
device 1410C (e.g., one or more edge devices in a group, one
or more computing devices disposed on or integrated with
one or more satellites, etc.). In some embodiments, one or
more of the edge device constellations 1410 include an AIP,
for example, for receiving one or more requests and/or
transmitting data. In certain embodiments, each edge device
constellation 1410 includes a corresponding AIP and/or AIP
controller 1412A, 1412B, 1412C, for example, for receiving
one or more requests and/or transmitting data. In some
embodiments, the device constellation system 1400 includes
two or more request queues storing one or more requests to
the one or more edge device constellations 1410. In certain
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embodiments, the queues are stored or accessible via one or
more edge device constellations 1410. In some embodi-
ments, the collection request queue 1420 includes one or
more collection requests 1420A for sensor data collection. In
certain embodiments, the monitor request queue 1430
includes one or more monitoring requests 1430A for moni-
toring and processing requests.

[0103] According to some embodiments, a collection
request 1420A includes data for one or more collection
parameters including, for example, one or more location
and/or field-of-view parameters 1422, one or more sensor
parameters 1424, one or more timing parameters 1426 (e.g.,
pass timing and/or revisit), and/or the like. In certain
embodiments, the one or more location parameters 1422
include one or more of a geographic coordinate parameter,
a latitude parameter, a longitudinal parameter, an altitude
parameter, a geohash parameter, a GPS (global-positioning-
system) parameter, and/or the like. In some embodiments,
the one or more field-of-view parameters include one or
more location parameters and one or more of an angle, an
angle range, an area, and/or the like. In certain embodi-
ments, the one or more sensor parameters 1424 include a
type of sensor, a feature of sensor, a configuration of sensor,
a sensing range, a sensing angle, a sensing time, and/or the
like. In some examples, the sensor is an image sensor, and
the sensor parameters include a zooming parameter, a reso-
Iution parameter, a frame rate parameter, a gain parameter,
a binning parameter, an image format parameter, and/or the
like. In certain examples, the sensor includes an acoustic
sensor, a transducer, an ultrasonic sensor, an infrared sensor,
a hyperspectral sensor, and/or the like. In some embodi-
ments, the one or more timing parameters 1426 include one
or more of a specific time, a specific repeated time, a time
range from a beginning time to an end time, a time range
periodically (e.g., daily, weekly, monthly, etc.), and/or the
like.

[0104] According to certain embodiments, a monitoring
request 1430A includes data for one or more monitoring
parameters including, for example, contextual data 1432,
one or more perception models 1434, one or more fusion
functions/activity metrics 1436, one or more target criteria
1438 (e.g., downlink criteria), and/or the like. In some
embodiments, the contextual data 1432 is stored in one or
more data repositories. In certain embodiments, the contex-
tual data includes historical sensor data, model parameters,
object parameters, and/or the like. In some embodiments,
the one or more perception models 1434 include one or more
models for identifying and/or monitoring one or more target
objects. In certain embodiments, the one or more perception
models include one or more computer-vision models for
identifying objects in images and/or videos. In some
embodiments, the one or more fusion functions 1436 include
one or more functions on sensor data and/or processed
sensor data. In certain embodiments, the one or more
activity metrics 1436 include one or more movement met-
rics, movement pattern metrics, and/or the like. In some
embodiment, the one or more target criteria 1438 include
one or more criteria associated with one or more target
characteristics. In certain embodiments, the one or more
target characteristics 1438 include a type of object, a size of
object, a color of object, a shape of object, a feature of
object, and/or the like.

[0105] According to certain embodiments, the constella-
tion engine (e.g., the correlation engine, the orchestration
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controller) 1435 receives one or more requests 1430A in the
monitoring queue 1430, and decompose the request into one
or more tasks 1440, which combines one or more collection
requests 1420A from the collection request queue 1420 and
corresponding models. In some embodiments, the constel-
lation engine 1435 selects an edge device 1410 for a task
1440, and send the task 1440 to the edge device and/or edge
device constellation 1410. In certain embodiments, the con-
stellation engine 1435 selects the edge device and/or edge
device constellation 1410 based at least in part upon the task
1440. In some embodiments, the constellation engine 1435
selects the edge device 1410 based at least in part upon one
or more sensor parameters in the task 1440. In certain
embodiments, the constellation engine 1435 selects the edge
device and/or edge device constellation 1410 based at least
in part upon one or more location parameters and/or field-
of-view parameters in the task 1440. In some embodiments,
the constellation engine 1435 selects the edge device and/or
edge device constellation 1410 based at least in part upon
one or more timing parameters in the task 1440.

[0106] In certain embodiments, the constellation engine
1435 selects the edge device and/or edge device constella-
tion 1410 based at least in part upon one or more perception
model parameters in the task 1440. In certain embodiments,
the constellation engine 1435 selects the edge device and/or
edge device constellation 1410 based at least in part upon
one or more fusion functions in the task 1440. In some
embodiments, the constellation engine 1435 selects the edge
device and/or edge device constellation 1410 based at least
in part upon one or more activity metrics in the task 1440.
In certain embodiments, the constellation engine 1435
selects the edge device and/or edge device constellation
1410 based at least in part upon one or more target criteria
in the task 1440.

[0107] In some embodiments, the AIP and/or the AIP
controller 1412A, 1412B, 1412C can transform a task 1440
to a corresponding model pipeline. In certain embodiments,
the model pipeline includes the one or more sensor param-
eters and/or one or more model parameters indicating selec-
tion and configuration of models. In some embodiments, the
model pipeline is deployed to an edge device for a new or
updating model pipeline.

[0108] According to some embodiments, the device con-
stellation system 1400 is configured to select one or more
edge devices (e.g., a plurality of edge devices) from one or
more constellations (e.g., a plurality of constellations). In
some examples, each of the one or more constellations is
owned by and/or operated by an entity (e.g., a government
organization, a company, an industry organization, etc.). As
an example, two constellations are owned by and/or oper-
ated by two different entities. In certain examples, a meta-
constellation is formed including one or more edge devices
from one or more constellations owned by and/or operated
by various entities. For example, the system 1400 is con-
figured to select multiple edge devices from a plurality of
constellations, and each constellation of the plurality of
constellations is owned by and/or operated by an entity (e.g.,
a government organization, a company, an industry organi-
zation, etc.). As an example, some selected multiple edge
devices belong to a constellation owned by and/or operated
by an entity, and other selected multiple edge devices belong
to a different constellation owned by and/or operated by a
different entity. In some examples, the system is configured
to select one or more edge devices based on capability,
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eligibility, and/or availability of the corresponding edge
device. For example, an edge device is a satellite that
includes one or more sensors, where the one or more sensors
are also referred to as orbit sensors. As an example, an edge
device includes one or more sensors in the space. For
example, an edge device is selected based on a viewing
angle of an imaging sensor on the edge device. As an
example, an edge device is selected based on its location in
the water. In some examples, the system selects the edge
device based upon one or more sensors and/or one or more
models. For example, an edge device is selected to use a
specific model to process data.

[0109] According to certain embodiments, the system
1400 and/or the constellation engine is configured to assign
the one or more tasks 1440 to the one or more selected edge
devices and/or edge device constellations 1410. In some
embodiments, the system 1400 and/or the constellation
engine is configured to assign the one or more tasks 1440 to
the one or more selected edge devices and/or edge device
constellations 1410 using one or more models 1431 (e.g., an
optimization model, a security model etc.). According to
some embodiments, the one or more selected edge devices
are configured to perform the one or more assigned tasks to
generate data 1450. In some examples, the one or more edge
devices are configured to collect data during the perfor-
mance of the one or more assigned tasks. In certain
examples, the one or more edge devices are configured to
process the collected data. In some examples, the edge
device is configured to generate one or more insights by
processing the data collected by one or more sensors on the
edge device and/or data collected by one or more sensors on
one or more other edge devices. In certain examples, the
generated data 1460 by the one or more selected edge
devices includes the collected data, the processed data, the
one or more insights, fused processed data (e.g., fused Al
data), and/or a combination thereof. As an example, an edge
device is assigned with a task of monitoring a space area for
two weeks and is configured to filter the monitoring data
(e.g., removing certain data). For example, an edge device is
assigned with a task of detecting wildfire and is configured
to process data collected from various sensors on the edge
device and transmit an insight of whether wildfire is
detected.

[0110] According to some embodiments, the system 1400
and/or the constellation engine 1435 is configured to request
a source edge device to transmit data (e.g., collected data
and/or processed data) to a destination edge device. In some
examples, the destination edge device is configured to
process data from the source edge device. In certain
examples, the system is configured to move more complex
processing to the one or more edge devices. In certain
examples, two or more edge devices are configured to
transmit data to a selected edge device for data processing.

[0111] According to certain embodiments, the system
1400 and/or the operation engine 1465 (e.g., the orchestra-
tion controller) are configured to generate one or more
actions 1467 using one or more models 1461 (e.g., a
planning model, a scoring model, etc.). In some embodi-
ments, the actions 1467 include one or more actionable
insights. In certain embodiments, the actions are provided to
one or more users 1470 (e.g., operational users). In certain
examples, the device constellation system compiles one or
more user Al requests into one or more optimized collection
requests across many specialized sensors and/or uploads one
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or more tailored Al models to edge devices (e.g., satellites,
aircrafts, vehicles, etc.). As an example, one or more Al
insights are fused and returned to users for operational
planning and/or execution via an operational engine 1465.
[0112] FIG. 15 is a simplified diagram showing a method
1500 for model and sensor orchestration (e.g., model orches-
tration and sensor correlation) according to certain embodi-
ments of the present disclosure. This diagram is merely an
example. One of ordinary skill in the art would recognize
many variations, alternatives, and modifications. The
method 1500 for model orchestration and sensor correlation
includes processes 1510, 1515, 1520, 1525, 1530, 1535,
1540, 1545, 1550, 1555 and 1560. Although the above has
been shown using a selected group of processes for the
method 1500 for model orchestration and sensor correlation,
there can be many alternatives, modifications, and varia-
tions. For example, some of the processes may be expanded
and/or combined. Other processes may be inserted into those
noted above. Depending upon the embodiment, the sequence
of processes may be interchanged with others replaced.
Further details of these processes are found throughout the
present disclosure.

[0113] In some embodiments, some or all processes (e.g.,
steps) of the method 1500 are performed by a system (e.g.,
the computing system 1600). In certain examples, some or
all processes (e.g., steps) of the method 1500 are performed
by a computer and/or a processor directed by a code. For
example, a computer includes a server computer and/or a
client computer (e.g., a personal computer). In some
examples, some or all processes (e.g., steps) of the method
1500 are performed according to instructions included by a
non-transitory computer-readable medium (e.g., in a com-
puter program product, such as a computer-readable flash
drive). For example, a non-transitory computer-readable
medium is readable by a computer including a server
computer and/or a client computer (e.g., a personal com-
puter, and/or a server rack). As an example, instructions
included by a non-transitory computer-readable medium are
executed by a processor including a processor of a server
computer and/or a processor of a client computer (e.g., a
personal computer, and/or server rack).

[0114] According to certain embodiments, at process
1510, a system (e.g., a model orchestration and sensor
correlation system) receives, accesses, and/or generates a
plurality of models, where each model of the plurality of
models is configured to process data. In some embodiments,
at process 1515, the system receives information corre-
sponding to a plurality of sensors associated with a plurality
of'edge devices (e.g., edge devices 1410). In certain embodi-
ments, the system generates a first representation of the
plurality of models (e.g., a list of models with features). In
some embodiments, the system generates a second repre-
sentation of the plurality of sensors (e.g., a list of sensors
and/or edge devices, a list of sensors and/or edge devices
with location information). In certain embodiments, the
system renders the first representation at a first section of a
user interface (e.g., a display). In some embodiments, the
system renders the second representation at a second section
of the user interface, the second section being different from
the first section (e.g., left section, right section, etc.).
[0115] According to some embodiments, at process 1520,
the system selects one or more models from the plurality of
models based on a processing request. In certain embodi-
ments, the processing request includes a request, one or
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more parameters (e.g., request parameters, sensor param-
eters, model parameters, device parameters, object param-
eters, etc.). In some embodiments, the system selects at least
one of the one or more models based on an input (e.g., a
software input, a user input, etc.). In certain embodiments,
at process 1525, the system selects one or more sensors from
the plurality of sensors based on the processing request. In
some embodiments, the processing request can be related to
an object, an area, a time, a time range, and/or the like.

[0116] According to certain embodiments, at process
1530, the system builds one or more model pipelines based
at least in part on the one or more selected models and the
one or more selected sensors. In some embodiments, each
model pipeline of the one or more model pipelines including
information associated with at least one selected model of
the one or more selected models or at least one selected
sensor of the one or more selected sensors. In certain
embodiments, a first model pipeline of the one or more
model pipelines includes a first model of the one or more
selected models to be applied to data collected by a first
sensor of the one or more selected sensors. In some embodi-
ments, a second model pipeline of the one or more model
pipelines includes a second model of the one or more
selected models to be applied to data collected by a second
sensor of the one or more selected sensors. In certain
embodiments, the first model is different from the second
model. In some embodiments, the first sensor is different
from the second sensor.

[0117] According to some embodiments, at process 1535,
the system deploys the one or more model pipelines, for
example, to at least one of the plurality of edge devices. In
some embodiments, the system compiles a configuration
message associated with the one or more model pipelines. In
certain embodiments, the configuration message includes
information of one or more models (e.g., a perception
model) with associated model parameters. In some embodi-
ments, the configuration message includes information of
one or more sensors (e.g., an image sensor) with associated
sensor parameters. In certain embodiments, the configura-
tion message includes updated model parameters and/or
updated sensor parameters. In some embodiments, the con-
figuration message includes a command to replacing a first
model by a second model. In certain embodiments, the
configuration message includes replacing a first sensor by a
second sensor. In some embodiments, the system transmits
the configuration message to at least one edge device of the
one or more edge devices.

[0118] According to certain embodiments, at process
1540, the system receives a model output from the one or
more model pipelines. In some embodiments, the model
output includes an insight. In certain embodiments, the
model output includes raw sensor data and/or processed
sensor data. In some embodiments, the system generates an
insight (e.g., an identification of a target object) based on the
model output (e.g., raw sensor and/or processed sensor
data). In certain embodiments, the system generates a third
representation of the model output and/or the insight. In
some embodiments, the system renders the plurality of
models, the plurality of sensors, the model output, and/or the
insight at a user interface. In certain embodiments, the
system renders the plurality of models, the plurality of
sensors, the model output, and/or the insight at different
sections of a user interface. In certain embodiments, the
system renders the first representation, the second represen-
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tation, and/or the third representation at a user interface. In
some embodiments, the system renders the first representa-
tion, the second representation, and/or the third representa-
tion at different sections (e.g., upper section, upper left
section, middle section, left section, right section, etc.) a user
interface. In certain examples, the system renders the model
output via a video player.

[0119] According to some embodiments, at process 1550,
the system receives a feedback. In certain embodiments, the
feedback is associated with the model output/or the insight.
For example, the feedback is to zoom-in an image sensor. As
an example, the feedback is to change a field-of-view of an
image sensor. In some embodiments, the feedback is to
replace a sensor and/or change one or more sensor param-
eters. In certain embodiments, the feedback is to replace a
model and/or change one or more model parameters. In
some embodiments, the feedback is associated with a model
output of a model pipeline. In certain examples, the system
receives a first model output from a first model pipeline of
the one or more model pipelines as a feedback to moditying
the a model pipeline of the one or more model pipelines.
[0120] According to certain embodiments, at process
1555, the system modifies at least one model pipeline of the
one or more model pipelines and/or generates a new model
pipeline based on the feedback. In some embodiments, the
at least one model pipeline includes a new and/or updated
model. In certain embodiments, the at least one model
pipeline includes an indication of a different sensor and/or
sensor parameters. In some embodiments, the system builds
a new model pipeline, for example, for a new edge device
(e.g., a new edge device in proximity). In some embodi-
ments, at process 1560, the system deploys the at least one
modified model pipeline and/or the new model pipeline.
[0121] According to some embodiments, the system
receives an indication of selected data, for example, via an
input (e.g., a user input, a software input). In certain embodi-
ments, the system trains a machine learning model of the
plurality of models using the selected data (e.g., training
data) to generate a trained machine learning model and
builds at least one model pipeline of the one or more model
pipelines using the trained machine learning model. In some
embodiments, the system deploys the trained machine learn-
ing model with a corresponding model pipeline. In certain
embodiments, the system receives a configuration associated
with training data. In some embodiments, the system trans-
forms the training data based at least in part on the configu-
ration. In certain embodiments, the transformation includes
filtering, modifying, normalizing, and/or applying a func-
tion.

[0122] FIG. 16 is a simplified diagram showing a com-
puting system for implementing a system 1600 for model
orchestration and sensor correlation in accordance with at
least one example set forth in the disclosure. This diagram
is merely an example, which should not unduly limit the
scope of the claims. One of ordinary skill in the art would
recognize many variations, alternatives, and modifications.
[0123] The computing system 1600 includes a bus 1602 or
other communication mechanism for communicating infor-
mation, a processor 1604, a display 1606, a cursor control
component 1608, an input device 1610, a main memory
1612, a read only memory (ROM) 1614, a storage unit 1616,
and a network interface 1618. In some embodiments, some
or all processes (e.g., steps) of the method 1500 are per-
formed by the computing system 1600. In some examples,
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the bus 1602 is coupled to the processor 1604, the display
1606, the cursor control component 1608, the input device
1610, the main memory 1612, the read only memory (ROM)
1614, the storage unit 1616, and/or the network interface
1618. In certain examples, the network interface is coupled
to a network 1620. For example, the processor 1604 includes
one or more general purpose microprocessors. In some
examples, the main memory 1612 (e.g., random access
memory (RAM), cache and/or other dynamic storage
devices) is configured to store information and instructions
to be executed by the processor 1604. In certain examples,
the main memory 1612 is configured to store temporary
variables or other intermediate information during execution
of instructions to be executed by processor 1604. For
examples, the instructions, when stored in the storage unit
1616 accessible to processor 1604, render the computing
system 1600 into a special-purpose machine that is custom-
ized to perform the operations specified in the instructions.
In some examples, the ROM 1614 is configured to store
static information and instructions for the processor 1604. In
certain examples, the storage unit 1616 (e.g., a magnetic
disk, optical disk, or flash drive) is configured to store
information and instructions.

[0124] In some embodiments, the display 1606 (e.g., a
cathode ray tube (CRT), an LCD display, or a touch screen)
is configured to display information to a user of the com-
puting system 1600. In some examples, the input device
1610 (e.g., alphanumeric and other keys) is configured to
communicate information and commands to the processor
1604. For example, the cursor control component 1608 (e.g.,
a mouse, a trackball, or cursor direction keys) is configured
to communicate additional information and commands (e.g.,
to control cursor movements on the display 1606) to the
processor 1604.

[0125] According to certain embodiments, a method for
model and sensor orchestration, the method comprising:
accessing a plurality of models, each model of the plurality
of models configured to process data; receiving information
corresponding to a plurality of sensors associated with a
plurality of edge devices; selecting one or more models from
the plurality of models based on a processing request;
selecting one or more sensors from the plurality of sensors
based on the processing request; building one or more model
pipelines based at least in part on the one or more selected
models and the one or more selected sensors, each model
pipeline of the one or more model pipelines including
information associated with at least one selected model of
the one or more selected models or at least one selected
sensor of the one or more selected sensors; and deploying
the one or more model pipelines; wherein the method is
performed using one or more processors, wherein the
method is performed using one or more processors. For
example, the method is implemented according to at least
FIG. 1, FIG. 2, FIG. 3 and/or FIG. 15.

[0126] In some embodiments, the method further com-
prises: receiving an indication of selected data; and training
a machine learning model of the plurality of models using
the selected data to generate a trained machine learning
model; wherein the building the one or more model pipe-
lines comprises building at least one model pipeline using
the trained machine learning model; wherein the deploying
the one or more model pipelines comprises deploying the
trained machine learning model. In certain embodiments, the
method further comprises: receiving a configuration associ-
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ated with the selected data; and transforming the selected
data based at least in part on the configuration. In some
embodiments, the method further comprises: generating a
first representation of the plurality of models; generating a
second representation of the plurality of sensors; rendering
the first representation at a first section of a user interface;
and rendering the second representation at a second section
of the user interface, the second section being different from
the first section.

[0127] In certain embodiments, the method further com-
prises: receiving a model output from at least one model
pipeline of the one or more model pipelines; generating a
third representation of the model output; and rendering the
third representation at a third section of the user interface. In
some embodiments, the method further comprises: receiving
a feedback associated with the model output; modifying at
least one model pipeline of the one or more model pipelines
based on the feedback; and deploying the at least one
modified model pipeline. In certain embodiments, the ren-
dering the third representation comprises rendering the third
representation via a video player. In some embodiments, the
method further comprises: generating an insight based at
least in part on the model output; wherein the generating a
third representation comprises generating the third repre-
sentation based at least in part on the insight; receiving a
feedback associated with the insight; modifying at least one
model pipeline of the one or more model pipelines based on
the feedback; and deploying the at least one modified model
pipeline.

[0128] In some embodiments, the deploying the one or
more model pipelines comprises: compiling a configuration
message associated with the one or more model pipelines;
and transmitting the configuration message to at least one
edge device of the one or more edge devices. In certain
embodiments, a first model pipeline of the one or more
model pipelines includes a first model of the one or more
selected models to be applied to data collected by a first
sensor of the one or more selected sensors, wherein a second
model pipeline of the one or more model pipelines includes
a second model of the one or more selected models to be
applied to data collected by a second sensor of the one or
more selected sensors, wherein the first model is different
from the second model, wherein the first sensor is different
from the second sensor, wherein the method further com-
prises: receiving a first model output from the first model
pipeline; modifying the second model pipeline based at least
in part on the first model output.

[0129] According to certain embodiments, a system for
model and sensor orchestration, the system comprising: one
or more memories comprising instructions stored thereon;
and one or more processors configured to execute the
instructions and perform operations comprising: accessing a
plurality of models, each model of the plurality of models
configured to process data; receiving information corre-
sponding to a plurality of sensors associated with a plurality
of edge devices; selecting one or more models from the
plurality of models based on a processing request; selecting
one or more sensors from the plurality of sensors based on
the processing request; building one or more model pipe-
lines based at least in part on the one or more selected
models and the one or more selected sensors, each model
pipeline of the one or more model pipelines including
information associated with at least one selected model of
the one or more selected models or at least one selected
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sensor of the one or more selected sensors; and deploying
the one or more model pipelines to at least one of the
plurality of edge devices. For example, the method is
implemented according to at least FIG. 1, FIG. 2, FIG. 3
and/or FIG. 15.

[0130] In some embodiments, the operations further com-
prise: receiving an indication of selected data; and training
a machine learning model of the plurality of models using
the selected data to generate a trained machine learning
model; wherein the building the one or more model pipe-
lines comprises building at least one model pipeline using
the trained machine learning model; wherein the deploying
the one or more model pipelines comprises deploying the
trained machine learning model. In certain embodiments, the
operations further comprise: receiving a configuration asso-
ciated with the selected data; and transforming the selected
data based at least in part on the configuration. In some
embodiments, the operations further comprise: generating a
first representation of the plurality of models; generating a
second representation of the plurality of sensors; rendering
the first representation at a first section of a user interface;
and rendering the second representation at a second section
of the user interface, the second section being different from
the first section.

[0131] In certain embodiments, the operations further
comprise: receiving a model output from at least one model
pipeline of the one or more model pipelines; generating a
third representation of the model output; and rendering the
third representation at a third section of the user interface. In
some embodiments, the operations further comprise: receiv-
ing a feedback associated with the model output; modifying
at least one model pipeline of the one or more model
pipelines based on the feedback; and deploying the at least
one modified model pipeline. In certain embodiments, the
rendering the third representation comprises rendering the
third representation via a video player. In some embodi-
ments, the operations further comprise: generating an insight
based at least in part on the model output; wherein the
generating a third representation comprises generating the
third representation based at least in part on the insight;
receiving a feedback associated with the insight; modifying
at least one model pipeline of the one or more model
pipelines based on the feedback; and deploying the at least
one modified model pipeline.

[0132] In some embodiments, the deploying the one or
more model pipelines comprises: compiling a configuration
message associated with the one or more model pipelines;
and transmitting the configuration message to at least one
edge device of the one or more edge devices. In certain
embodiments, a first model pipeline of the one or more
model pipelines includes a first model of the one or more
selected models to be applied to data collected by a first
sensor of the one or more selected sensors, wherein a second
model pipeline of the one or more model pipelines includes
a second model of the one or more selected models to be
applied to data collected by a second sensor of the one or
more selected sensors, wherein the first model is different
from the second model, wherein the first sensor is different
from the second sensor, wherein the operations further
comprise: receiving a first model output from the first model
pipeline; modifying the second model pipeline based at least
in part on the first model output.

[0133] For example, some or all components of various
embodiments of the present disclosure each are, individually
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and/or in combination with at least another component,
implemented using one or more software components, one
or more hardware components, and/or one or more combi-
nations of software and hardware components. In another
example, some or all components of various embodiments
of the present disclosure each are, individually and/or in
combination with at least another component, implemented
in one or more circuits, such as one or more analog circuits
and/or one or more digital circuits. In yet another example,
while the embodiments described above refer to particular
features, the scope of the present disclosure also includes
embodiments having different combinations of features and
embodiments that do not include all of the described fea-
tures. In yet another example, various embodiments and/or
examples of the present disclosure can be combined.
[0134] Additionally, the methods and systems described
herein may be implemented on many different types of
processing devices by program code comprising program
instructions that are executable by the device processing
subsystem. The software program instructions may include
source code, object code, machine code, or any other stored
data that is operable to cause a processing system (e.g., one
or more components of the processing system) to perform
the methods and operations described herein. Other imple-
mentations may also be used, however, such as firmware or
even appropriately designed hardware configured to perform
the methods and systems described herein.

[0135] The systems’ and methods’ data (e.g., associations,
mappings, data input, data output, intermediate data results,
final data results, etc.) may be stored and implemented in
one or more different types of computer-implemented data
stores, such as different types of storage devices and pro-
gramming constructs (e.g., RAM, ROM, EEPROM, Flash
memory, flat files, databases, programming data structures,
programming variables, IF-THEN (or similar type) state-
ment constructs, application programming interface, etc.). It
is noted that data structures describe formats for use in
organizing and storing data in databases, programs, memory,
or other computer-readable media for use by a computer
program.

[0136] The systems and methods may be provided on
many different types of computer-readable media including
computer storage mechanisms (e.g., CD-ROM, diskette,
RAM, flash memory, computer’s hard drive, DVD, etc.) that
contain instructions (e.g., software) for use in execution by
a processor to perform the methods’ operations and imple-
ment the systems described herein. The computer compo-
nents, software modules, functions, data stores and data
structures described herein may be connected directly or
indirectly to each other in order to allow the flow of data
needed for their operations. It is also noted that a module or
processor includes a unit of code that performs a software
operation and can be implemented for example as a sub-
routine unit of code, or as a software function unit of code,
or as an object (as in an object-oriented paradigm), or as an
applet, or in a computer script language, or as another type
of computer code. The software components and/or func-
tionality may be located on a single computer or distributed
across multiple computers depending upon the situation at
hand.

[0137] The computing system can include client devices
and servers. A client device and server are generally remote
from each other and typically interact through a communi-
cation network. The relationship of client device and server
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arises by virtue of computer programs running on the
respective computers and having a client device-server
relationship to each other.
[0138] This specification contains many specifics for par-
ticular embodiments. Certain features that are described in
this specification in the context of separate embodiments can
also be implemented in combination in a single embodi-
ment. Conversely, various features that are described in the
context of a single embodiment can also be implemented in
multiple embodiments separately or in any suitable subcom-
bination. Moreover, although features may be described
above as acting in certain combinations, one or more fea-
tures from a combination can in some cases be removed
from the combination, and a combination may, for example,
be directed to a subcombination or variation of a subcom-
bination.
[0139] Similarly, while operations are depicted in the
drawings in a particular order, this should not be understood
as requiring that such operations be performed in the par-
ticular order shown or in sequential order, or that all illus-
trated operations be performed, to achieve desirable results.
In certain circumstances, multitasking and parallel process-
ing may be advantageous. Moreover, the separation of
various system components in the embodiments described
above should not be understood as requiring such separation
in all embodiments, and it should be understood that the
described program components and systems can generally
be integrated together in a single software product or pack-
aged into multiple software products.
[0140] Although specific embodiments of the present dis-
closure have been described, it will be understood by those
of skill in the art that there are other embodiments that are
equivalent to the described embodiments. Accordingly, it is
to be understood that the invention is not to be limited by the
specific illustrated embodiments.
What is claimed is:
1. A method for model and sensor orchestration, the
method comprising:
accessing a plurality of models, each model of the plu-
rality of models configured to process data;
receiving information corresponding to a plurality of
sensors associated with a plurality of edge devices;
selecting one or more models from the plurality of models
based on a processing request;
selecting one or more sensors from the plurality of sensors
based on the processing request;
building one or more model pipelines based at least in part
on the one or more selected models and the one or more
selected sensors, each model pipeline of the one or
more model pipelines including information associated
with at least one selected model of the one or more
selected models or at least one selected sensor of the
one or more selected sensors; and
deploying the one or more model pipelines;
wherein the method is performed using one or more
processors.
2. The method of claim 1, further comprising:
receiving an indication of selected data; and
training a machine learning model of the plurality of
models using the selected data to generate a trained
machine learning model;
wherein the building the one or more model pipelines
comprises building at least one model pipeline using
the trained machine learning model;
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wherein the deploying the one or more model pipelines
comprises deploying the trained machine learning
model.

3. The method of claim 2, further comprising:

receiving a configuration associated with the selected

data; and

transforming the selected data based at least in part on the

configuration.

4. The method of claim 1, further comprising:

generating a first representation of the plurality of models;

generating a second representation of the plurality of
Sensors;

rendering the first representation at a first section of a user

interface; and

rendering the second representation at a second section of

the user interface, the second section being different
from the first section.

5. The method of claim 4, further comprising:

receiving a model output from at least one model pipeline

of the one or more model pipelines;

generating a third representation of the model output; and

rendering the third representation at a third section of the

user interface.

6. The method of claim 5, further comprising:

receiving a feedback associated with the model output;

modifying at least one model pipeline of the one or more

model pipelines based on the feedback; and
deploying the at least one modified model pipeline.

7. The method of claim 5, wherein the rendering the third
representation comprises rendering the third representation
via a video player.

8. The method of claim 5, further comprising:

generating an insight based at least in part on the model

output;

wherein the generating a third representation comprises

generating the third representation based at least in part
on the insight;

receiving a feedback associated with the insight;

modifying at least one model pipeline of the one or more

model pipelines based on the feedback; and
deploying the at least one modified model pipeline.

9. The method of claim 1, wherein the deploying the one
or more model pipelines comprises:

compiling a configuration message associated with the

one or more model pipelines; and

transmitting the configuration message to at least one

edge device of the one or more edge devices.

10. The method of claim 1, wherein a first model pipeline
of the one or more model pipelines includes a first model of
the one or more selected models to be applied to data
collected by a first sensor of the one or more selected
sensors, wherein a second model pipeline of the one or more
model pipelines includes a second model of the one or more
selected models to be applied to data collected by a second
sensor of the one or more selected sensors, wherein the first
model is different from the second model, wherein the first
sensor is different from the second sensor, wherein the
method further comprises:

receiving a first model output from the first model pipe-

line;

modifying the second model pipeline based at least in part

on the first model output.

11. A system for model and sensor orchestration, the
system comprising:
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one or more memories comprising instructions stored
thereon; and
one or more processors configured to execute the instruc-
tions and perform operations comprising:
accessing a plurality of models, each model of the
plurality of models configured to process data;
receiving information corresponding to a plurality of
sensors associated with a plurality of edge devices;
selecting one or more models from the plurality of
models based on a processing request;
selecting one or more sensors from the plurality of
sensors based on the processing request;
building one or more model pipelines based at least in
part on the one or more selected models and the one
or more selected sensors, each model pipeline of the
one or more model pipelines including information
associated with at least one selected model of the one
or more selected models or at least one selected
sensor of the one or more selected sensors; and
deploying the one or more model pipelines.
12. The system of claim 11, wherein the operations further
comprise:
receiving an indication of selected data; and
training a machine learning model of the plurality of
models using the selected data to generate a trained
machine learning model;
wherein the building the one or more model pipelines
comprises building at least one model pipeline using
the trained machine learning model;
wherein the deploying the one or more model pipelines
comprises deploying the trained machine learning
model.
13. The system of claim 12, wherein the operations further
comprise:
receiving a configuration associated with the selected
data; and
transforming the selected data based at least in part on the
configuration.
14. The system of claim 11, wherein the operations further
comprise:
generating a first representation of the plurality of models;
generating a second representation of the plurality of
sensors;
rendering the first representation at a first section of a user
interface; and
rendering the second representation at a second section of
the user interface, the second section being different
from the first section.
15. The system of claim 14, wherein the operations further
comprise:
receiving a model output from at least one model pipeline
of the one or more model pipelines;
generating a third representation of the model output; and
rendering the third representation at a third section of the
user interface.
16. The system of claim 15, wherein the operations further
comprise:
receiving a feedback associated with the model output;
modifying at least one model pipeline of the one or more
model pipelines based on the feedback; and
deploying the at least one modified model pipeline.
17. The system of claim 15, wherein the rendering the
third representation comprises rendering the third represen-
tation via a video player.
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18. The system of claim 15, wherein the operations further
comprise:
generating an insight based at least in part on the model
output;
wherein the generating a third representation comprises
generating the third representation based at least in part
on the insight;
receiving a feedback associated with the insight;
modifying at least one model pipeline of the one or more
model pipelines based on the feedback; and
deploying the at least one modified model pipeline.
19. The system of claim 11, wherein the deploying the one
or more model pipelines comprises:
compiling a configuration message associated with the
one or more model pipelines; and
transmitting the configuration message to at least one
edge device of the one or more edge devices.
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20. The system of claim 11, wherein a first model pipeline
of the one or more model pipelines includes a first model of
the one or more selected models to be applied to data
collected by a first sensor of the one or more selected
sensors, wherein a second model pipeline of the one or more
model pipelines includes a second model of the one or more
selected models to be applied to data collected by a second
sensor of the one or more selected sensors, wherein the first
model is different from the second model, wherein the first
sensor is different from the second sensor, wherein the
operations further comprise:

receiving a first model output from the first model pipe-
line;

modifying the second model pipeline based at least in part
on the first model output.
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