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(57) ABSTRACT 
A semiconductor storage device includes a storage part 
including a plurality of nonvolatile semiconductor memory 
cells each having a conductive path, a charge storage layer 
and a control gate electrode. The device further includes a 
plurality of first input terminals each connected to one end of 
the conductive path of each nonvolatile semiconductor 
memory cell, a plurality of second input terminals each con 
nected to the control gate of each nonvolatile semiconductor 
memory cell, and an output end connected to the other ends of 
the conductive paths of the plurality of nonvolatile semicon 
ductor memory cells, respectively. 
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SEMCONDUCTOR STORAGE DEVICE 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is based upon and claims the benefit of 
priority from prior Japanese Patent Application No. 2007 
249653, filed Sep. 26, 2007, the entire contents of which are 
incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a semiconductor storage 

device for use in personal authentication or the like. More 
particularly, it relates to a semiconductor storage device to 
which an engineering neuron model is applied. 

2. Description of the Related Art 
In recent years, security devices concerning personal infor 

mation, for example, an IC card and a fingerprint authentica 
tion device for biometric authentication have increased. In the 
IC card having a security function, there are various 
approaches concerning technologies for encrypting an input 
signal or preventing the theft of data. For example, as to the 
encryption, Sophisticated encryption algorithms such as RSA 
and elliptic function can be used to improve reliability. How 
ever, from the viewpoint of power reduction, it is not realistic 
to mount these complicated algorithms on miniaturized 
devices. 
As an encryption technology for the reduction of power 

consumption, a device using a neuron model has been inves 
tigated. In the device in which the neuron model is used, 
registered data are subjected to weighted coupling (en 
crypted). In this kind of device, reverse reading is more dif 
ficult than in a case of simple conversion into electrical sig 
nals, and hence the device has the function of data theft 
prevention. 
As the devices in which the neuron model is used, a neuron 

MOS (e.g., see Tadashi Shibata, Jpn. J. App. Phys. Vol. 72, 
No. 10, 2003) and a circuit including a resistor and an 
inverter (e.g., see R. E. Howard, et al., ED, 34, 1553 (1987)) 
have heretofore been suggested. However, the device referred 
to as the neuron MOS has a structure in which several floating 
gates are formed under a single gate, so that it is difficult to 
directly control the charge state of each floating gate. In the 
circuit including the resistor and the inverter, a large resis 
tance change is required, which increases the power con 
Sumption. Furthermore, in these structures, there is a problem 
that a coupling weight can be updated, but cannot be stored or 
held. 

Therefore, the miniaturization of the security device is 
intended, and a semiconductor storage device is demanded in 
which the coupling weight of the neuron model can be stored. 

BRIEF SUMMARY OF THE INVENTION 

According to one aspect of the invention, there is provided 
a semiconductor storage device, which includes: 

a storage part including a plurality of nonvolatile semicon 
ductor memory cells each having a conductive path, a charge 
storage layer and a control gate electrode: 

a plurality of first input terminals connected to one end of 
the conductive path of each nonvolatile semiconductor 
memory cell; 

a plurality of second input terminals each connected to the 
control gate of each nonvolatile semiconductor memory cell; 
and 
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2 
an output end connected to the other ends of the conductive 

paths of the nonvolatile semiconductor memory cells, respec 
tively. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWING 

FIG. 1 is a diagram schematically showing a single neuron 
model; 

FIG. 2 is a diagram showing the constitution of a nonvola 
tile semiconductor memory cell for use in the embodiment of 
the present invention; 

FIG.3 is a diagram showing the threshold characteristics of 
a general nonvolatile semiconductor memory cell; 

FIG. 4 is a diagram showing the threshold characteristics of 
the nonvolatile semiconductor memory cell for use in the 
embodiment of the present invention; 

FIG. 5 is a diagram showing the circuit constitution of a 
semiconductor storage device according to a first embodi 
ment; 

FIG. 6 is a diagram showing the circuit constitution of a 
semiconductor storage device according to a second embodi 
ment; 

FIG. 7 is a flow chart showing a write mechanism in the 
semiconductor storage device according to the second 
embodiment; and 

FIG. 8 is a diagram showing the circuit constitution of a 
semiconductor storage device according to a third embodi 
ment. 

DETAILED DESCRIPTION OF THE INVENTION 

According to the following embodiments, the characteris 
tic coupling weight of an engineering neuron model is opti 
mized and stored by a nonvolatile semiconductor memory 
cell, whereby a security device can be miniaturized, and the 
coupling weight of the neuron model can be stored in the 
device. 

Prior to the description of the embodiments, the basic 
principle of the present invention will be described. A neural 
network including multiple-input/output is basically a ner 
vous system typified by brain which is artificially prepared. 
The basic structure of a neuron is constituted of a main body 
portion referred to as a cell, a large number of portions 
referred to as dendrites which arborescently protrude from 
the main body, and one long fiber portion referred to as an 
axon. The neuron model is a model which imitates the neuron 
as shown in, for example, FIG. 1. 

Here, the cell is an information processing element, and 
each of dendrites provided on the surface of the cell is con 
nected to the axon of each of other cells via a coupling portion 
referred to as a synapse. That is, a plurality of input signals 
enter portions of the cell. The axon of the cell itself emits one 
output, and this output becomes an input signal of the cell 
itself or the other cell to form a network. 
More specifically, in the cell, the sum of the products of 

inputs Xi and coupling weights w, is calculated as follows: 

Then, y=f(s-0) is output from the axon, in which 0 is a 
threshold. 
A plurality of such information processing elements which 

conduct multiple-input/output can be connected to one 
another to constitute a neural network. Moreover, the portions 
of the cell execute outputs in the form of a sigmoid function 
with respect to the input signals. In brief, the portions of the 
cell execute outputs in response to input signals each having 
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a certain threshold 0 level or more, and they do not execute the 
outputs for any input signals below the level. This is a non 
linear behavior, which is another large feature of the neuron 
model. Therefore, it is also essential that the information 
processing element takes the nonlinear behavior (nonlinear 
processing) with respect to the input signals. 

FIG. 2 is a diagram showing a nonvolatile semiconductor 
memory cell for use in the embodiment of the present inven 
tion. The basic constitution of the cell is the same as that of a 
nonvolatile memory cell of a general double-layer gate con 
stitution having a floating gate (FG) and a control gate (CG). 
In the drawing, symbol V is a voltage to be applied to the 
control gate CG, V, is an input Voltage. It is an output 
current, and Q is a charge accumulated in the floating gate 
FG. However, the nonvolatile semiconductor memory cell for 
use in the present invention is different from the general 
nonvolatile memory cell in a way to change a threshold. 

In the general nonvolatile memory cell, as shown in FIG.3, 
when a threshold V is largely changed, an output current I 
turns on (I) or turns off (I) with respect to a threshold shift 
AV. That is, the cell has a threshold distribution including 
two values “0” and “1”, so that it is determined during reading 
whether the current flows (I) or does not flow (1). 
On the other hand, in the nonvolatile semiconductor 

memory cell for use in the present invention, as shown in FIG. 
4, a threshold shift amount is decreased, and an output current 
gradually changes in accordance with the threshold shift 
AV. In this case, the threshold voltage is continuously 
distributed owing to the shift of the charge accumulated in the 
floating gate FG, and the size of the output I with respect to 
the input V, varies in accordance with the threshold. There 
fore, the threshold V of the memory cell can be regarded as 
the coupling weight of the neuron model. 
A capacity between the floating gate (FG) and the control 

gate (CG) is assumed as C. From the viewpoint of the thresh 
old shift (AV), the charge (Q) accumulated in the float 
ing gate FG is as follows: 

Q-CAV 

Therefore, the charge Q can also be regarded as a cou 
pling weight win the neuron model of FIG.1. The charge Q. 
depends on the input Voltage V (V), and can be controlled 
by a Voltage Vg to be applied to the control gate CG during 
writing. Accordingly, in the present embodiment, the cou 
pling weight can be updated and stored. Here, when the input 
(X) is regarded as a drain Voltage (V, V), as shown in FIG. 
4, the drain current I becomes a value corresponding to the 
threshold shift AV. Therefore, the product of the input and 
the coupling weight in the neuron model can be regarded as 
the shift (AI) of the drain current. 
When the above-mentioned nonvolatile semiconductor 

memory cells are arranged in parallel and the Sum of the drain 
current shifts (AI) is employed, the Sum S of the products of 
the inputs and the coupling weights in the neuron model can 
be obtained, whereby the neuron model can be constituted as 
shown in FIG. 1. 

According to the embodiments of the present invention 
described hereinafter, the optimization and storage of the 
coupling weight characterized by the engineering neuron 
model are performed by the nonvolatile semiconductor 
memory cell, whereby a security device can be miniaturized, 
and the coupling weight of the neuron model can be stored. 
The present invention will hereinafter be described in detail in 
accordance with the embodiments. 

First Embodiment 

FIG. 5 is a schematic diagram showing a semiconductor 
storage device having a security function according to a first 
embodiment of the present invention. 
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4 
In the embodiment, in nonvolatile semiconductor memory 

cells 11 as shown in FIG. 2 are arranged in parallel to consti 
tute a storage part 10. The gates of the memory cells 11 are 
connected to key input terminals, respectively, and cipher 
keys Vg (V to V) can be input into the key input terminals. 
The sources of the memory cells 11 are connected to data 
input terminals, respectively, and data X (X to X) can be input 
into the data input terminals, respectively. Here, an example 
will be described in accordance with image data such as a 
fingerprint. The drains of the memory cells 11 are connected 
in common to an addition/nonlinear processing part 20. 
The addition/nonlinear processing part 20 is constituted of 

a selection transistor 21, an output transistor 22, a resistor 23 
and the like. The drains of the memory cells 11 of the storage 
part 10 are connected in common to the source of the selection 
transistor 21 to add the drain outputs of the memory cells 11 
thereto. The drain of the selection transistor 21 is connected to 
the gate of the output transistor 22. When the selection tran 
sistor 21 is turned on, the sum of the drain outputs of the 
memory cells 11 is applied to the gate of the output transistor 
22. The data (authentication data) to which the drain outputs 
of the memory cells 11 are added are output from the drain of 
the output transistor 22 to an identification part 30. It is to be 
noted that the threshold of the output transistor 22 corre 
sponds to a threshold 0 in the neuron model shown in FIG. 1. 
The identification part 30 is constituted of a reference-data 

registered memory 31 for registering reference data corre 
sponding to identification data, and a comparator 32 which 
compares the identification data from the addition/nonlinear 
processing part 20 with the reference data of the memory 31 
to identify the data. When the reference data are registered, 
the identification data as the output signals of the addition/ 
nonlinear processing part 20 are Supplied to the registered 
memory 31, and the identification data are registered as the 
reference data in the registered memory 31. 
On the other hand, during the identification of authentica 

tion data, the authentication data as the output signals of the 
addition/nonlinear processing part 20 are input into the com 
parator 32, whereby the authentication data are compared 
with the reference data of the memory 31 to identify the data. 

It is to be noted that the storage part 10, the addition/ 
nonlinear processing part 20 and the identification part 30 are 
provided on the same chip, and mounted on an authentication 
card or the like. Then, a user inserts this authentication card 
into the terminal of an authentication device provided with a 
CCD imaging device and the like, to input the image data of 
the fingerprint and the like into the input terminal, thereby 
performing the authentication. 
As shown in FIG. 5, in a case where a large number of 

nonvolatile semiconductor memory cells 11 are connected in 
parallel, a Voltage Vg changes the coupling weight with 
respect to a drain Voltage V of each memory cell 11, 
whereby a coupling weight can be stored and updated. When 
the selection transistor 21 is turned on, the sum of the drain 
currents from the memory cells 11 can be taken as an output. 

In the present embodiment, the nonvolatile semiconductor 
memory cell is used, so that a conventional process can be 
utilized. Moreover, robust properties concerning output char 
acteristics or the like peculiar to the neuron model can protect 
the nonvolatile semiconductor memory cell from severe situ 
ations, even if scaling advances and the fluctuations of various 
characteristics of the devices increase. 

It is to be noted that FIG. 5 shows only the basic system of 
the storage device according to the present invention. The 
outputs of a plurality of input signals X1 to An in a terminal 
No are one-bit signals of “0” or “1”, and the reference data 
also become the one-bit signals. 
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In actual application, a plurality of circuits shown in FIG.5 
are arranged in parallel, and the one bit of the reference data 
is registered in each registered memory 31, whereby the 
present invention can be applied as a whole to the identifica 
tion of more complicated reference data. In a case where the 
input signal is a two-dimensional image, and, for example, 
n-line data are input for each line, n-bit data as output signals 
are output. In this case, the reference data may be of n bits. 

Moreover, when the output terminal No is connected to the 
input terminal of another circuit, a multistage network can be 
constituted, and the output of such a multistage network can 
be connected to the identification part 30. 

Next, a specific example of an authenticating operation 
using the present embodiment will be described. Here, a 
fingerprint is registered with a cipher key, and a user is iden 
tified or not by the authentication of the fingerprint. 

To register the reference data, first the user sets the cipher 
key to input this key into a key input terminal. In conse 
quence, a Voltage (write Voltage) corresponding to the cipher 
key is applied to the control gate of the memory cell 11 of the 
storage part 10. During this writing, coupling weights w (w 
to w,) are set in the memory cells 11. 
On the other hand, image data obtained by picking up the 

image of the fingerprint with a CCD imaging device or the 
like are input into data input terminals (X to X). At this time, 
a usual read voltage lower than the write Voltage is applied to 
the control gate. In consequence, the respective memory cells 
11 output drain currents ID uniquely derived in accordance 
with the product of the input data X and the coupling weights 
w in the neuron model, that is, a drain Voltage Vin and a 
threshold shift (AV). These currents are added thereto by 
the addition/nonlinear processing part 20, and output as 
authentication data. Then, the data are stored as the reference 
data in the memory 31 of the identification part 30. 

To identify the authentication data, the usual read voltage 
lower than the write voltage is applied to the control gate of 
each memory cell 11. When the image data of the fingerprint 
and the like are input into the data input terminal, the respec 
tive memory cells 11 in the neuron model output the drain 
currents I uniquely derived in accordance with the product 
of the input and the coupling weight, that is, the drain Voltage 
Vin and the threshold shift (AV). Then, these currents are 
added thereto and Subjected to nonlinear processing by the 
addition/nonlinear processing part 20, and output as the 
authentication data. This authentication data are compared 
with the reference data registered in the memory 31 to iden 
tify the data by the identification part 30. Then, when a dif 
ference between these data is an allowable value or less, the 
identification is regarded as successful. When the difference 
is other than the allowable value, it is determined that the 
identification has failed. That is, the user can be identified or 
not. 

Even if the image data of the fingerprint, face and the like 
belong to the same person, the data Sometimes slightly 
change owing to various factors. When the data are exces 
sively strictly evaluated, the user sometimes cannot be iden 
tified. In this case, the user inputs the cipher key. Then, the 
storage part 10 cooperates with a controller (not shown) to 
gradually change the write Voltage corresponding to the 
cipher key and slightly change the coupling weight in the 
respective memory cells 11. Moreover, the authentication 
data are identified again. In consequence, the same person can 
be identified as the user even in a state in which the image data 
partially change from the reference data. Needless to say, the 
shift amount of the write voltage can be set to an arbitrary 
amount, and a predetermined value is set to an upper limit. 
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6 
Moreover, when the user is identified by the above opera 

tion, the reference data to be stored in the memory 31 of the 
storage part 10 may be rewritten using the above controller 
based on the coupling weight and the image data of the 
memory cell 11 originally input with the cipher key. In con 
sequence, the reference data come close to the present user's 
image data, and the Subsequent identification can quickly be 
performed. 

Furthermore, the reference data to be stored in the memory 
31 can be rewritten, and hence even user's change can be 
handled. That is, when the user's change occurs, the cipher 
key may be input again, and new image data may be input to 
rewrite the reference data to be stored in the memory 31 of the 
storage part 10. 
As described above, according to the present embodiment, 

there are provided the storage part 10 including the nonvola 
tile semiconductor memory cells 11, the addition/nonlinear 
processing part 20 which adds thereto the drain outputs of the 
memory cells 11 of the storage part 10 and which performs 
nonlinear processing, and the identification part 30 which 
inputs, as the authentication data, the signals output from the 
addition/nonlinear processing part 20 to compare the data 
with the reference data and identify the data, whereby per 
sonal authentication with the fingerprint or the like can be 
realized. 

In this case, the security device of the neuron model can be 
realized using the nonvolatile semiconductor memory cell 11, 
and the security device can be miniaturized. In addition, the 
threshold of the memory cell 11 can be changed to easily 
change the coupling weight of the neuron model. 

Second Embodiment 

FIG. 6 is a circuit diagram showing a semiconductor stor 
age device having a security function according to a second 
embodiment of the present invention. 

In a storage part 40, bit lines BL into which datax, are input 
from the input ends of a first input portion and word lines WL 
into which random numbers Giare input as cipher keys from 
the input ends of a second input portion are arranged so that 
the lines cross each other. Nonvolatile semiconductor 
memory cells 41 are arranged in the intersecting portions of 
these lines, respectively. The source of each memory cell 41 
is connected to the bit line BL of the corresponding intersect 
ing portion, and the control gate is connected to the word line 
WL of the corresponding intersecting portion. The memory 
cell 41 has a floating gate (FG) and a control gate (CG) as 
shown in FIG. 2, and the coupling weight of a neuron model 
is stored in the cell in accordance with the amount of a charge 
to be accumulated in the floating gate. 

Each of the word lines WL is provided with an addition/ 
nonlinear processing part 50, and the output ends connected 
to the drains of a plurality of memory cells 41 connected to the 
same word line WL are connected in common to the input end 
of the addition/nonlinear processing part 50. The addition/ 
nonlinear processing part 50 is constituted of an operational 
amplifier 51, a return resistor 52 and the like, and authentica 
tion data as the output signals of the addition/nonlinear pro 
cessing part 50 can be identified by an identification part 60. 
The identification part 60 is constituted of a reference-data 

registered memory 61 for registering reference data, and a 
comparator 62 which compares the authentication data from 
the addition/nonlinear processing part 50 with the data (ref. 
erence data) stored in the memory 61 to identify the data. 
During the registration of the reference data, there are regis 
tered, as the reference data, data corresponding to one bit of a 
password or a serial number Such as an employee number 
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input by a user. On the other hand, during the identification of 
the authentication data, the output signal of the addition/ 
nonlinear processing part 50 is input into the comparator 62, 
whereby the authentication data as the output signals of the 
addition/nonlinear processing part 50 can be compared with 
the reference data of the memory 61 to identify the data. The 
identification result is output as an output signal Vo, but the 
identification result is fed back to the second input portion 
through a controller 65. 

It is to be noted that FIG. 6 shows the addition/nonlinear 
processing part 50 and the identification part 60 only for one 
line (Go) of the word line, but in actual, each of the word lines 
WL (G0 to Gn) is provided with these parts. Moreover, the 
storage part 40, the addition/nonlinear processing part 50 and 
the identification part 60 are provided on the same chip and 
mounted on an authentication card or the like in the same 
manner as in the first embodiment described above. Then, the 
user inserts this authentication card into the terminal of the 
authentication device provided with a CCD imaging device 
and the like, and is Subjected to authentication. 

FIG. 7 is a diagram showing the write mechanism of the 
reference data in the present embodiment. It is to be noted that 
to simplify the description, the mechanism concerning one 
line will hereinafter be described. 

First, for example, the employee number is input as the 
password or a user ID into the identification part 60 (step S1). 
In consequence, the reference data corresponding to the 
employee number are registered in the memory 61 of the 
identification part 60. Here, the identification part 60 is pro 
vided for each word line, so that the n-bit employee number is 
allocated and registered in the memories 61 of n identification 
parts 60. 

It is to be noted that when the memory 61 is constituted of 
a nonvolatile memory having a floating gate, the password 
may be input once. Conversely, when the memory 61 is con 
stituted of a volatile memory such as a DRAM, the input of 
the password is required for each authentication, and further 
improvement of security can be achieved. 
On the other hand, for example, an appropriate random 

number is supplied as an initial value G, to the word line WL 
to set the coupling weight of the memory cell 41 (step S2). 
That is, a write voltage corresponding to the value Gi (i=0 to 
n) is applied to the control gate of the memory cell 41, and a 
charge is injected into the floating gate of the memory cell 41 
to change the threshold of the memory cell 41. 

Subsequently, the image data of a facial image and the like 
obtained by the imaging device of an authentication terminal 
are input into the bit line BL (step S3). In a case where the 
image data are two-dimensional images, the image data for 
each line may be successively input. 

Subsequently, a usual read Voltage lower than a write Volt 
age is applied to the control gate of the memory cell 41 to read 
the output of the memory cell 41. Moreover, the output of the 
memory cell 41 connected to the same word line is added 
thereto by the addition/nonlinear processing part 50 to obtain 
the authentication data (step S4). 

Subsequently, the authentication data obtained by the addi 
tion/nonlinear processing part 50 are identified by the identi 
fication part 60 (step S5). That is, the authentication data 
obtained from the addition/nonlinear processing part 50 are 
compared with the reference data stored in the memory 61 to 
identify the data by the comparator 62. 

Here, when there is no difference between the authentica 
tion data and the reference data or when the difference is an 
allowable value or less (when the difference converges to 
Zero), the writing is finished (step S6). 
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8 
When the difference between the authentication data and 

the reference data cannot be ignored (when the difference 
does not converge to Zero), the random number Gi is changed 
to change the coupling weight of each memory cell 41 (step 
S7). 
To change the coupling weight, specifically, for example, 

the following operation is performed. First, the potentials of 
an input terminal Xn and an output terminal yn of the memory 
cell 41 are floated. Furthermore, the control gate is brought to 
a 0V state, and an erasable Voltage is applied to a substrate 
potential. In consequence, a charge written to the floating gate 
is erased. At this time, the charge is not completely erased, 
and the applied state of the erasable voltage is controlled so 
that the demanded amount of the charge remains in the float 
ing gate. 

Subsequently, while the output terminal yn remains in a 
floating state, the data are input into the input terminalXn, and 
the write Voltage is applied to the controlgate. At this time, the 
charge to be written to the floating gate varies in accordance 
with the signal input into the terminal xn. That is, when the 
terminal xn has the OV state, electrons are injected into the 
floating gate, and the threshold changes. However, when the 
terminal has a floating state, no charge is written to the float 
ing gate, and there is no change of threshold. 

Thus, the coupling weight of the activated memory cell 
further increases in accordance with the input data, and the 
coupling weight can be reset so that the coupling weight of the 
inactive memory cell becomes weaker. Then, the coupling 
weight is changed, the image is input again in the step S3, and 
the data are read in the step S4. At this time, to input the image 
data, the data of the firstly picked image stored in a buffer 
memory or the like can be used as it is. 

Furthermore, in the step S5, the authentication data 
obtained by the addition/nonlinear processing part 50 are 
identified again by the identification part 60. Then, the above 
operation is repeated until the difference between the authen 
tication data and the reference data as an outputerror becomes 
the allowable value or less. 

Moreover, the above operation is performed for each line, 
and the coupling weights of the memory cells 41 in all the 
lines are initialized, changed and finally set. In consequence, 
the coupling weight of the memory cell 41 can be set so that 
the authentication data obtained by the addition/nonlinear 
processing part 50 substantially match to the reference data 
input as the password into the identification part 60. 
To read and obtain the authentication data, the read voltage 

is applied to each memory cell 11 to Such an extent that no 
input data is written. At this time, the authentication data 
obtained by the addition/nonlinear processing part 50 are 
compared with the reference data stored in the memory 61 to 
identify the data by the comparator 62 of the identification 
part 60. Furthermore, this comparison identifying operation 
is successively performed for each line. Then, when the dif 
ference betweenthese data is the allowable value or less in all 
the lines, the identification is regarded as successful. When 
the difference is other than the allowable value even in one 
line, it is determined that the identification has failed. That is, 
it can be evaluated whether or not the user is identified. 

Moreover, the reference data may appropriately be updated 
during the data authentication. That is, when the difference 
between the authentication data and the reference data is not 
large, an operation of writing new reference data may be 
performed. More specifically, the coupling weight of the 
memory cell 41 is reset so that the difference between the 
authentication data and the reference data further decreases in 
the identification part 60. 
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Thus, according to the present embodiment, the password 
or a user ID is input into the identification part 60. Moreover, 
the coupling weight of the memory cell 41 is preset, and the 
coupling weight of the memory cell 41 is set so that the 
authentication data obtained by the input of the image data of 
the user match to the reference data corresponding to the 
password or the user ID. In consequence, when the facial 
image or the like is picked up by the authentication terminal, 
the user can obtain authentication. Therefore, an effect simi 
lar to that of the above first embodiment can be obtained. 
There is another advantage that when an individual identifi 
cation number Such as the employee number is input as the 
password or the user ID, the user using the terminal can be 
specified on a terminal side. 

Third Embodiment 

FIG. 8 is a circuit diagram showing a semiconductor device 
having a security function according to a third embodiment of 
the present invention. It is to be noted that the same part as that 
of FIG. 6 is denoted with the same reference numbers, and 
detailed description thereof is omitted. 
A storage part 70 of the present embodiment is constituted 

by arranging, in parallel, serially connected units in which a 
plurality of nonvolatile semiconductor memory cells 71 are 
connected in series. Each memory cell 71 has a floating gate 
(FG) and a control gate (CG) as shown in FIG. 2, and the 
coupling weight of a neuron model is stored in accordance 
with the amount of a charge to be accumulated in the floating 
gate. 
The source lines of the respective serially connected units 

on one end side are connected to bit lines BL having input 
ends coupled to a first input portion 75, and the control gates 
of the memory cells 71 are connected to word lines WL 
having input ends coupled to a second input portion 76. That 
is, the control gate of the i-th (i-0 to m) memory cell of each 
of the serially connected units is connected to the i-th word 
line WL (Gi) for use in inputting a cipher key. The drain lines 
of the serially connected units on the other end side are 
connected in common to the reverse input end of an addition/ 
nonlinear processing part 50. Then, the output of the addition/ 
nonlinear processing part 50 is compared with reference data 
in an identification part 60. 

It is to be noted that in the present embodiment, the addi 
tion/nonlinear processing part 50 and the identification part 
60 are not provided for each word line, and are provided for all 
the word lines. Therefore, the data corresponding to the word 
lines are registered in a memory 61 of the identification part 
60, respectively, and the reference data corresponding to the 
word line as a comparison target is read for comparison 
reference by a comparator 62. 
The present embodiment is different from the second 

embodiment in that the storage part 70 has a NAND array 
structure, but the writing, reading and update mechanisms of 
the present embodiment are substantially similar to those of 
the second embodiment. That is, the outputs of the memory 
cells 71 connected to the same word line are added up to 
obtain authentication data. Then, the identification part 60 
compare the authentication data with reference data to iden 
tify the data for each word line. Moreover, the changing of the 
coupling weight in the memory cell 71 may be performed in 
the same manner as in the usual writing to a NAND cell, and 
reading may be performed in the same manner as in the usual 
NAND cell. 

Even in the third embodiment, a method for writing the 
reference data as described in the second embodiment with 
reference to FIG. 7 can be applied. Therefore, an advantage 
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10 
similar to that of the second embodiment described above is 
obtained. In addition, in the present embodiment, only one set 
of the addition/nonlinear processing part 50 and the identifi 
cation part 60 may be provided, so that the device constitution 
can further be miniaturized. 

(Modification) 
It is to be noted that the present invention is not limited to 

each embodiment described above. The constitution of a 
memory cell for use in a storage part is not necessarily limited 
to a double-layer gate constitution having a floating gate and 
a control gate, and MONOS may be used in which a charge is 
accumulated in a trap film formed of an insulating film Such as 
a silicon nitride film. In short, there is no special restriction on 
a nonvolatile semiconductor memory cell as long as the cell 
has a charge storage layer and the coupling weight of a neuron 
model can be stored in accordance with the amount of a 
charge to be accumulated in the charge storage layer. More 
over, the authentication data is not limited to a fingerprint, a 
facial image or the like, and any information may be used as 
long as individuals can be specified. 

Additional advantages and modifications will readily 
occur to those skilled in the art. Therefore, the invention in its 
broader aspects is not limited to the specific details and rep 
resentative embodiments shown and described herein. 
Accordingly, various modifications may be made without 
departing from the spirit or scope of the general inventive 
concept as defined by the appended claims and their equiva 
lents. 
What is claimed is: 
1. A semiconductor storage device comprising: 
a storage part including a plurality of nonvolatile semicon 

ductor memory cells each having a conductive path, a 
charge storage layer and a control gate electrode: 

a plurality of first input terminals, each connected to one 
end of the conductive path of each nonvolatile semicon 
ductor memory cell; 

a plurality of second input terminals, each connected to the 
control gate of each nonvolatile semiconductor memory 
cell; and 

an output end connected to the other ends of the conductive 
paths of the nonvolatile semiconductor memory cells, 
respectively. 

2. The semiconductor storage device according to claim 1, 
further comprising: 

an addition/nonlinear processing part into which a first 
signal is input from the output end and which outputs a 
second signal indicating “1” in a case where an added 
Voltage is larger than a predetermined Voltage and indi 
cating “O'” in a case where the added voltage is the 
predetermined Voltage or less; and 

an identification part which has reference data and which 
compares the reference data with the second signal out 
put as authentication data for identification. 

3. The semiconductor storage device according to claim 1, 
wherein image data are input into the first input terminals, and 
cipher data are input into the second input terminals. 

4. The semiconductor storage device according to claim 1, 
wherein a coupling weight of a neuron model is stored in each 
of the nonvolatile semiconductor memory cells in accordance 
with an amount of a charge to be accumulated in the charge 
storage layer. 

5. The semiconductor storage device according to claim 1, 
wherein synapse coupling of a neuron model is output to the 
output end. 

6. The semiconductor storage device according to claim 1, 
wherein the addition/nonlinear processing part includes an 
inverter circuit. 
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7. A semiconductor storage device comprising: 
a plurality of bit lines arranged in parallel with one another, 
a plurality of word lines crossing the plurality of bit lines 

and arranged in parallel with one another, 

12 
11. The semiconductor storage device according to claim 

7, wherein synapse coupling of a neuron model is output to 
the common output end of the storage part. 

12. The semiconductor storage device according to claim 
a first input portion which supplies first input data to the 5 7. Wherein each of the addition/nonlinear processing parts 

plurality of bit lines; 
a second input portion which Supplies second input data to 

the plurality of word lines; 
a storage part including a plurality of nonvolatile semicon 

ductor memory cells arranged in intersecting portions 
between the word lines and the bit lines, each of the 
nonvolatile semiconductor memory cells having a con 
ductive path, a charge storage layer and a control gate 
connected to corresponding one of the word lines, one 
end of the conductive path being connected to corre 
sponding one of the bit lines, the other end of the con 
ductive path being connected to a common output end of 
the storage part; 

a plurality of addition/nonlinear processing parts, each 
being connected to the other end of the conductive path 
and being configured to add signals output from the 
nonvolatile semiconductor memory cells each through 
the conductive path to output a first signal and being 
configured to output a second signal of “1” in a case 
where a Voltage of the first signal is larger than a prede 
termined Voltage and to output a second signal of “0” in 
a case where the Voltage of the first signal is the prede 
termined Voltage or less; and 

a plurality of identification parts, each having reference 
data and being configured to compare and identify the 
reference data with the second signal output as authen 
tication data and output a third signal. 

8. The semiconductor storage device according to claim 7. 
wherein image data are input into the first input portion, and 
cipher data are input into the second input portion. 

9. The semiconductor storage device according to claim 7. 
wherein a coupling weight of a neuron model is stored in each 
of the nonvolatile semiconductor memory cells in accordance 
with an amount of a charge to be accumulated in the charge 
storage layer. 

10. The semiconductor storage device according to claim 
9, further comprising a controller to which output ends of the 
identification parts, the first input portion and the second 
input portion are connected, each output end of the identifi 
cation parts outputting the third signal, 

wherein each of the identification parts includes a refer 
ence data memory which stores the reference data, and a 
comparator which compares and identifies the reference 
data with the second signal obtained from corresponding 
one of the addition/nonlinear processing parts, 

the controller Supplies, during the registration of the refer 
ence data into the reference data memory, a random 
number as a cipher key to be input into each of the word 
lines successively, changes the value of the random 
number to change the coupling weight to be stored in 
each of the memory cells, Supplies standard image data 
as data to be input into the bit lines every time the value 
of the random number is changed, compares and iden 
tifies the reference data with the second signal output as 
the authentication data, and sets the coupling weight of 
each of the memory cells in accordance with the value of 
the random number at a time when a difference between 
the reference data and the authentication data falls 
within an allowable range, and 

the controller Supplies, during data authentication, image 
data to be verified as data to be input into the bit lines. 
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includes an inverter circuit. 
13. A semiconductor storage device comprising: 
a plurality of bit lines arranged in parallel with one another; 
a plurality of word lines crossing the bit lines and arranged 

in parallel with one another; 
a first input portion which Supplies first input data to the 

plurality of bit lines: 
a second input portion which Supplies second input data to 

the plurality of word lines; 
a storage part including a plurality of nonvolatile semicon 

ductor memory cells, each having a conductive path, a 
charge storage layer and a control gate, the storage part 
including n rows of serially connected units arranged in 
parallel, each of the serially connected units having m 
serially connected conductive paths, each of which is the 
conductive path, one end of the serially connected units 
being connected to corresponding one of the bit lines, 
the other end of the serially connected units being con 
nected to the common output end of the bit lines, the 
control gate of an i-th (i = 1 to m) memory cell of the 
memory cells in the serially connected units being con 
nected to an i-th word line of the word lines; 

an addition/nonlinear processing part which adds signals 
output from the common output end for the same word 
line to make a first signal and which outputs a second 
signal in a case where the Voltage of the first signal is 
larger than a predetermined voltage; and 

an identification part which has reference data and which 
compares and identifies the reference data with the sec 
ond signal output as authentication data and output a 
third signal. 

14. The semiconductor storage device according to claim 
13, wherein image data are input into the first input portion, 
and cipher data are input into the second input portion. 

15. The semiconductor storage device according to claim 
13, wherein a coupling weight of a neuron model is stored in 
each of the nonvolatile semiconductor memory cells in accor 
dance with an amount of a charge to be accumulated in the 
charge storage layer. 

16. The semiconductor storage device according to claim 
15, further comprising a controller connected to an output 
end, which outputs the third signal, of the addition/linear 
processing part, the first input portion and the second input 
portion, 

wherein the identification part includes a reference data 
memory which stores the reference data, and a compara 
tor which compares and identifies the reference data 
with the second signal as the authentication data, 

the controller Supplies, during the registration of the refer 
ence data into the reference data memory, a random 
number as a cipher key to be input into each of the word 
lines. Successively changes a value of the random num 
ber to change the coupling weight to be stored in each of 
the memory cells, Supplies standard image data as data 
to be input into each of the bit lines every time the value 
of the random number is changed, compares and iden 
tifies the reference data with the second signal output 
from the addition/nonlinear processing part, and sets the 
coupling weight of each of the memory cells in accor 
dance with the value of the random number at a time 
when a difference between the reference data and the 
authentication data falls within an allowable range, and 
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the controller Supplies, during data authentication, image 
data to be verified as data to be input into each of the bit 
lines. 

17. The semiconductor storage device according to claim 
15, wherein the addition/nonlinear processing part integrates, 
with respect to the plurality of bit lines, output currents as the 
products of threshold Voltages as the coupling weights of the 
cells selected by the word lines and the first input data from 
the bit lines, and performs nonlinear processing to output a 
signal indicating “0” or “1”. 

14 
18. The semiconductor storage device according to claim 

13, wherein synapse coupling of a neuron model is output to 
the output terminal. 

19. The semiconductor storage device according to claim 
13, wherein the addition/nonlinear processing part includes 
an inverter circuit. 


