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Description

FIELD OF THE INVENTION

[0001] Example embodiments relate to a method and
apparatus for image processing, and more particularly,
to a method and apparatus for processing a light field
(LF) image.

BACKGROUND OF THE INVENTION

[0002] To generate a light field (LF) display when multi-
view images are input, an LF image that includes a view-
point may be generated by converting the multi-view im-
ages.
[0003] An image based rendering (IBR) method may
be used to generate the LF image from the multi-view
images. To apply the IBR method, multiple multi-view
images, or multiple images generated based on the multi-
view images and depth map images corresponding to
the multi-view images are employed.
[0004] An occlusion region of the LF image may exist,
which is a region of the LF image where information is
not provided by the input multi-view images. Therefore,
data in the occlusion region may need to be restored.
[0005] Also, a substantial amount of memory is re-
quired to generate the LF image. In particular, to generate
a natural LF image, appropriate processing of the occlu-
sion region may be required. When the processing of the
occlusion region is omitted, distortion may occur within
the LF image.
[0006] US2009/190852 (Lim Hwa-Sup [KR] et al.)
2009-07-30 discloses a method of restoring occultation
regions of an desired output image comprising firstly gen-
erating an output image having occlusion regions, and
restoring occlusion regions of the output image, based
on a plurality of input images having different viewpoints,
each image having an associated depth and intensity
image.
[0007] Tauber Z et al. "Review and Preview, Disocclu-
sion by Inpainting for Image-based rendering", IEEE
Transactions on Systems, Man, and Cybernetics: Part
C: Applications and Reviews, IEEE Service Center, Pis-
catway, NJ, US, vol. 37, no. 4 July 2007, also describes
a method of restoring occlusion regions of an output im-
age based on a plurality of input images having different
viewpoints, each image having an associated depth and
intensity image.
[0008] KR 2012 0026662 ()Samsung Electronics Co
Ltd) 2012-03-20 describes an occlusion area reconstruc-
tion method by an inpainting procedure, the inpainting
comprises detecting the boundary of an occlusion area
of a virtual viewpoint image, and resorting the identified
occlusion regions based on an input plurality of color and
depth images.
[0009] Zhang C et al. "Spectral Analysis for sampling
image-based rendering data" IEEE Transactions on Cir-
cuits and Systems for Video Technology, IEEE Service

Center, Piscataway, NJ, US, vol 13., no. 11 November
2003, describes a method of analysing light field images
(plenoptic functions) by transforming a plenoptic function
to an image-based rendering representation.
[0010] US 2004/222989 (Zhang Zhunping [CN] et al.)
2004-11-11 recites a method of morphing light field im-
ages and mapping textures onto light field images.

SUMMARY OF THE INVENTION

[0011] The invention is defined by the claims.
[0012] The foregoing and/or other aspects are
achieved by providing a method for image processing
according to claim 1.
[0013] The occlusion regions may correspond to all oc-
clusion regions of the at least one image.
[0014] The base image may be determined based on
an inclusion relationship of the occlusion regions.
[0015] The base image may be an image in which,
aside from a single image including an occlusion region
of the base image, another image including the occlusion
region absent fromamong at least one image to be gen-
erated based on the multi-view color images and the
depth images.
[0016] The generating a base image includes gener-
ating a plurality of base images.
[0017] The plurality of base images corresponds to at
least a far left image and a far right image amongst the
at least one image.
[0018] The base image may be selected based on di-
rections of rays of the output image.
[0019] The base image may be an image in which a
direction of a ray deviates most from among the at least
one image.
[0020] The generating a base image may include de-
termining a position of the base image based on the oc-
clusion regions, and generating the base image of the
determined position based on the multi-view color imag-
es and the depth images.
[0021] The generating a base image includes deter-
mining a position of an image having a greatest quantity
of information about an occlusion region from among im-
ages go be generated based on the multi-view color im-
ages and the depth images, and generating a based im-
age of the determined position based on the multi-view
color images and the depth images.
[0022] The generating a base image may include gen-
erating converted images by converting the multi-view
color images and the depth images into an image of a
viewpoint at the determined position, and generating the
base image of the determined position by combining the
converted images.
[0023] The method may further include selecting a pix-
el based on a depth value, from among pixels of the con-
verted images, and wherein the generating a base im-
ages generates the base image using data from the se-
lected pixel as data for a plurality of pixels.
[0024] Data of a pixel having a greatest depth value
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from among pixels of the images of which the plurality of
viewpoints is converted corresponding to a plurality of
pixels of the base image, is used for the plurality of pixels.
[0025] The restoring of the occlusion region in the base
image may include detecting the occlusion region in the
base image, generating at least one depth layer with re-
spect to the base image based on a base depth image,
the base depth image representing a depth of the base
image, and restoring the occlusion region based on one
of the at least one depth layer that is adjacent to the
occlusion region.
[0026] A plurality of depth layers adjacent to the occlu-
sion region may be genertated.
[0027] The restoring may restore the occlusion region
based on one of the at least one depth layers from among
the plurality of adjacent depth layers.
[0028] The occlusion region may be restored through
texture synthesis with respect to the depth layer in which
the occlusion region is included.
[0029] The generating a base image may include gen-
erating a plurality of base images.
[0030] The plurality of base images may include a main
base image used for generating the output image.
[0031] The main base image may be a base image
selected based on a size of the occlusion region from
among the plurality of base images.
[0032] The main base image may be a base image
including a greatest occlusion region from among the plu-
rality of base images.
[0033] The main base image may be a base image
selected from among the plurality of base images based
on a distance from a light source.
[0034] The main base image may be a base image
closest to the light source from among the plurality of
base images.
[0035] The main base image may be a base image
selected from among the plurality of base images based
on a second angle and a first angle.
[0036] The main base image may be a base image
having the first angle closest to the second angle from
among the plurality of base images.
[0037] The first angle may be an angle of an inclination
of the base image.
[0038] The second angle may be an angle between a
normal vector of a display via which the output image is
output and a ray.
[0039] The generating an output image may include
determining the main base image, generating the output
image based on the determined main base image, and
rendering an occlusion region in the output image based
on ones of the plurality of base images other than the
main base image.
[0040] The output image may be an LF image.
[0041] The output image may be generated through
applying view interpolation to the main base image.
[0042] The foregoing and/or other aspects are
achieved by providing an image processing apparatus
including a processor, the processor including a base

image generator configured to generate a base image
based on multi-view color images and depth images cor-
responding to the multi-view color images, the base im-
age including occlusion regions, an occlusion region re-
storer configured to restore an occlusion region in the
base image, and an output image generator configured
to generate an output image based on the base image
in which the occlusion region is restored.
[0043] The occlusion regions may be all occlusion re-
gions of the at least one image.
[0044] At least one example embodiment relates to a
method of generating light field (LF) images using a proc-
essor, the LF images being four-dimensional images.
[0045] In at least one embodiment, the method in-
cludes combining a plurality of input images into a light
field (LF) base image based on a depth image, the LF
base image having at least one occlusion region absent
pixel values therein; detecting the at least one occlusion
region associated with the LF base image; forming a re-
stored LF base image by restoring the pixel values in the
occlusion region of the LF base image based on a depth
of the occlusion region; and shifting pixels in the restored
LF base image to generate the LF images.
[0046] In at least one embodiment, the pixel values
that absent from the at least one occlusion region include
at least one of a color value and a depth value of pixels
therein, and the restoring the pixel values in the occlusion
region comprises: estimating the pixel values in the oc-
clusion region by performing texture synthesis to expand
pixel values of pixels adjacent to and at a same depth as
the occlusion region.
[0047] In at least one embodiment, the method further
includes capturing, via an image sensor, the plurality of
input images; and capturing, via a depth sensor, the
depth image.
[0048] In at least one embodiment, the four-dimension-
al LF images include information on color, intensity and
direction of image data therein.
[0049] In at least one embodiment, the combining com-
bines the plurality of input images into a plurality of LF
base images, and the depth of the occlusion region is
determined based on the plurality of LF base images.
[0050] In at least one embodiment, the forming the re-
stored LF base image includes selecting one of the plu-
rality of LF base images having a relatively largest quan-
tity of pixel values in the occlusion region.
[0051] Additional aspects of example embodiments
will be set forth in part in the description which follows
and, in part, will be apparent from the description, or may
be learned by practice of the disclosure.

BRIEF DESCRIPTION OF THE EMBODIMENTS

[0052] These and/or other aspects will become appar-
ent and more readily appreciated from the following de-
scription of example embodiments, taken in conjunction
with the accompanying drawings of which:
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FIG. 1 illustrates an apparatus for image processing
according to some example embodiments;
FIG. 2 illustrates a method of image processing ac-
cording to some example embodiments;
FIG. 3 illustrates a base image generator according
to some example embodiments;
FIG. 4 illustrates a method of generating a base im-
age according to some example embodiments;
FIG. 5 illustrates an image combiner according to
some example embodiments;
FIG. 6 illustrates a method of combining an image
according to some example embodiments;
FIG. 7 illustrates a method of generating a base im-
age with respect to a perspective light field (LF) ac-
cording to some example embodiments;
FIG. 8 illustrates a method of generating a base im-
age with respect to an orthographic LF according to
some example embodiments;
FIG. 9 illustrates a method of calculating an LF pixel
according to some example embodiments;
FIG. 10A illustrates conversion into a camera coor-
dinate according to some example embodiments;
FIG. 10B illustrates conversion into a world coordi-
nate according to some example embodiments;
FIG. 10C illustrates conversion into an LF coordinate
according to some example embodiments;
FIG. 10D illustrates pixel mapping based on an or-
thographic projection according to some example
embodiments;
FIG. 10E illustrates pixel mapping based on a per-
spective projection according to some example em-
bodiments;
FIGS. 11A through 11F illustrate three input color
images and three depth images according to some
example embodiments;
FIG. 11A illustrates a first input color image accord-
ing to some example embodiments;
FIG. 11B illustrates a first input depth image accord-
ing to some example embodiments;
FIG. 11C illustrates a second input color image ac-
cording to some example embodiments;
FIG. 11D illustrates a second input depth image ac-
cording to some example embodiments;
FIG. 11E illustrates a third input color image accord-
ing to some example embodiments;
FIG. 11F illustrates a third input depth image accord-
ing to some example embodiments;
FIGS. 12A through 12F illustrate three color images
and three depth images of which a viewpoint is con-
verted into a viewpoint of a base image according to
some example embodiments;
FIG. 12A illustrates a first color image with a con-
verted viewpoint according to some example em-
bodiments;
FIG. 12B illustrates a first depth image with a con-
verted viewpoint according to some example em-
bodiments;
FIG. 12C illustrates a second color image with a con-

verted viewpoint according to some example em-
bodiments;
FIG. 12D illustrates a second depth image with a
converted viewpoint according to some example em-
bodiments;
FIG. 12E illustrates a third color image with a con-
verted viewpoint according to some example em-
bodiments;
FIG. 12F illustrates a third depth image with a con-
verted viewpoint according to some example em-
bodiments;
FIGS. 13A through 13F illustrate three base images
according to some example embodiments;
FIG. 13A illustrates a first base color image accord-
ing to some example embodiments;
FIG. 13B illustrates a first base depth image accord-
ing to some example embodiments;
FIG. 13C illustrates a second base color image ac-
cording to some example embodiments;
FIG. 13D illustrates a second base depth image ac-
cording to some example embodiments;
FIG. 13E illustrates a third base color image accord-
ing to some example embodiments;
FIG. 13F illustrates a third base depth image accord-
ing to some example embodiments;
FIG. 14 illustrates an occlusion region restorer ac-
cording to some example embodiments;
FIG. 15 illustrates a method of restoring an occlusion
region according to some example embodiments;
FIG. 16 illustrates a base color image according to
some example embodiments;
FIG. 17 illustrates a base depth image according to
some example embodiments;
FIG. 18 illustrates a structure of an output image gen-
erator according to some example embodiments;
FIG. 19 illustrates a method of generating an output
image according to some example embodiments;
FIG. 20A illustrates a first base image according to
some example embodiments;
FIG. 20B illustrates a second base image according
to some example embodiments;
FIG. 20C illustrates an LF image generated based
on a first base image according to some example
embodiments;
FIG. 20D illustrates an LF image generated based
on a second base image according to some example
embodiments;
FIG. 21A illustrates a first base image according to
some example embodiments;
FIG. 21B illustrates an LF image generated based
on a first base image according to some example
embodiments;
FIG. 21C illustrates a second base image according
to some example embodiments; and
FIG. 21D illustrates an LF image generated based
on a second base image according to some example
embodiments.
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DETAILED DESCRIPTION OF THE DRAWINGS

[0053] Reference will now be made in detail to example
embodiments, examples of which are illustrated in the
accompanying drawings, wherein like reference numer-
als refer to like elements throughout. Example embodi-
ments are described below with reference to the figures.
[0054] A view includes a color image captured by a
camera and a depth image captured by a depth camera.
A viewpoint of the view refers to a position, and a direction
of a point at which an object is to be captured with respect
to the object to be captured, for example, a scene. Also,
the viewpoint refers to a direction or a position of captur-
ing. Viewpoints of a plurality of views refer to relative
directions, and relative positions amongst the plurality of
views.
[0055] As used herein, a "color image" may refer to an
image representing color values of pixels in the image.
Also, the color image may refer to information or data of
the color image.
[0056] For example, the color image may include the
color values of the pixels in the color image. The color
values of the pixels of the color image indicate a color of
an object within a scene represented by the pixel within
the color image generated by capturing.
[0057] As used herein, a "depth image" may refer to
an image representing depth values of pixels in the im-
age. Also, the depth image may refer to information or
data of the depth image. The terms "depth image" and
"depth map image" are construed to be identical, and
thus may be used interchangeably.
[0058] For example, the depth image includes the
depth values within the depth image. The depth values
of the pixel of the depth image indicate a depth of an
object, a point, or a region within a scene represented
by a pixel in the depth image generated by capturing the
scene. By way of example, a small depth value may in-
dicate that an object, a point, or a region represented by
a pixel is remote from a point of capture, and a large
depth value may indicates an object, a point, or a region
represented by a pixel is close to a point of capture. Con-
versely, a large depth value may indicate an object, a
point, or a region represented by a pixel is remote from
a point of capture, and a small depth value indicates an
object, a point, or a region represented by a pixel is close
to a point of capture.
[0059] When a scene is captured at a point by a camera
and a depth camera, a color value and a depth value are
generated with respect to a pixel corresponding to a de-
sired (or alternatively, a predetermined) point or a region
within the scene. The generated color value of the pixel
refers to a color value of the desired (or alternatively, the
predetermined) point, and the generated depth value of
the pixel refers to a distance between the desired (or
alternatively, the predetermined) point and the point of
capture. The color image includes generated color values
of pixels, and the depth image includes generated depth
values of pixels.

[0060] A pixel of the color image and a pixel of the
depth image have a corresponding relationship. When
the pixel of the color image and the pixel of the depth
image correspond, an indication is given that both of the
pixels of the color image and the depth image indicate
an identical object, point, or region within a scene. The
pixels of the color image and the depth image having
identical coordinate values within the color image and
the depth image correspond to each other.
[0061] FIG. 1 illustrates an apparatus 100 for image
processing according to some example embodiments.
[0062] Referring to FIG. 1, the apparatus 100 for image
processing includes a processor 102 and a memory 104.
[0063] The processor 102 may be configured to carry
out instructions of a computer program by performing the
arithmetical, logical, and input/output operations. The
processor may read the instructions from the memory
104 via a bus and/or a network interface. The instructions,
when executed by the processor 102, configure the proc-
essor as a base image generator 110, an occlusion re-
gion restorer 120, and an output image generator 130.
Functions of the base image generator 110, the occlusion
region restorer 120, and the output image generator 130
will be described later with reference to FIG. 2 and other
pertinent drawings.
[0064] The memory 104 may be a computer readable
storage medium. The memory 104 may include a random
access memory (RAM), read only memory (ROM), and/or
a permanent mass storage device, such as a disk drive.
The processor 100 may be a logic chip, for example, a
central processing unit (CPU), a controller, or an appli-
cation-specific integrated circuit (ASIC), that when, exe-
cuting the instructions stored in the memory 104, is con-
figured as a special purpose machine acting as the base
image generator 110, the occlusion region restorer 120,
and the output image generator 130.
[0065] FIG. 2 illustrates a method for image processing
according to some example embodiments.
[0066] Referring to FIG. 2, in operation 210, the base
image generator 110 receives multi-view color images
and depth images corresponding to the multi-view color
images. The multi-view color images refer to a plurality
of color images having differing viewpoints. The view-
points may correspond to differing positions on a single
baseline. The depth images may be depth images cor-
responding to the plurality of color images. As an exam-
ple, a view at a viewpoint may include a color image and
a depth image at the viewpoint. Also, the base image
generator 110 receives a base position.
[0067] The multi-view color images and the depth im-
ages will be described later with reference to FIGS. 11A
through 11F.
[0068] In operation 220, the base image generator 110
generates a base image based on the multi-view color
images and the depth images corresponding to the multi-
view color images.
[0069] The base image refers to an image including
occlusion regions of at least one light field (LF) image to
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be generated based on the multi-view color images and
the depth images. Alternatively, the base image refers
to an image including all occlusion regions of the at least
one LF image to be generated based on the multi-view
color images and the depth images.
[0070] Also, the base image refers to an image in
which, aside from a single LF image including an occlu-
sion region of the base image, another LF image includ-
ing the occlusion region absent from the at least one LF
image to be generated based on the color images and
the depth images. As an example, the base image is
determined based on an inclusion relationship of the oc-
clusion regions of the at least one LF image to be gen-
erated based on the color images and the depth images.
[0071] Further, the base image refers to an image in
which all or a portion of the occlusion region is restored
from among the color images and the depth images hav-
ing the differing viewpoints to be generated based on the
multi-view color images and the depth images. The base
image includes a base color image and a base depth
image corresponding to a depth image of the base color
image. The base color image indicates a color of the base
image. The base depth image indicates a depth of the
base image.
[0072] In operation 230, the occlusion region restorer
120 restores the occlusion region within the generated
base image.
[0073] The occlusion region refers to a region of which
a color value or a depth value is unknown. The color
image and the depth image include two-dimensional (2D)
information. Accordingly, when a viewpoint of the color
image and the depth image changes a portion of a fore-
ground or a background, occluded by a foreground within
a scene, may be displayed. However, the color image
and the depth image may not include information about
the occluded portion, for example, a color value and a
depth value of the occluded portion. Thus, the occluded
portion may be represented as an occlusion region within
the color image and the depth image generated by the
change of the viewpoint.
[0074] In operation 240, the output image generator
130 generates an output image based on the base image
of which the occlusion region is restored.
[0075] The output image refers to an image having a
viewpoint differing from viewpoints of the color images
and the depth images. The output image may be a color
image. Also, the output image includes an output color
image and an output depth image.
[0076] The output image may be a light field (LF) im-
age. As an example, a viewpoint of the output image may
be a viewpoint differing in vertical and horizontal direc-
tions when compared to viewpoints of the input multi-
view color images and the depth images. The vertical
and the horizontal direction refer to directions with re-
spect to a scene represented by the multi-view color im-
ages and the depth images.
[0077] The output image generator 130 generates an
output image by applying interpolation to the plurality of

generated base images. The output generator 130 out-
puts the generated output image.
[0078] The output generator 130 may be a projector.
The output generator 130 is an internal constituent of the
apparatus 100 for image processing, and an external
constituent connected, via a cable or a network, with the
apparatus 100 for image processing.
[0079] FIG. 3 illustrates a base image generator 110
according to some example embodiments.
[0080] Referring to FIG. 3, the base image generator
110 includes a position determiner 310 and an image
generator 320.
[0081] The position determiner 310 and the image gen-
erator 320 will be described with reference to FIG. 4.
[0082] FIG. 4 illustrates a method of generating a base
image according to some example embodiments.
[0083] Referring to FIGS. 2 to 4, the generation of the
base image described in operation 220 of FIG. 2 may
include operations 410 and 420.
[0084] In operation 410, the position determiner 310
determines a position of a base image. The position of
the base image indicates a viewpoint of the base image.
As used herein, a "position of a base image, or an image"
is interchangeable with a "viewpoint of a base image, or
an image".
[0085] The position determiner 310 determines the po-
sition of the base image as at least one position from
among positions of images generated by the apparatus
100 for image processing. For example, the position de-
terminer 310 determines a base image from among the
images generated by the apparatus 100 for image
processing, and determines a position of the determined
image to be a position of the base image.
[0086] The position determiner 310 determines a po-
sition of an image having a greatest quantity of occlusion
information to be a position of the base image from
among the images to be generated by the apparatus 100
for image processing based on input color images and
depth images corresponding to the color images. As an
example, the position determiner 310 determines a po-
sition of the base image based on occlusion regions of
the images to be generated by the apparatus 100 for
image processing based on the input color image and
the depth images corresponding to the color images.
[0087] The occlusion information refers to information
about an occlusion region. An image having a great quan-
tity of occlusion information refers to an image including
a greatest occlusion region.
[0088] The position determiner 310 selects positions
at both ends from among a plurality of positions to be a
position of a base image. A plurality of base images may
be a far left LF image and a far right LF image from among
at least one image to be generated based on multi-view
color images and depth images corresponding to the mul-
ti-view color images.
[0089] In determining the position of the base image,
the position determiner 310 account for a rotation of the
output generator 130 that outputs an output image.

9 10 



EP 2 869 262 B1

7

5

10

15

20

25

30

35

40

45

50

55

[0090] The position determiner 310 may select, to be
a position of the base image, positions of images in which
a direction of a ray deviates most from among positions.
A number of the images of which the direction of the ray
deviates most may be two. As an example, the base im-
age may be an image in which a direction of a ray deviates
most from among at least one image to be generated
based on multi-view color images and depth images cor-
responding to the multi-view color images. As an exam-
ple, the base image is selected based on directions of a
ray of at least one image to be generated based on multi-
view color images and depth images corresponding to
the multi-view color images.
[0091] The base image may be obtained by imaging
perspective lights having an identical light source into a
single group. Alternatively, the base image may be ob-
tained by imaging orthographic lights having an identical
light direction and differing light sources into a single
group.
[0092] The images to be generated by the apparatus
100 for image processing described in the preceding may
be LF images. The images to be generated by the appa-
ratus 100 for image processing are determined by multi-
view color images and depth images. As an example,
the position determiner 310 determines at least one po-
sition of the images to be generated based on the multi-
view color images and the depth images to be the position
of the base image.
[0093] In operation 420, the image generator 320 gen-
erates the base image of the determined position based
on the multi-view color images and the depth images
corresponding to the multi-view color images. The gen-
erated base image may be an LF image. The generation
of the base image will be discussed with reference to
FIGS. 5 and 6.
[0094] FIG. 5 illustrates an image combiner 320 ac-
cording to some example embodiments. FIG. 6 illustrates
a method of combining an image to generate a base im-
age according to some example embodiments.
[0095] Referring to FIGS. 3 to 6, the image combiner
320 of FIG. 3 may include an image converter 510 and
an image combiner 520.
[0096] In operation 610, the image converter 510 gen-
erates an image with a converted viewpoint by converting
a color image and a depth image corresponding to the
color image into an image at a viewpoint at the position
determined in operation 410. The image with the con-
verted viewpoint includes the color image and the depth
image having the viewpoint of the determined position.
As an example, the image with the converted viewpoint
includes the color image the converted viewpoint and the
depth image with the converted viewpoint. A plurality of
images with converted viewpoints includes differing in-
formation in terms of a color and a depth.
[0097] With respect to multi-view color images and
depth images corresponding to the multi-view color im-
ages, the image converter 510 converts each of the color
images and each of the depth images corresponding to

the multi-view color images into the image at the view-
point at the position determined in operation 410, and
generates a plurality of images of which a viewpoint is
converted into the viewpoint at the determined position.
The viewpoint at the determined position may be a view-
point of the base image.
[0098] For a case in which three multi-view color im-
ages and three depth images are input, three color im-
ages and depth images with converted viewpoints will be
described later with reference to FIGS. 12A through 12F.
[0099] In operation 620, the image combiner 520 com-
bines the plurality of images with the converted view-
points, and generates a combined base image at the po-
sition determined in operation 410. The combining of the
plurality of images with the converted viewpoints may
refer to integrating information of the plurality of images
with the converted viewpoints.
[0100] The plurality of images with the converted view-
points includes differing occlusion regions. The image
combiner 520 selects a closest object from among the
plurality of images with the converted viewpoints when
combining the plurality of images with the converted
viewpoints. The image combiner 520 uses data of a pixel
having a greatest depth value with respect to the plurality
of pixels of the base image, from among the plurality of
pixels of the plurality of images with the converted view-
points corresponding to the plurality of pixels. As an ex-
ample, the image combiner 520 uses the data of the pixel
selected based on the depth value with respect to the
plurality of pixels, from among the plurality of pixels of
the plurality of images with the converted viewpoints cor-
responding to the plurality of pixels.
[0101] As an example, the image combiner 520 deter-
mines a closest pixel to be a color value of a first pixel of
a base image from among second pixels of the plurality
of images with the converted viewpoints corresponding
to the plurality of pixels. The image combiner 520 uses
depth images with converted viewpoints to determine the
closest pixel from among the second pixels. The image
combiner 520 sets a color value of the determined closest
pixel to be a color value of a pixel of the base image, or
a base color image. By way of example, the image com-
biner 520 sets the color value of the closest pixel to be
the color value of the pixel of the position of the base
image, or the base color image, from among pixels at an
identical position of color images with converted view-
points.
[0102] As an example, the image combiner 520 deter-
mines the closest pixel to be a depth value of the first
pixel of the base image from among the second pixels
of the plurality of images with the converted viewpoints
corresponding to the plurality of pixels. The image com-
biner 520 uses depth images with converted viewpoints
to determine the closest pixel from among the second
pixels. The image combiner 520 sets the depth value of
the determined closest pixel to be the depth value of the
pixel of the base image, or the base color image. By way
of example, the image combiner 520 sets the depth value
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of the closest pixel to be the depth value of the pixel at
the position of the base image, or the base color image,
from among pixels at an identical position of the depth
images with the converted viewpoints.
[0103] As an example, the image combiner 520 selects
a most protruding object from among the plurality of im-
ages with the converted viewpoints when combining the
plurality of images with the converted viewpoints. The
most protruding object refers to an object closest from a
viewpoint of a viewer. Also, the most protruding object
refers to an object of which a depth is least or greatest.
[0104] Three base images having differing viewpoints
generated by the combining will be described later with
reference to FIGS. 13A through 13F.
[0105] FIG. 7 illustrates a method of generating a base
image with respect to a perspective LF according to some
example embodiments.
[0106] Multi-view images in a camera image space are
illustrated on a right-hand side of FIG. 7. Three input im-
ages are illustrated in a form of a triangle starting from a
plurality of points as the multi-view images. Viewpoints
of the three input images may be differing viewpoints on
a baseline. Each of the input images includes a color
image and a depth image.
[0107] A plurality of base images in an LF image space
is illustrated on a left-hand side of FIG. 7. A first base
image and a second base image are illustrated in a form
of a triangle starting from a plurality of points as the plu-
rality of base images. The triangle indicates a light source
of an image.
[0108] A line between a point indicating an input image,
hereinafter referred to as an input image point, and a
point indicating a base image, hereinafter referred to as
a base image point, indicates a dependence relationship
between the input image and the base image. The line
between the input image point and the base image point
indicates that the input image is used for generation of
the base image.
[0109] The triangle starting from the input image point
or the base image point indicates a space represented
by the input image and the base image.
[0110] A plurality of input images may be images ob-
tained by a perspective projection. A perspective projec-
tion is a projection on a surface as though seen through
a single point. Also, the plurality of base images is gen-
erated by the perspective projection.
[0111] FIG. 8 illustrates a method of generating a base
image with respect to an orthographic LF according to
some example embodiments.
[0112] Multi-view images in a camera image space are
illustrated on a right-hand side of FIG. 8. Three input im-
ages are illustrated in a form of a triangle starting from a
plurality of points as the multi-view images. Viewpoints
of the three input images are differing viewpoints on a
baseline. Each of the input images includes a color image
and a depth image.
[0113] A plurality of base images in an LF image space
is illustrated on a left-hand side of FIG. 8. A first base

image and a second base image are each illustrated in
a form of a face of a parallelogram as the plurality of base
images. A perpendicular face on a left side of the first
base image and the second base image represents a
line of light sources in parallel.
[0114] A plurality of input images may be images ob-
tained by a perspective projection. Also, the plurality of
base images is generated by an orthographic projection.
An orthographic projection projects a three-dimensional
object in two dimensions, where all the projection lines
are orthogonal to the projection plane.
[0115] FIG. 9 illustrates a method of calculating an LF
pixel according to some example embodiments.
[0116] Referring to FIGS. 5 and 9, the image converter
510 converts a pixel or a coordinate of a pixel of an input
image into a camera coordinate based on a camera in-
trinsic parameter. The conversion into the camera coor-
dinate will be described later with reference to FIG. 10A.
[0117] The image converter 510 converts the camera
coordinate into a world coordinate based on a camera
extrinsic parameter. The conversion into the world coor-
dinate will be described later with reference to FIG. 10B.
[0118] The image converter 510 converts the world co-
ordinate into an LF coordinate based on an LF extrinsic
parameter. The conversion into the LF coordinate will be
described later with reference to FIG. 10C.
[0119] The image converter 510 converts the LF coor-
dinate into an LF pixel. The image converter 510 deter-
mines a pixel corresponding to a calculated LF coordi-
nate from among pixels within an LF image.
[0120] The image converter 510 maps the calculated
LF coordinate to a desired (or alternatively, a predeter-
mined) coordinate within the LF image through the or-
thographic projection or the perspective projection based
on a type of an LF. Alternatively, the image converter 510
maps the calculated LF coordinate to a single pixel from
among the pixels within the LF image through the ortho-
graphic projection or the perspective projection based on
the type of the LF. An LF pixel with the LF image is gen-
erated by the mapping.
[0121] The mapping to the pixel based on the ortho-
graphic projection or the perspective projection will be
described later with reference to FIGS. 10D and 10E.FIG.
10A illustrates conversion into a camera coordinate ac-
cording to some example embodiments.
[0122] Referring to FIG. 10A, a pixel 1011 at a position
(ic, jj, dij) with in an input image is converted into a coor-
dinate 1012 (xc, yc, zc) in a camera coordinate system
1010.
[0123] "ic, jj, dij" in the position (ic, jj, dij) within the input
image each denotes a horizontal position of a pixel, a
vertical position of a pixel, and a depth of a pixel.
[0124] A triangle as shown in FIG. 10A corresponds to
a region of an input image.
[0125] FIG. 10B illustrates conversion into a world co-
ordinate according to some example embodiments.
[0126] Referring to FIG. 10B, the coordinate 1012 (xc,
yc, zc) of the camera coordinate system 1010 is converted
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into a coordinate 1021 (x, y, z) in a world coordinate sys-
tem 1020.
[0127] A triangle as shown in FIG. 10B corresponds to
a region of an input image.
[0128] FIG. 10C illustrates conversion into an LF co-
ordinate according to some example embodiments.
[0129] Referring to FIG. 10C, the coordinate 1021 (x,
y, z) in the world coordinate 1020 is converted into a
coordinate 1031 (xLF, yLF, zLF) in an LF coordinate sys-
tem 1030.
[0130] FIG. 10D illustrates pixel mapping based on an
orthographic projection according to some example em-
bodiments.
[0131] Referring to FIG. 10D, the coordinate 1031 (xLF,
yLF, zLF) in the LF coordinate system 1030 is mapped to
a pixel 1041 at a position (iLF,jLF) within an LF image by
an orthographic projection.
[0132] "iLF and jLF" in the position (iLF, jLF) within the
input image each denotes a horizontal position of a pixel
and a vertical position of a pixel.
[0133] A square 1042 as shown in FIG. 10D corre-
sponds to a region of a base image.
[0134] FIG. 10E illustrates pixel mapping based on per-
spective projection according to some example embod-
iments.
[0135] Referring to FIG. 10E, a coordinate 1051 (xLF,
yLF, zLF) in the LF coordinate system 1030 is mapped to
a pixel 1031 at a position (iLF, jLF) within an LF image by
perspective projection.
[0136] "iLF and jLF" in the position (iLF, jLF) within the
input image each denotes a horizontal position of a pixel
and a vertical position of a pixel.
[0137] A triangle 1052 as shown in FIG. 10E corre-
sponds to a region of a base image.
[0138] FIGS. 11A through 11F illustrate three input
color images and three depth images according to some
example embodiments.
[0139] Referring to FIGS. 11A through 11F, multi-view
color images include a first input color image, a second
input color image, and a third input color image, and multi-
view depth images include a first input depth image, a
second input depth image, and a third input depth image.
[0140] The first input color image and the first input
depth image configure a first view or a first input image.
The second input color image and the second input depth
image configure a second view or a second input image.
The third input color image and the third input depth im-
age configure a third view or a third input image.
[0141] Referring to FIGS. 11A through 11F, an object
in a foreground is illustrated to be provided in a form of
a circular or spherical shape. A background is illustrated
in black.
[0142] FIG. 11A illustrates the first input color image
according to some example embodiments.
[0143] Referring to FIG. 11A, the first input color image
is a color image at a left viewpoint or a far left viewpoint
from among the multi-view color images.
[0144] In the first input color image, circular objects in

the foreground are illustrated to be leaning toward a right
side. The greater a depth value of the objects in the fore-
ground or the closer to a point of capture, the closer the
objects in the foreground to the right side.
[0145] FIG. 11B illustrates the first input depth image
according to some example embodiments.
[0146] Referring to FIG. 11B, the first input depth im-
age is a depth image corresponding to the first input color
image. The first input depth image is a depth image at a
left viewpoint or a far left viewpoint from among the multi-
view depth images.
[0147] In the first depth image, a light colored portion
indicates a portion having a great depth value or a portion
closer to the point of capture. A relatively darker colored
portion indicates a portion having a small depth value or
a portion more remote from the point of capture.
[0148] FIG. 11C illustrates the second input color im-
age according to some example embodiments.
[0149] Referring to FIG. 11C, the first input color image
is a color image at a central viewpoint from among the
multi-view color images.
[0150] In the first color image, circular objects in the
foreground are illustrated to be at a center of the color
image. An object having a smaller depth value, for ex-
ample, an object more remote from a point of capture,
from among the objects in the foreground is occluded by
an object having a greater depth value, for example, an
object closer to the point of capture.
[0151] FIG. 11D illustrates the second input depth im-
age according to some example embodiments.
[0152] Referring to FIG. 11D, the second input depth
image is a depth image corresponding to the second input
color image. The second input depth image is a depth
image at a central viewpoint from among the multi-view
depth images.
[0153] In the second depth image, a light colored por-
tion indicates a portion having a great depth value or a
portion closer to a point of capture. A relatively darker
colored portion indicates a portion having a small depth
value or a portion more remote from the point of capture.
[0154] FIG. 11E illustrates the third input color image
according to some example embodiments.
[0155] Referring to FIG. 11E, the third input color im-
age is a color image at a right side viewpoint or a far right
side viewpoint from among the multi-view color images.
[0156] In the third input color image, circular objects in
the foreground are illustrated to be leaning toward a left
side. The greater a depth value of the objects in the fore-
ground, or the closer to the point of capture, the closer
the objects in the foreground to the left side.
[0157] FIG. 11F illustrates the third input depth image
according to some example embodiments.
[0158] Referring to FIG. 11F, the third input depth im-
age is a depth image corresponding to the third input
color image. The third input depth image is a depth image
at a right side viewpoint or a far right side viewpoint from
among the multi-view depth images.
[0159] In the third input depth image, a light colored
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portion indicates a portion having a great depth value or
a portion closer to a point of capture. A relatively darker
colored portion indicates a portion having a smaller depth
value or a portion more remote from the point of capture.
[0160] FIGS. 12A through 12F illustrate three color im-
ages and three depth images of which a viewpoint is con-
verted to a viewpoint of a base image according to some
example embodiments.
[0161] Referring to FIGS. 12A through 12F, three color
images whose viewpoints have been converted to a view-
point of a base image and the three depth images whose
viewpoints have been converted to a viewpoint of a base
image are illustrated. The converted viewpoints may be
viewpoints corresponding to the position determined by
the position determiner 310.
[0162] The image converter 510 generates a color im-
age with a converted viewpoint and a depth image with
a converted viewpoint.
[0163] The position determiner 310 determines at least
one position to be a position of a base image to be gen-
erated. The three color images with the converted view-
points and the three depth images with the converted
viewpoints as shown in FIGS. 12A through 12F are a
viewpoint corresponding to a left side position or a far left
side position from among three determined positions. For
example, the viewpoint of the three color images with the
converted viewpoints and the three depth images with
the converted viewpoints as shown in FIGS. 12A through
12F is a viewpoint of a first base image.
[0164] A number of the generated color images with
the converted viewpoints correspond to a number of mul-
ti-view color images input. Also, a number of the gener-
ated depth images with the converted viewpoints corre-
spond to a number of multi-view depth images input.
[0165] In FIG. 12A, FIG. 12C, and FIG. 12E, multi-view
color images, for example, a first input color image, a
second input color image, and a third input color image,
are illustrated as color images of which a viewpoint is
converted into a viewpoint of a base image.
[0166] FIG. 12A illustrates a first color image with a
converted viewpoint according to some example embod-
iments.
[0167] The first color image with the converted view-
point is an image generated by converting the viewpoint
of the first input color image of FIG. 11A into the viewpoint
of the base image.
[0168] A portion of objects in a foreground of the first
input color image is occluded by another object in the
foreground, and an occluded region is generated in the
first color image with the converted viewpoint by the con-
version of the viewpoints. The occluded region is indicat-
ed in black within the first color image with the converted
viewpoint. Also, the occluded region is indicated in black
in FIGS. 12B through 12F to be discussed later.
[0169] FIG. 12B illustrates a first depth image with a
converted viewpoint according to some example embod-
iments.
[0170] The first depth image with the converted view-

point is an image generated by converting the viewpoint
of the first input depth image of FIG. 11B into the view-
point of the base image.
[0171] A portion of objects in a foreground of the first
input depth image is occluded by another object in the
foreground, and an occluded region is generated in the
first depth image with the converted viewpoint by the con-
version of the viewpoints.
[0172] FIG. 12C illustrates a second color image with
a converted viewpoint according to some example em-
bodiments.
[0173] The second color image with the converted
viewpoint is an image generated by converting the view-
point of the second input color image of FIG. 11C into
the viewpoint of the base image.
[0174] A portion of objects in a foreground of the sec-
ond input color image is occluded by another object in
the foreground, and an occluded region is generated in
the second color image with the converted viewpoint by
the conversion of the viewpoints.
[0175] FIG. 12D illustrates a second depth image with
a converted viewpoint according to some example em-
bodiments.
[0176] The second depth image with the converted
viewpoint is an image generated by converting the view-
point of the second input depth image of FIG. 11D into
the viewpoint of the base image.
[0177] A portion of objects in a foreground of the sec-
ond input depth image is occluded by another object in
the foreground, and an occluded region is generated in
the second depth image with the converted viewpoint by
the conversion of the viewpoints.
[0178] FIG. 12E illustrates a third color image with a
converted viewpoint according to some example embod-
iments.
[0179] The third color image with the converted view-
point is an image generated by converting the viewpoint
of the third input color image of FIG. 11E into the view-
point of the base image.
[0180] A portion of objects in a foreground of the third
input color image is occluded by another object in the
foreground, and an occluded region is generated in the
third color image with the converted viewpoint by the con-
version of the viewpoints.
[0181] FIG. 12F illustrates a third depth image with a
converted viewpoint according to some example embod-
iments.
[0182] The third depth image with the converted view-
point is an image generated by converting the viewpoint
of the third input depth image of FIG. 11F into the view-
point of the base image.
[0183] A portion of objects in a foreground of the third
input depth image is occluded by another object in the
foreground, and an occluded region is generated in the
third depth image with the converted viewpoint by the
conversion of the viewpoints.
[0184] FIGS. 13A through 13F illustrate three base im-
ages according to some example embodiments.
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[0185] As described above, the position determiner
310 determines at least one position to be a position of
a base image to be generated. FIGS. 11A through 11F
illustrate an instance in which three positions are deter-
mined to be the position of the base image, and base
images corresponding to the three positions are gener-
ated.
[0186] In a perspective mode, the position determiner
310 determines the positions of the base images as po-
sitions corresponding to light sources at outermost edges
and a light source at a center. Positions of a far left light
source, a central light source, and a far right light source
are determined to be the positions of the base images.
[0187] A first base image corresponding to a left posi-
tion from among the three positions includes a first base
color image in FIG. 13A and a second base depth image
in FIG. 13B. A second base image corresponding to a
center position includes a second base color image in
FIG. 13C and a second base depth image in FIG. 13D.
A third base image corresponding to a right position in-
cludes a third base color image in FIG. 13E and a third
base depth image in FIG. 13F.
[0188] FIG. 13A illustrates a first base color image ac-
cording to some example embodiments.
[0189] The first base color image represents a color of
a first base image.
[0190] The image combiner 520 combines the first
color image with the converted viewpoint in FIG. 12A,
the second color image with the converted viewpoint in
FIG. 12C, and the third color image with the converted
viewpoint in FIG. 12E, and generates the first base color
image.
[0191] FIG. 13B illustrates a first base depth image ac-
cording to some example embodiments.
[0192] The first base depth image represents a depth
of a first base image.
[0193] The image combiner 520 combines the first
depth image converted with the converted viewpoint in
FIG. 12B, the second depth image with the converted
viewpoint in FIG. 12D, and the third depth image with the
converted viewpoint in FIG. 12F, and generates the first
base depth image.
[0194] FIG. 13C illustrates a second base color image
according to some example embodiments.
[0195] The second base color image represents a color
of a second base image. The second base color image
is generated by combining color images of which view-
points are converted into a viewpoint of the second base
image.
[0196] FIG. 13D illustrates a second base depth image
according to some example embodiments.
[0197] The second base depth image represents a
depth of a second base image. The second depth image
is generated by combining depth images of which view-
points are converted into a viewpoint of the second base
image.
[0198] FIG. 13E illustrates a third base color image ac-
cording to some example embodiments.

[0199] The third base color image represents a color
of a third base image. The third base color image is gen-
erated by combining color images of which viewpoints
are converted into a viewpoint of the third base image.
[0200] FIG. 13F illustrates a third base depth image
according to some example embodiments.
[0201] The third base depth image represents a depth
of a third base image. The third base depth image is
generated by combining depth images of which view-
points are converted into a viewpoint of the third base
image.
[0202] FIG. 14 illustrates an occlusion region restorer
according to some example embodiments. FIG. 15 illus-
trates a method of restoring an occlusion region accord-
ing to some example embodiments.
[0203] Referring to FIGS. 1, 2, 14 and 15, as discussed
with reference to FIG. 2, in operation 230, occlusion re-
gion restorer 120 restores an occlusion region.
[0204] The occlusion region restorer 120 includes an
occlusion region detector 1410, a depth layer generator
1420, and an occlusion region estimator 1430.
[0205] A base image includes an occlusion region
about which information is not provided in multi-view
color images and depth images input.
[0206] The base image includes a greatest number of
occlusion regions from among LF images to be generat-
ed by the apparatus 100 for image processing. Accord-
ingly, when the occlusion region of the base image is
restored, information about the restored region is used
to generate another LF image.
[0207] In operation 1510, the occlusion region detector
1410 detects an occlusion region in a base image.
[0208] The base image is generated based on a plu-
rality of images of which a viewpoint is converted. How-
ever, with respect to a viewpoint of the base image, a
region in which information required for generation of the
base image is not provided by any image from among
the plurality of images of which the viewpoint is converted
may exist. As used herein, the information includes a
color value, and a depth value of a region or a pixel in
the region. The occlusion region refers to a region, within
the base image, lacking the information.
[0209] The occlusion region detector 1410 detects, as
an occlusion region, pixels for which the color value, and
depth value is not set from among pixels of the base
image. The color value, and depth value of the pixels of
the base image are set by mapping. A pixel to be mapped
to a first pixel of a base color image is a closest pixel from
among second pixels having a coordinate value identical
to the first pixel of color images of which a viewpoint is
converted. A pixel to be mapped to a third pixel of a base
depth image is a closest pixel from among fourth pixels
having a coordinate value identical to the third pixel of
depth images of which a viewpoint is converted.
[0210] In operation 1520, the depth layer generator
1420 determines a depth layer with respect to the base
image based on the base depth image of the base image.
The depth layer generator 1420 groups pixels having an
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identical depth value or similar depth values into a single
depth layer. As an example, the depth layer represents
a region of the pixels having the identical depth value or
similar depth values as a layer.
[0211] The depth layer generator 1420 splits the pixels
of the base image into at least one layer. In the afore-
mentioned splitting of the pixels, the depth layer gener-
ator 1420 groups the pixels having the identical depth
value or the similar depth values into a single depth layer.
For example, the at least one depth layer is obtained by
splitting neighboring pixels having an identical depth val-
ue or similar depth values into layers.
[0212] As used herein, the similar depth values refer
to depth values within a desired (or alternatively, a pre-
determined) range. A center of the range corresponds to
an average value or a median value of pixels correspond-
ing to a depth layer. The range may be a range appro-
priate for grouping into a single depth layer, and a range
of depth values enabling a viewer to feel an identical
sense of depth.
[0213] A depth value may not be determined with re-
spect to an occlusion region or a pixel in an occlusion
region within the base image. The depth layer generator
1420 selects a pixel having a smallest depth value from
among pixels adjacent to the occlusion region, and de-
termines a depth layer corresponding to the pixel to be
a depth layer of the occlusion region. As an example, the
adjacent pixels may be neighboring pixels in parallel with
the occlusion region. Alternatively, with respect to the
occlusion region, the depth layer generator 1420 selects
a depth layer having a smallest depth value from among
depth layers adjacent to the occlusion region, and in-
cludes the occlusion region in the selected depth layer.
As an example, the adjacent depth layers may be neigh-
boring depth layers in parallel with the occlusion region.
[0214] The selection of the depth layer including the
occlusion region will be described with reference to FIGS.
16 and 17.
[0215] In operation 1530, the occlusion region estima-
tor 1430 restores the occlusion region by estimating the
occlusion region based on a depth layer to which the
occlusion region belongs or a depth layer adjacent to the
occlusion region from among at least one depth layer.
[0216] A plurality of depth layers adjacent to the occlu-
sion region is provided. The occlusion region estimator
1430 uses a depth layer having a smallest depth value
from among the plurality of depth layers to restore the
occlusion region. As an example, the occlusion region
estimator 1430 uses a depth layer selected based on a
depth value from among the plurality of depth layers to
restore the occlusion region.
[0217] The depth layer to which the occlusion region
belongs or the depth layer adjacent to the occlusion re-
gion corresponds to pixels having a color value and a
depth value.
[0218] Alternatively, the depth layer to which the oc-
clusion region belongs or the depth layer adjacent to the
occlusion region includes the pixels having the color val-

ue and the depth value. The occlusion region estimator
1430 restores the occlusion region by applying a texture
synthesis method to the pixels having the color value and
the depth value of the depth layer to which the occlusion
region belongs. As an example, the occlusion region es-
timator 1430 expands color information and depth infor-
mation of the pixels to the occlusion region by applying
the texture synthesis method to the pixels having the
color value and the depth value of the depth layer to which
the occlusion region belongs.
[0219] The pixels having the color value and the depth
value of the depth layer may represent objects of a scene.
As an example, the occlusion region estimator 1430 re-
stores information about an occlusion region generating
a depth layer by applying the texture synthesis method
to information about an object represented in a depth
layer to which an occlusion region belongs. As used here-
in, the information includes a color value and a depth
value.
[0220] FIG. 16 illustrates a base color image 1600 ac-
cording to some example embodiments.
[0221] The base color image 1600 includes a first fore-
ground region 1610, a second foreground region 1620,
and an occlusion region 1630.
[0222] The occlusion region 1630 is indicated in black.
[0223] FIG. 17 illustrates a base depth image 1700 ac-
cording to some example embodiments.
[0224] The base depth image 1700 refers to a depth
image corresponding to the base color image 1600 of
FIG. 16.
[0225] The base depth image 1700 includes a first fore-
ground depth region 1710, a second foreground depth
region 1720, and an occlusion region 1730.
[0226] The second foreground depth region 1720 is
relatively protruded when compared to the first fore-
ground depth region 1710. As an example, a depth value
of the second foreground depth region 1720 may be
greater than a depth value of the first foreground depth
region 1710.
[0227] The depth layer generator 1420 determines a
region of the first foreground depth region 1710 to be a
first depth layer, and a region of the second foreground
depth region 1720 is determined to be a second depth
layer.
[0228] The first foreground depth region 1710 and the
second foreground depth region 1720 are adjacent to the
occlusion region 1730. The depth layer generator 1420
includes the occlusion region 1730 in the first depth layer
1710 having a smaller depth value from among the first
depth layer 1710 and the second depth layer 1720.
[0229] When a plurality of depth layers is adjacent to
the occlusion region, the plurality of depth layers includes
a depth layer corresponding to a background and a depth
layer corresponding to a foreground. The depth layer
generator 1420 includes an occlusion region in the depth
layer corresponding to the background from among the
depth layer corresponding to the background and the
depth layer corresponding to the foreground. Also, the
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depth layer generator 1420 includes an occlusion region
in a depth layer having a smallest value from among a
plurality of depth layers corresponding to the foreground.
[0230] FIG. 18 illustrates a structure of an output image
generator according to some example embodiments.
FIG. 19 illustrates a method of generating an output im-
age according to some example embodiments.
[0231] Referring to FIGS. 1, 2, 18 and 19, as discussed
with reference to FIG. 2, in operation 240, the output im-
age generator 130 generates the output image. The out-
put image generator 130 includes a base image deter-
miner 1810, an LF image generator 1820, and a renderer
1830.In operation 1910, the base image determiner 1810
determines a base image to be used for generating an
output image from among a plurality of generated base
images. The base image determiner 1810 designates,
as a main base image, the base image determined to be
used for generating the output image from among the
plurality of base images. Further, the base image deter-
miner 1810 designates, as subsidiary base images, other
base images aside from the determined base image from
among the plurality of base images. As an example, the
plurality of base images includes the main base image
to be used for generating the output image.
[0232] The base image determiner 1810 determines a
base image having a greatest occlusion region from
among the plurality of generated base images to be the
base image to be used for generating the output image.
As an example, the base image determiner 1810 selects
the base image to be used for generating the output im-
age based on a size of the occlusion region from among
the plurality of generated base images.
[0233] Also, the base image determiner 1810 deter-
mines, to be the base image to be used for generating
the output image, a base image displaying a greatest
occlusion region when a viewpoint of the base image is
converted to a viewpoint of the output image from among
the plurality of base images.
[0234] When an LF image, for example, an output im-
age, is an image in a perspective method, the base image
determiner 1810 determines a base image closest to a
light source from among the plurality of base images to
be the base image to be used for generating the output
image. For example, the base image determiner 1810
determines a base image selected based on a distance
from the light source from among the plurality of base
images to be the base image to be used for generating
the output image.
[0235] When an LF image, for example, an output im-
age, is an image in an orthographic method, the base
image determiner 1810 calculates a difference between
a first angle and a second angle. The first angle refers
to an angle of an inclination of a base image. The second
angle refers to an angle between a normal vector of a
display and a ray, in which the output image is output.
The base image determiner 1810 determines a base im-
age that minimizes the difference between the first angle
and the second angle from among the plurality of gener-

ated base images to be the base image to be used for
generating the output image. As an example, the deter-
mined base image refers to a base image having the first
angle closest to the second angle from among the plu-
rality of base images. Alternatively, the determined base
image refers to a base image selected based on the sec-
ond angle and the first angle from among the plurality of
base images.
[0236] In operation 1920, the LF image generator 1920
generates LF images, for example, an output image,
based on the base image determined in operation 1910.
A viewpoint of the LF image and a viewpoint of the base
image may differ from each other. The LF image gener-
ator 1920 generates an LF image based on a base color
image and a base depth image of the base image deter-
mined in operation 1910.
[0237] The LF image generator 1920 generates the LF
image by applying view interpolation to the determined
base image.
[0238] In operation 1930, the renderer 1830 renders
an occlusion region within the LF image, for example, an
output image, generated based on other base images
aside from the determined base image from among the
plurality of base images. The renderer 1830 renders the
occlusion region within the LF image generated based
on 1) information about a color value of base color images
of subsidiary base images and 2) information about a
depth value of base depth images of subsidiary base
images. As an example, to render the occlusion region
within the LF image, information about the other base
images aside from the base image used to generate the
LF image from among the plurality of base images is
used. Information about base images includes informa-
tion about color values of base color images included by
base images and information about depth values of base
depth images included by base images.
[0239] The base image selected in operation 1910 re-
fers to an image including a greatest occlusion region.
Accordingly, LF images generated based on other base
images aside from a base image selected from among
base images may not include a new occlusion region or
an additional occlusion region. Thus, the renderer 1830
may not use an additional method of restoring an occlu-
sion region.
[0240] As described above, output images are gener-
ated by applying view interpolation to a base image. Ac-
cordingly, the output image generator 130 generates an
output image by performing shift operation on pixels of
a base image. Also, the output image generator 130 uses
an integrated single occlusion region in generation of out-
put images. Accordingly, consistency amongst the output
images may be achieved in restoration of the occlusion
region.
[0241] FIG. 20A illustrates a first base image 2010 ac-
cording to some example embodiments.
[0242] The first base image 2010 of FIG. 20A refers to
a base image when an output image is displayed by per-
spective projection. The first base image 2010 refers to
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a base image when the output generator 130 or a display
is a perspective type of an apparatus.
[0243] In FIG. 20A, the first base image 2010 includes
two objects in a foreground. A first object is indicated as
a region 2011 and a region 2012. A second object is
indicated as a region 2013. The second object is an object
relatively protruded, and the first object is an object dis-
posed relatively in a rear.
[0244] FIG. 20B illustrates a second base image 2020
according to some example embodiments.
[0245] The second base image 2020 of FIG. 20B refers
to a base image when an output image is displayed by
a perspective projection. The second base image 2020
refers to a base image when the output generator 130 or
a display is a perspective type of an apparatus.
[0246] The first base image 2010 and the second base
image 2020 have differing viewpoints.
[0247] As described in FIGS. 20A and 20B, occlusion
regions in the first base image 2010 and the second base
image 2020 may differ from one another.
[0248] FIG. 20C illustrates an LF image 2030 gener-
ated based on a first base image 2010 according to some
example embodiments.
[0249] The LF image 2030 generated based on the
first base image 2010 includes occlusion regions 2032
and 2033.
[0250] The first base image 2010 includes two objects
in a foreground. A first object is indicated as the region
2011 and the region 2012. A second object is indicated
as the region 2013.
[0251] A point 2031 corresponds to a viewpoint or an
output point of the LF image 2030.
[0252] FIG. 20D illustrates an LF image 2040 gener-
ated based on a second base image 2020 according to
some example embodiments.
[0253] The LF image 2040 generated based on the
second base image 2020 includes occlusion regions
2042 and 2043.
[0254] A point 2041 corresponds to a viewpoint or an
output point of the LF image 2040.
[0255] As shown in FIGS. 20C and 20D, the occlusion
regions of the LF images generated based on differing
base images differ from one another.
[0256] As an example, when the first base image 2010
is determined to be a main base image, the occlusion
regions 2032 and 2033 exist in the LF image 2030 gen-
erated based on the first base image 2010. Information
about the occlusion regions 2032 and 2033 is obtained
from other base images, such as the second base image
2020.
[0257] FIG. 21A illustrates a first base image 2110 ac-
cording to some example embodiments.
[0258] Referring to FIG. 21A, the first base image 2110
refers to a base image when an output image is displayed
by an orthographic projection. The first base image 2110
refers to a base image when the output generator 130 or
a display is an orthographic type of an apparatus.
[0259] In FIG. 21A, the first base image 2110 includes

two objects in a foreground, namely a first object in a
region 2111 and a region 2112. A second object is indi-
cated as a region 2113. The second object is an object
relatively protruded, and the first object is an object dis-
posed relatively in a rear.
[0260] FIG. 21B illustrates an LF image 2120 generat-
ed based on a first base image 2110 according to exam-
ple embodiment.
[0261] Referring to FIG. 21B, the LF image 2120 gen-
erated based on the first base image 2110 includes an
occlusion region 2121.
[0262] FIG. 21C illustrates a second base image 2130
according to some example embodiments.
[0263] Referring to FIG. 21C, the second base image
2130 refers to a base image when an output image is
displayed by an orthographic projection. The second
base image 2130 refers to a base image when the output
generator 130 or a display is an orthographic type of an
apparatus.
[0264] The second base image 2130 also includes two
objects in a foreground. A first object is indicated as a
region 2131 and a second object is indicated as a region
2132.
[0265] The first base image 2110 and the second base
image 2130 have differing viewpoints.
[0266] FIG. 21D illustrates an LF image 2140 gener-
ated based on a second base image 2130 according to
some example embodiments.
[0267] Referring to FIG. 21D, the LF image 2140 gen-
erated based on the second base image 2130 includes
an occlusion region 2141.
[0268] As described in FIGS. 21B and 21D, occlusion
regions of LF images generated based on differing base
images differ from one another.
[0269] When a first object is relatively protruded, and
a second object is disposed relatively in a rear, occlusion
regions of the first base image 2110 and the second base
image 2130 may differ from one another. As illustrated
in FIG. 21B, a new LF image such as the LF image 2120
is generated based on a base depth image of the first
base image 2110. Also, as illustrated in FIG. 21D, a new
LF image such as the LF image 2140 is generated based
on a base depth image of the second base image 2130.
[0270] A portable device may include mobile commu-
nication devices, such as a personal digital cellular (PDC)
phone, a personal communication service (PCS) phone,
a personal handy-phone system (PHS) phone, a Code
Division Multiple Access (CDMA)-2000 (IX, 3X) phone,
a Wideband CDMA phone, a dual band/dual mode
phone, a Global System for Mobile Communications
(GSM) phone, a mobile broadband system (MBS) phone,
a satellite/terrestrial Digital Multimedia Broadcasting
(DMB) phone, a Smart phone, a cellular phone, a per-
sonal digital assistant (PDA), an MP3 player, a portable
media player (PMP), an automotive navigation system
(for example, a global positioning system), and the like.
Also, the portable device as used throughout the present
specification includes a digital camera, a plasma display
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panel, and the like.
[0271] The method for image processing according to
the above-described embodiments may be recorded in
non-transitory computer-readable media including pro-
gram instructions to implement various operations em-
bodied by a computer. The media may also include, alone
or in combination with the program instructions, data files,
data structures, and the like. The program instructions
recorded on the media may be those specially designed
and constructed for the purposes of embodiments, or
they may be of the kind well-known and available to those
having skill in the computer software arts. Examples of
non-transitory computer-readable media include mag-
netic media such as hard disks, floppy disks, and mag-
netic tape; optical media such as CD ROM discs and
DVDs; magneto-optical media such as optical discs; and
hardware devices that are specially configured to store
and perform program instructions, such as read-only
memory (ROM), random access memory (RAM), flash
memory, and the like. The computer-readable media may
also be a distributed network, so that the program instruc-
tions are stored and executed in a distributed fashion.
The program instructions may be executed by one or
more processors. The computer-readable media may al-
so be embodied in at least one application specific inte-
grated circuit (ASIC) or Field Programmable Gate Array
(FPGA), which executes (processes like a processor)
program instructions. Examples of program instructions
include both machine code, such as produced by a com-
piler, and files containing higher level code that may be
executed by the computer using an interpreter. The de-
scribed hardware devices may be configured to act as
one or more software modules in order to perform the
operations of the above-described embodiments, or vice
versa.

Claims

1. A method for image processing, the method being
characterized by:

generating (220) a plurality of base images
based on multi-view color images and depth im-
ages corresponding to the multi-view color im-
ages, each base image including occlusion re-
gions;
restoring (230) one or more of the occlusion re-
gions in each base image; and
generating (240) an output image based on the
plurality of base images with the restored occlu-
sion region.

2. The method of claim 1, wherein the plurality of base
images is determined based on an inclusion relation-
ship of the occlusion regions.

3. The method of claim 1 or 2, wherein

the plurality of base images corresponds to at least
a far left image and a far right image amongst the at
least one image and/or includes a main base image
used for generating the output image.

4. The method of claim 1, 2 or 3, wherein the each of
the base images is selected based on directions of
rays of the output image and/or based on a size of
the occlusion region from among the plurality of base
images.

5. The method of any preceding claim, wherein the gen-
erating a plurality of base images comprises:

determining (410) a position of a base image
based on the occlusion regions; and
generating (420) a base image of the deter-
mined position based on the multi-view color im-
ages and the depth images.

6. The method of claim 5, wherein the generating a
plurality of base images comprises:

generating converted images by converting the
multi-view color images and the depth images
into an image of a viewpoint at the determined
position; and
generating a base image of the determined po-
sition by combining the converted images, and
further comprising:
selecting a pixel based on a depth value, from
among pixels of the converted images, and
wherein the generating of the said base image
comprises generating the said base image using
data from the selected pixel as data for a plurality
of pixels.

7. The method of any preceding claim, wherein the re-
storing of the occlusion region in each base image
comprises:

detecting (1510) the occlusion region in a base
image;
generating (1520) at least one depth layer with
respect to a base image based on a base depth
image, the base depth image representing a
depth of the base image; and
restoring (1530) the occlusion region based on
one of the at least one depth layer that is adja-
cent to the occlusion region.

8. The method of claim 7, wherein a plurality of depth
layers adjacent to the occlusion region are generat-
ed, and
the restoring restores the occlusion region based on
one of the at least one depth layers from among the
plurality of adjacent depth layers.
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9. The method of claim 7 or 8, wherein the occlusion
region is restored through texture synthesis with re-
spect to the depth layer in which the occlusion region
is included.

10. The method of any preceding claim, when depend-
ent on claim 3, wherein the main base image is a
base image selected from among the plurality of
base images based on a distance from a light source
and/or a second angle and a first angle,
the first angle being an angle of an inclination of the
base image, and
the second angle being an angle between a normal
vector of a display via which the output image is out-
put and a ray.

11. The method of claim 10, wherein the generating an
output image comprises:

determining (1910) the main base image;
generating (1920) the output image based on
the determined main base image; and
rendering (1930) an occlusion region in the out-
put image based on other ones of the plurality
of base images other than the main base image.

12. The method of claim 11, wherein the output image
is a light field, LF, image, and wherein the generating
an output image includes applying view interpolation
to the main base image.

13. A non-transitory computer-readable recording me-
dium storing a program for instructing a processor
to perform the method of any preceding claim.

14. A method of generating light field, LF, images using
a processor, the LF images being four-dimensional
images, the method comprising:
processing a plurality of input images according to
the method of any of claims 1 - 12, wherein the step
of generating a plurality of base images comprises:

combining, by the processor, a plurality of input
images into a plurality of light field, LF, base im-
ages based on a depth image, each LF base
image having at least one occlusion region ab-
sent pixel values therein,
wherein the step of restoring comprises
detecting, by the processor, the at least one oc-
clusion region associated with each LF base im-
age;
forming, by the processor, a restored LF base
image by selecting one of the plurality of LF base
images having a relatively largest quantity of pix-
el values in the occlusion region and restoring
the pixel values in the occlusion region of the LF
base image based on a depth of the occlusion
region, the depth of the occlusion region being

determined based on the plurality of LF base
images,
and wherein the step of generating an output
image comprises:
shifting, by the processor, pixels in the restored
LF base image to generate the LF images.

15. An image processing apparatus characterized by:
a processor including,

a base image generator configured to generate
a plurality of base images based on multi-view
color images and depth images corresponding
to the multi-view color images, each base image
including occlusion regions,
an occlusion region restorer configured to re-
store an occlusion region in each base image,
and
an output image generator configured to gener-
ate an output image based on the plurality of
base images in which the occlusion region is
restored.

Patentansprüche

1. Verfahren zur Bildverarbeitung, wobei das Verfah-
ren durch Folgendes gekennzeichnet ist:

Erzeugen (220) einer Vielzahl von Basisbildern
auf Grundlage von Multi-View-Farbbildern und
Tiefenbildern entsprechend den Multi-View-
Farbbildern, wobei jedes Basisbild Verde-
ckungsregionen beinhaltet;
Wiederherstellen (230) von einer oder mehreren
der Verdeckungsregionen in jedem Basisbild;
und
Erzeugen (240) eines Ausgabebildes auf
Grundlage der Vielzahl von Basisbildern mit der
wiederhergestellten Verdeckungsregion.

2. Verfahren nach Anspruch 1, wobei die Vielzahl von
Basisbildern auf Grundlage einer Einschlussbezie-
hung der Verdeckungsregionen bestimmt wird.

3. Verfahren nach Anspruch 1 oder 2, wobei die Viel-
zahl von Basisbildern zumindest einem Bild ganz
links und einem Bild ganz rechts unter dem zumin-
dest einen Bild entspricht und/oder ein Hauptbasis-
bild beinhaltet, das zum Erzeugen des Ausgabebil-
des verwendet wird.

4. Verfahren nach Anspruch 1, 2 oder 3, wobei jedes
der Basisbilder auf Grundlage von Richtungen von
Strahlen des Ausgabebildes und/oder auf Grundla-
ge einer Größe der Verdeckungsregion unter der
Vielzahl von Basisbildern ausgewählt wird.
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5. Verfahren nach einem vorhergehenden Anspruch,
wobei das Erzeugen einer Vielzahl von Basisbildern
Folgendes umfasst:

Bestimmen (410) einer Position eines Basisbil-
des auf Grundlage der Verdeckungsregionen;
und
Erzeugen (420) eines Basisbildes der bestimm-
ten Position auf Grundlage der Multi-View-Farb-
bilder und der Tiefenbilder.

6. Verfahren nach Anspruch 5, wobei das Erzeugen
einer Vielzahl von Basisbildern Folgendes umfasst:

Erzeugen von konvertierten Bildern durch Kon-
vertieren der Multi-View-Farbbilder und der Tie-
fenbilder in ein Bild eines Blickwinkels an der
bestimmten Position; und
Erzeugen eines Basisbildes der bestimmten Po-
sition durch Kombinieren der konvertierten Bil-
der, und ferner umfassend:
Auswählen eines Pixels auf Grundlage eines
Tiefenwertes unter Pixeln der konvertierten Bil-
der, und wobei das Erzeugen des Basisbildes
das Erzeugen des Basisbildes unter Verwen-
dung von Daten von dem ausgewählten Pixel
als Daten für die Vielzahl von Pixeln umfasst.

7. Verfahren nach einem vorhergehenden Anspruch,
wobei das Wiederherstellen der Verdeckungsregion
in jedem Basisbild Folgendes umfasst:

Erfassen (1510) der Verdeckungsregion in ei-
nem Basisbild;
Erzeugen (1520) von zumindest einer Tiefene-
bene in Bezug auf ein Basisbild auf Grundlage
eines Basistiefenbildes, wobei das Basistiefen-
bild eine Tiefe des Basisbildes darstellt; und
Wiederherstellen (1530) der Verdeckungsregi-
on auf Grundlage von einer von der zumindest
einen Tiefenebene, die sich benachbart zu der
Verdeckungsregion befindet.

8. Verfahren nach Anspruch 7, wobei eine Vielzahl von
Tiefenebenen benachbart zu der Verdeckungsregi-
on erzeugt wird, und
das Wiederherstellen die Verdeckungsregion auf
Grundlage von einer von der zumindest einen Tie-
fenebene unter der Vielzahl von benachbarten Tie-
fenebenen wiederherstellt.

9. Verfahren nach Anspruch 7 oder 8, wobei die Ver-
deckungsregion durch Textursynthese in Bezug auf
die Tiefenebene, in der die Verdeckungsregion ent-
halten ist, wiederhergestellt wird.

10. Verfahren nach einem vorhergehenden Anspruch,
wenn von Anspruch 3 abhängig, wobei das Haupt-

basisbild ein Basisbild ist, das aus der Vielzahl von
Basisbildern auf Grundlage eines Abstands zu einer
Lichtquelle und/oder eines zweiten Winkels und ei-
nes ersten Winkels ausgewählt ist,
wobei der erste Winkel ein Winkel einer Neigung des
Basisbildes ist, und
wobei der zweite Winkel ein Winkel zwischen einem
Normalvektor einer Anzeige, über die das Ausgabe-
bild ausgegeben wird, und einem Strahl ist.

11. Verfahren nach Anspruch 10, wobei das Erzeugen
eines Ausgabebildes Folgendes umfasst:

Bestimmen (1910) des Hauptbasisbildes;
Erzeugen (1920) des Ausgabebildes auf Grund-
lage des bestimmten Hauptbasisbildes; und
Wiedergeben (1930) einer Verdeckungsregion
in dem Ausgabebild auf Grundlage von anderen
aus der Vielzahl von Basisbildern als dem
Hauptbasisbild.

12. Verfahren nach Anspruch 11, wobei das Ausgabe-
bild ein Lichtfeld-(LF-)Bild ist und wobei das Erzeu-
gen eines Ausgabebildes das Anwenden von
Sichtinterpolation auf das Hauptbasisbild beinhaltet.

13. Nichtflüchtiges computerlesbares Aufnahmemedi-
um, auf dem ein Programm gespeichert ist, um einen
Prozessor anzuweisen, das Verfahren nach einem
vorhergehenden Anspruch durchzuführen.

14. Verfahren zum Erzeugen von Lichtfeld-(LF-)Bildern
unter Verwendung eines Prozessors, wobei die LF-
Bilder vierdimensionale Bilder sind, wobei das Ver-
fahren Folgendes umfasst:
Verarbeiten einer Vielzahl von Eingabebildern ge-
mäß dem Verfahren nach einem der Ansprüche
1-12, wobei der Schritt des Erzeugens einer Vielzahl
von Basisbildern Folgendes umfasst:

Kombinieren, durch den Prozessor, einer Viel-
zahl von Eingabebildern zu einer Vielzahl von
Lichtfeld-(LF-)Basisbildern auf Grundlage eines
Tiefenbildes, wobei jedes LF-Basisbild zumin-
dest eine Verdeckungsregion ohne Pixelwerte
darin aufweist,
wobei der Schritt des Wiederherstellens Folgen-
des umfasst:

Erfassen, durch den Prozessor, der zumin-
dest einen Verdeckungsregion in Verbin-
dung mit jedem LF - Basisbild;
Bilden, durch den Prozessor, eines wieder-
hergestellten LF-Basisbildes durch Aus-
wählen eines aus der Vielzahl von LF-Ba-
sisbildern, das eine relativ größte Menge an
Pixelwerten in der Verdeckungsregion auf-
weist, und Wiederherstellen der Pixelwerte
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in der Verdeckungsregion des LF-Basisbil-
des auf Grundlage einer Tiefe der Verde-
ckungsregion, wobei die Tiefe der Verde-
ckungsregion auf Grundlage der Vielzahl
von LF-Basisbildern bestimmt wird, und wo-
bei der Schritt des Erzeugens eines Ausga-
bebildes Folgendes umfasst:
Verschieben, durch den Prozessor, von Pi-
xeln in dem wiederhergestellten LF-Basis-
bild, um die LF-Bilder zu erzeugen.

15. Bildverarbeitungsvorrichtung, gekennzeichnet
durch
einen Prozessor, beinhaltend
einen Basisbildgenerator, der konfiguriert ist, um ei-
ne Vielzahl von Basisbildern auf Grundlage von Mul-
ti-View-Farbbildern und Tiefenbildern entsprechend
den Multi-View-Farbbildern zu erzeugen, wobei je-
des Basisbild Verdeckungsregionen beinhaltet,
einen Verdeckungsregionwiederhersteller, der kon-
figuriert ist, um eine Verdeckungsregion in jedem Ba-
sisbild wiederherzustellen, und
einen Ausgabebildgenerator, der konfiguriert ist, um
ein Ausgabebild auf Grundlage der Vielzahl von Ba-
sisbildern zu erzeugen, in der die Verdeckungsregi-
on wiederhergestellt ist.

Revendications

1. Procédé de traitement d’image, le procédé étant ca-
ractérisé par :

la génération (220) d’une pluralité d’images de
base basées sur des images en couleur multi-
vues et des images de profondeur correspon-
dant aux images en couleur multi-vues, chaque
image de base incluant des zones d’occlusion ;
la restauration (230) d’une ou de plusieurs des
zones d’occlusion dans chaque image de base ;
et la génération (240) d’une image de sortie sur
la base de la pluralité d’images de base avec la
zone d’occlusion restaurée.

2. Procédé selon la revendication 1, dans lequel la plu-
ralité d’images de base est déterminée sur la base
d’une relation d’inclusion des zones d’occlusion.

3. Procédé selon la revendication 1 ou 2, dans lequel :
la pluralité d’images de base correspond à au moins
une image la plus à gauche et une image la plus à
droite parmi l’au moins une image et/ou inclut une
image de base principale utilisée pour générer l’ima-
ge de sortie.

4. Procédé selon la revendication 1, 2 ou 3, dans lequel
chacune des images de base est sélectionnée sur
la base de directions de rayons de l’image de sortie

et/ou sur la base d’une taille de la zone d’occlusion
parmi la pluralité d’images de base.

5. Procédé selon l’une quelconque des revendications
précédentes, dans lequel la génération d’une plura-
lité d’image de base comprend :

la détermination (410) d’une position d’une ima-
ge de base sur la base des zones d’occlusion; et
la génération (420) d’une image de base de la
position déterminée sur la base des images en
couleur multi-vues et des images de profondeur.

6. Procédé selon la revendication 5, dans lequel la gé-
nération d’une pluralité d’image de base comprend :

la génération d’images converties en convertis-
sant les images en couleur multi-vues et les ima-
ges de profondeur en une image de point de vue
au niveau de la position déterminée ; et
la génération d’une image de base de la position
déterminée en combinant les images conver-
ties, et comprenant en outre :
la sélection d’un pixel sur la base d’une valeur
de profondeur, parmi des pixels des images con-
verties, et dans lequel la génération de ladite
image de base comprend la génération de ladite
image de base en utilisant des données issues
du pixel sélectionné en tant que données pour
une pluralité de pixels.

7. Procédé selon l’une quelconque des revendications
précédentes, dans lequel la restauration de la zone
d’occlusion dans chaque image de base comprend :

la détection (1510) de la zone d’occlusion dans
une image de base ;
la génération (1520) d’au moins une couche de
profondeur par rapport à une image de base sur
la base d’une image de profondeur de base,
l’image de profondeur de base représentant une
profondeur de l’image de base ; et
la restauration (1530) de la zone d’occlusion sur
la base de l’une de l’au moins une couche de
profondeur qui est adjacente à la zone d’occlu-
sion.

8. Procédé selon la revendication 7, dans lequel une
pluralité de couches de profondeur adjacentes à la
zone d’occlusion sont générées, et
la restauration restaure la zone d’occlusion sur la
base de l’une de l’au moins une couche de profon-
deur parmi la pluralité de couches de profondeur ad-
jacentes.

9. Procédé selon la revendication 7 ou 8, dans lequel
la zone d’occlusion est restaurée par le biais d’une
synthèse de texture par rapport à la couche de pro-
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fondeur dans laquelle la zone d’occlusion est inclu-
se.

10. Procédé selon l’une quelconque des revendications
précédentes, lorsqu’elle dépend de la revendication
3, dans lequel l’image de base principale est une
image de base sélectionnée parmi la pluralité d’ima-
ges de base sur la base d’une distance depuis une
source de lumière et/ou un deuxième angle et un
premier angle,
le premier angle étant un angle d’une inclinaison de
l’image de base, et
le deuxième angle étant un angle entre un vecteur
normal d’un affichage via lequel l’image de sortie est
sortie et un rayon.

11. Procédé selon la revendication 10, dans lequel la
génération d’une image de sortie comprend :

la détermination (1910) de l’image de base
principale ;
la génération (1920) de l’image de sortie sur la
base de l’image de base principale déterminée ;
et
la restitution (1930) d’une zone d’occlusion dans
l’image de sortie sur la base d’autres de la plu-
ralité d’images de base que l’image de base
principale.

12. Procédé selon la revendication 11, dans lequel l’ima-
ge de sortie est une image de champ lumineux, LF,
et dans lequel la génération d’une image de sortie
inclut l’application d’une interpolation de vue à l’ima-
ge de base principale.

13. Support d’enregistrement non transitoire lisible par
ordinateur sur lequel est enregistré un programme
permettant d’exécuter le procédé selon l’une quel-
conque des revendications précédentes.

14. Procédé de génération d’images de champ lumi-
neux, LF, en utilisant un processeur, les images LF
étant des images en quatre dimensions, le procédé
comprenant :
le traitement d’une pluralité d’images d’entrée selon
le procédé selon l’une quelconque des revendica-
tions 1 à 12, dans lequel l’étape de génération d’une
pluralité d’images de base comprend :

la combinaison, par le processeur, d’une plura-
lité d’images d’entrée en une pluralité d’images
de base de champ lumineux, LF, sur la base
d’une image de profondeur, chaque image de
base LF ayant au moins une zone d’occlusion
sans valeur de pixel dans celle-ci,
dans lequel l’étape de restauration comprend :

la détection, par le processeur, de l’au

moins une zone d’occlusion associée à cha-
que image de base LF;
la formation, par le processeur, d’une image
de base LF restaurée en sélectionnant l’une
de la pluralité d’images de base LF ayant
une quantité relativement la plus grande de
valeurs de pixel dans la zone d’occlusion et
la restauration des valeurs de pixel dans la
zone d’occlusion de l’image de base LF sur
la base d’une profondeur de la zone d’oc-
clusion, la profondeur de la zone d’occlu-
sion étant déterminée sur la base de la plu-
ralité d’images de base LF,
et dans lequel l’étape de génération d’une
image de sortie comprend :
le décalage, par le processeur, de pixels
dans l’image de base LF restaurée pour gé-
nérer les images LF.

15. Appareil de traitement d’image caractérisé par
un processeur incluant
un générateur d’image de base configuré pour gé-
nérer une pluralité d’images de base sur la base
d’images en couleur multi-vues et d’images de pro-
fondeur correspondant aux images en couleur multi-
vues, chaque image de base incluant des zones
d’occlusion ;
un restaurateur de zone d’occlusion configuré pour
restaurer une zone d’occlusion dans chaque image
de base, et
un générateur d’image de sortie configuré pour gé-
nérer une image de sortie sur la base de la pluralité
d’images de base dans laquelle la zone d’occlusion
est restaurée.
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