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The present disclosure provides modular electronic devices
that are capable of managing task performance based on a
particular context of computing resources currently avail-
able from the ad hoc combination of devices.
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MODULAR ELECTRONIC DEVICES WITH
CONTEXTUAL TASK MANAGEMENT AND
PERFORMANCE

FIELD

[0001] The present disclosure relates generally to modular
electronic devices and ad hoc combinations of modules and
other electronic devices. More particularly, the present dis-
closure relates to modular electronic devices that are capable
of managing task performance based on a particular context
of computing resources currently available from the ad hoc
combination of devices.

BACKGROUND

[0002] Modular systems such as a modular electronic
device can have multiple different modular electronic com-
ponents, which can be referred to as “modules.” Modules
can be removable, replaceable, and/or interchangeable. In
general, different modules of a modular device or system can
be capable of performing different functions, including a
specialized function and/or one or more general functions.
[0003] As an example, specialized modules can perform
one or more specific functions using one or more specific
resources. Examples of specialized modules include a cam-
era module, a battery module, or other module configured to
perform a particular task. Thus, in some examples, the
specific functions can include capturing an image, supplying
power, or performing a specific function using special
hardware (e.g., performing a cryptographic function, a
graphics processing function, etc.).

[0004] Other modules can have the capability to perform
general functions using their general resources, such as a
memory and a processor. For example, modules can have the
ability to communicate with an external module or device
(e.g., through a hardwired connection or using a wireless
connection). Examples of general functions include per-
forming a processing task, storing data in memory, or
utilizing communication bandwidth.

[0005] Modules can be combined with other modules or
devices. In some examples, such combination can utilize
physical combination, for example, by attaching modules to
each other or a common structure. For example, a processing
module from a modular phone can be removably physically
combined with an interface module (e.g., HDMI or USB) to
provide video-playback functionality. In other examples,
combinations of modules can include physically uncon-
nected devices, such as, for example, modules that are
communicatively connected over one or more wireless com-
munication links.

SUMMARY

[0006] Aspects and advantages of embodiments of the
present disclosure will be set forth in part in the following
description, or can be learned from the description, or can be
learned through practice of the embodiments.

[0007] One example aspect of the present disclosure is
directed to a computer-implemented method for contextual
task management. The method includes identifying, by a
modular electronic device comprising at least a first elec-
tronic module, a plurality of computing tasks to be per-
formed. The method includes determining, by the modular
electronic device, a plurality of required sets of computing
resources respectively required to perform the plurality of
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computing tasks. The method includes determining, by the
modular electronic device, a current set of computing
resources that are currently available to the modular elec-
tronic device via an ad hoc combination of devices. The
method includes comparing, by the modular electronic
device, the current set of computing resources to the plu-
rality of required sets of computing resources. The method
includes identifying, by the modular electronic device, at
least one computing task that is currently performable based
on the comparison of the current set of computing resources
to the plurality of required sets of computing resources. The
method includes causing, by the modular electronic device,
performance of the at least one performable computing task
by the ad hoc combination of devices.

[0008] Another example aspect of the present disclosure is
directed to a modular electronic device. The modular elec-
tronic device includes at least one processor and at least one
electronic module. The modular electronic device identifies
a plurality of computing tasks to be performed and deter-
mines a plurality of required sets of computing resources
respectively required to perform the plurality of computing
tasks. The modular electronic device senses a current set of
computing resources that are currently available to the
modular electronic device via an ad hoc combination of
devices and compares the current set of computing resources
to the plurality of required sets of computing resources. The
modular electronic device identifies at least one computing
task that is currently performable based on the comparison
of the current set of computing resources to the plurality of
required sets of computing resources and causes perfor-
mance of the at least one performable computing task by the
ad hoc combination of devices.

[0009] Another example aspect of the present disclosure is
directed to at least one non-transitory computer-readable
medium that stores instructions that, when executed by at
least one processor, cause the at least one processor to
identify one or more computing tasks to be performed.
Execution of the instructions causes the at least one proces-
sor to determine a current set of computing resources that are
currently available to the electronic device via an ad hoc
device combination that includes at least one of an electronic
module physically coupled to the electronic device and an
additional computing device that is communicatively
coupled to the electronic device but not physically coupled
to the electronic device. Execution of the instructions causes
the at least one processor to select at least one of the
computing tasks based at least in part on the current set of
computing resources. Execution of the instructions causes
the at least one processor to cause performance of the at least
one computing task at least in part by the at least one of the
electronic module and the additional computing device.

[0010] Other aspects of the present disclosure are directed
to various systems, apparatuses, non-transitory computer-
readable media, user interfaces, and electronic devices.

[0011] These and other features, aspects, and advantages
of various embodiments of the present disclosure will
become better understood with reference to the following
description and appended claims. The accompanying draw-
ings, which are incorporated in and constitute a part of this
specification, illustrate example embodiments of the present
disclosure and, together with the description, serve to
explain the related principles.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0012] Detailed discussion of embodiments directed to
one of ordinary skill in the art is set forth in the specification,
which makes reference to the appended figures, in which:
[0013] FIG. 1 depicts a block diagram of an example ad
hoc combination of modules and devices according to
example embodiments of the present disclosure.

[0014] FIG. 2 depicts a block diagram of an example
modular electronic device according to example embodi-
ments of the present disclosure.

[0015] FIG. 3 depicts a block diagram of an example
module according to example embodiments of the present
disclosure.

[0016] FIG. 4 depicts a block diagram of an example
module in communication with an example smartphone
according to example embodiments of the present disclo-
sure.

[0017] FIG. 5 depicts a block diagram of an example
module connected to other modules through a mesh network
according to example embodiments of the present disclo-
sure.

[0018] FIG. 6 depicts a block diagram of example mod-
ules and mesh networks associated with specific users
according to example embodiments of the present disclo-
sure.

[0019] FIG. 7 depicts a block diagram of a central server
or local coordinator performing task breakdown and alloca-
tion according to example embodiments of the present
disclosure.

[0020] FIG. 8 depicts a flow chart diagram of an example
method for contextual task management according to
example embodiments of the present disclosure.

[0021] FIG. 9 depicts a flow chart diagram of an example
method for user-guided contextual task management accord-
ing to example embodiments of the present disclosure.
[0022] FIG. 10 depicts a flow chart diagram of an example
method for task selection based on priority according to
example embodiments of the present disclosure.

[0023] FIG. 11 depicts a flow chart diagram of an example
method for contextual task performance according to
example embodiments of the present disclosure.

[0024] FIG. 12 depicts a flow chart diagram of an example
method for task selection based on intra-queue priority
according to example embodiments of the present disclo-
sure.

[0025] FIG. 13 depicts a flow chart diagram of an example
method for queue selection based on inter-queue priority
according to example embodiments of the present disclo-
sure.

DETAILED DESCRIPTION

[0026] Generally, the present disclosure is directed to
modular electronic devices and associated methods of opera-
tion. In particular, the present disclosure relates to ad hoc
combinations of modules and other devices that can sense
each other, connect, and share functionality. Modules can
discover each other’s presence and availability and can
advertise their own availability, capabilities, and price. Mod-
ules can negotiate use of other modules’ resources, identify
tasks suitable for a current module network environment,
and/or assign tasks using resources of different modules to
complete the tasks.
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[0027] More particularly, the present disclosure is directed
to a modular electronic device and electronic modules
thereof that are capable of performing task management
based on a particular context of computing resources that are
currently available to the modular electronic device. For
example, the computing resources can be available to the
device from various participants of an ad hoc combination of
modules and/or other devices.

[0028] In particular, the modular electronic device can
select one or more tasks to perform based on the sensed
context of currently available resources. For example, the
modular electronic device can monitor currently available
resources and capabilities and can compare such currently
available resources to required resources associated with
various tasks and/or queues of tasks. Based on such com-
parison, the modular electronic device can identify one or
more tasks that are currently performable by the ad hoc
combination of devices and can cause performance of one or
more of the performable tasks. For example, the one or more
tasks can be performed at least in part by one or more of the
modules/devices included in the ad hoc combination of
modules/devices. Thus, the systems and methods of the
present disclosure can consistently optimize task perfor-
mance based on available resources.

[0029] More particularly, a modular electronic device can
have certain computing tasks that it may need to perform.
For example, the tasks can be predefined tasks, user-re-
quested tasks, tasks that have been predicted to be desired in
the future, background tasks, autonomous tasks, or other
types of computing tasks. Example computing tasks can
include a processing task (e.g., an encryption task), a com-
munication task (e.g., a communications passthrough), a
storage task (e.g., a specialized secure storage task), a data
collection task (e.g., operation of a sensor such as a tem-
perature sensor, biometric sensor, etc.), or other tasks, opera-
tions, or actions to be performed by a module or device.
[0030] Generally, each task to be performed by the device
can have a corresponding set of resources that are required
to perform such tasks. As one example, a computing task
might be a graphics processing task. Performance of the
graphics processing tasks may require that a particular
hardware resource be available, such as, for example, a
specialized graphics processing unit. Other tasks may
require only general hardware such as a storage task which
requires only some form of non-transitory computer-read-
able storage. Some tasks can have multiple different sets of
resources that are capable of performing the task, but certain
sets may have improved performance (e.g., faster) or may
have more efficient performance (e.g., cheaper). Thus, the
modular electronic device can continuously and/or periodi-
cally monitor available resources to identify computing
tasks that are able to be performed.

[0031] When the resources required for performance of
one or more tasks become available (e.g., as other modules
or other devices enter the ad hoc combination of modules/
devices), the modular electronic device can identify that the
one or more tasks are capable of being performed by the
currently available resources. The modular electronic device
can negotiate with one or more modules/devices to obtain
use of the required resources so that the one or more tasks
can be performed.

[0032] In some implementations, the modular electronic
device can perform the above described process automati-
cally. As an example, a module of the device can continu-
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ously monitor resource availability and autonomously man-
age task performance according to a set of guidelines. For
example, a module of the device and/or other connected
modules can determine appropriate tasks to perform for the
available capabilities based on predefined goals or prefer-
ences specified by a user, default operations, or other set-
tings or guidelines.

[0033] In other implementations, the modular electronic
device can recognize that one or more tasks are capable of
being performed and can notify a user of the device regard-
ing such capability. The user can select one of the perform-
able tasks and the modular electronic device can cause the
task to be performed (e.g., by negotiating use of the required
resources). Thus, the device can notify the user of the
availability of resources and permit the user to choose a
particular task to perform.

[0034] In some implementations, the modular electronic
device can suggest or predict one or more tasks that the user
may wish to be performed with detected available resources
of other modules and devices. As an example, the modular
electronic device can predict one or more tasks expected to
be requested in the future by analyzing past task data to
identify one or more patterns of task requests. Different sets
of resources can be associated with the different patterns of
task requests. In response to detecting that a particular set of
resources are available, a module can suggest (e.g., cause
display of) a list of tasks that make use of such particular set
of resources. The user can be enabled to select one or more
of the listed tasks for performance.

[0035] According to an aspect of the present disclosure,
the modular electronic device can assign a global priority to
each of the computing tasks. The global priority for each
task can generally describe an importance of having the task
performed relative to all other tasks. For example, a task that
is required to be performed within the next hour may have
a superior or more significant global priority relative to a
background cleanup task that does not have a deadline. The
global priority can be assigned according to any prioritiza-
tion scheme (e.g., scoring, ranking, banded, hierarchical,
etc.). In some implementations, one or more global priorities
can be assigned by the user to one or more tasks (e.g., via
interaction with a user interface).

[0036] In some implementations, the modular electronic
device can use the global priority to assist in selecting the
particular task for performance. As one example, if the
available resources are sufficient to perform only one of
several tasks, the modular electronic device can select the
task with the most significant priority for performance. As
another example, the global priority can be one factor of
several considered by the modular electronic device when
selecting tasks for performance.

[0037] According to another aspect of the present disclo-
sure, in some implementations, the modular electronic
device can place tasks within one or more queues. In
particular, the modular electronic device (e.g., one of the
device’s modules) can create and manage task queues which
are associated with certain set(s) of devices/functionalities.
In some implementations, tasks which share some or all of
the same required set of resources can be placed within a
shared queue. Alternatively or in addition to resource
requirements, various other factors or variables can be used
to assign a task to a particular queue. In some implementa-
tions, a single task can be assigned to multiple queues. In
some implementations, respective portions of a task (e.g.,
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“tasklets™) can be assigned into different respective queues.
Thus, tasks can be grouped into queues tasks based on
resource requirements and/or other factors.

[0038] According to another aspect of the present disclo-
sure, in some implementations, the modular electronic
device can maintain sub-queues of tasks within a particular
queue. For example, sub-queues within a queue can be
formed and maintained based on priority levels, resource
requirements, task status, module correspondence (e.g.,
which module or application requested the task), project
correspondence (e.g., which greater project is this task in
furtherance of), or other task variables. Further, respective
tasklets derived from a particular task can be assigned to
different sub-queues based on priority, resource require-
ments, etc.

[0039] According to another aspect, in some implementa-
tions, alternatively or in addition to sub-queues, the modular
electronic device can assign an intra-queue priority to each
task within each queue. The intra-queue priority for each
task generally describes the importance of such task relative
to other tasks included within the same queue. In some
implementations, the intra-queue priority for each task can
be based on or otherwise reflective of the global priority
assigned to such task. The intra-queue priority can be
assigned according to any prioritization scheme (e.g., scor-
ing, ranking, banded, hierarchical, etc.). In some implemen-
tations, one or more intra-queue priorities can be assigned by
the user (e.g., via interaction with a user interface).

[0040] According to yet another aspect of the present
disclosure, in some implementations, an inter-queue priority
can be assigned to each of the queues of computing tasks.
Thereafter, one or more particular queues of tasks can be
selected for performance based on their respective inter-
queue priorities. For example, a first queue that includes one
or more performable tasks can be selected for performance
in favor of a second queue if the first queue has a superior
inter-queue priority.

[0041] In some implementations, the inter-queue priority
for a particular queue can be based on the global priorities
associated with the tasks included within such queue. As one
example, the inter-queue priority for a particular queue can
be equal to or otherwise based on a cumulative or aggregate
priority associated with all of the tasks included within such
queue. As another example, the inter-queue priority for a
particular queue can equal or otherwise be based on the most
significant global priority assigned to one of the tasks
included within such queue. In other implementations, the
inter-queue priority is independent from or otherwise unin-
fluenced by the global priorities associated with tasks
included within such queue.

[0042] Thus, the present disclosure provides electronic
modules or modular electronic devices that are capable of
selecting tasks to perform or otherwise managing task
performance based on a particular context of computing
resources currently available from the ad hoc combination of
modules and modular electronic devices. In particular, the
modular devices of the present disclosure can detect avail-
able resources and, based on the available resources, auto-
matically identify and perform tasks that utilize the
resources. In one example, a modular electronic device may
not have high-speed Internet communication capability.
When such device detects availability of a high-speed Inter-
net connection through a newly inserted module, it can
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automatically schedule one or more synchronization or
backup tasks to be performed using the module.

[0043] Furthermore, example techniques or operations
described herein as being performed by a modular electronic
device can additionally and/or alternatively be performed by
a server computing device in communication with the modu-
lar electronic device. For example, in some implementa-
tions, a server computing device can perform task manage-
ment based on a particular context of computing resources
available to a particular modular electronic device and then
communicate task management commands to the particular
modular electronic device. In addition, although the example
techniques or operations described herein are discussed with
reference to a modular electronic device, such techniques
and operations are equally applicable to standard, non-
modular computing devices. For example, in some imple-
mentations, a non-modular computing device (e.g., laptop or
traditional smartphone) can perform task management based
on a particular context of computing resources that are
currently available to the non-modular electronic device.
[0044] With reference now to the Figures, example
embodiments of the present disclosure will be discussed in
further detail.

Example Devices and Systems

[0045] FIG. 1 depicts a block diagram of an example
system 100 that includes a modular electronic device 102
participating in an ad hoc combination of devices on a
wireless network 106 according to example embodiments of
the present disclosure. The example modular electronic
device 102 includes one or more electronic modules that can
be removably coupled to the modular electronic device 102.
Each module of the modular electronic device 100 can
include and provide a particular set of capabilities based on
its own respective on-board components, including process-
ing, memory storage, etc. A single representative example
electronic module 104 is illustrated in FIG. 1 for the
purposes of explanation. However, the modular electronic
device 102 can have any number of electronic modules. In
particular, the number of electronic modules included in the
modular electronic device 102 can change over time as
modules are swapped in and out of the device 102.

[0046] According to aspects of the present disclosure, the
modular electronic device 100 is capable of participating
(e.g., by way of the module 104) in ad hoc combinations of
modules and other devices that can sense each other, con-
nect, and share functionality. For example, the ad hoc
combination of modules can include a plurality of modules
that are each physically coupled to the device 102. Alterna-
tively or additionally to the physically coupled modules, the
combination of modules and other devices can include one
or more additional devices (e.g., devices 108 and 110) that
are communicatively coupled to the modular electronic
device 102 over one or more wireless networks 106. The
additional devices accessible over the network can include
other modular devices (e.g., device 108) and/or non-modular
devices (e.g., device 110). Non-modular device 110 can
include a smartphone, a tablet computer, a laptop computer,
a desktop computer, a smart appliance, an embedded com-
puting device, or other computing devices. Devices can be
user-controlled, autonomous, or some combination thereof.
[0047] The wireless network 106 can be one network (e.g.,
a Wi-Fi network) or a combination of networks (e.g., a
combination of a local area Wi-Fi network, a device-specific
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personal area network, a piconet, a module-to-module mesh
network, etc.). In particular, modules can be capable of
communicating with other modules using a wireless com-
munication interface such as RF communication, Near-Field
Communication, Bluetooth, Wi-Fi, other wireless commu-
nication protocols, or some combination thereof. Thus,
modules can be combined logically to perform tasks without
a physical connection between the modules. The modular
electronic device 100 can be further capable of communi-
cating with one or more physically remote devices 114 (e.g.,
a server computing device) over a wide area network 112
(e.g., the Internet).

[0048] Additional computing devices can enter and depart
the ad hoc combination over time. Further, different modules
can be owned by different entities in an environment. For
example, modules can be part of multiple devices that
belong to the same user or to different users. As an example,
in a conference room, the video-conference system can offer
its modules to users within the room.

[0049] In one particular example, a user of the modular
electronic device 102 can visit a coffee shop. Additional
devices (e.g., devices 108 and 110) can also be located in the
coffee shop. For example, the additional devices can include
other customers’ smartphones, other customers’ laptops, a
transaction processing device (e.g., “cash register”), or any
other computing devices located within the coffee shop or
otherwise within range to engage in communications. Thus,
as customers enter and leave the coffee shop, their respective
devices can join and depart the ad hoc combination of
devices available over the network 106. Likewise, as the
user of the modular electronic device 102 leaves the coffee
shop and visits other locations (e.g., a transit station), the
modular electronic device 102 can be exposed to many
different ad hoc combinations of devices that are respec-
tively located at such other locations (e.g., the transit sta-
tion).

[0050] According to aspects of the present disclosure,
each module of the device 100 can provide or enable
different functionality based on its connection in different
device environments. Similarly, if other modular electronic
devices (e.g., modular device 108) are communicatively
connected over a network, the modules of such devices can
each provide or enable their own respective functionalities.
Likewise, non-modular devices can provide or enable dif-
ferent functionalities as well.

[0051] As an example, the module 104 of the modular
device 102 can perform particular tasks when connected to
the device 102. For example, the example module 104 can
provide processing functionality, memory storage function-
ality, or other specific functions based on its particular
hardware and/or software.

[0052] Further, each module can be removed from the
modular device 102 and connected in a different environ-
ment to perform different tasks. For example, the module
104 can perform particular tasks if it is connected to a
different device, or it can be a module in a connected
network of modules that can create an ad hoc higher level
functionality.

[0053] The tasks to be performed by a module or network
of modules can be defined in various ways. In some
instances, a user can indicate particular tasks. For example,
a user can specify particular tasks to perform using available
capabilities of the module and other connected modules/
devices. In some cases, the module 104 or modular device
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102 can output (e.g., display) to the user the capabilities it
and other connected modules have available.

[0054] In one example, the module 104 of the modular
device 102 can be a cellular communication module. The
cellular communication module can offer to provide cellular
communication capability to a different device (e.g., device
110) that can lack such capability. In another example, if the
modular device 102 has a low battery capacity, it can offload
a power-intensive task to another device (e.g., device 110).
[0055] In yet further examples, a local or remote server
(e.g., device 114) can offer its functionality to devices in a
modular manner. For example, a server with high processing
capacity can be accessed and used by the module 104 or
modular device 102 to carry out processor-intensive tasks.
[0056] To enable the ad-hoc combinations described
above, modules can be enabled to: discover each other’s
presence and availability; advertise their own availability,
capabilities, and price; negotiate use of other modules’
resources; identify tasks that can be suitable for a current
environment that includes certain modules; and/or partition
tasks such that parts of the task can be performed by the
different modules to complete the task. Particular example
components for performing these functions will be discussed
further below, for example with reference to FIGS. 3 and 7.
[0057] In addition, as will be discussed further below,
modules and modular devices of the present disclosure can
be capable of performing task management based on a
particular context of computing resources that are currently
available to the modular electronic device. In particular, the
modular electronic device can select one or more tasks to
perform based on the sensed context of currently available
resources.

[0058] FIG. 2 depicts a block diagram of an example
modular electronic device 200 according to example
embodiments of the present disclosure. The example modu-
lar electronic device includes a chassis 202 and a plurality of
electronic modules. Two representative example electronic
modules 250 and 260 are illustrated in FIG. 2 for the
purposes of explanation. However, the modular electronic
device 200 can have any number of electronic modules. In
particular, the number of electronic modules included in the
modular electronic device 200 can change over time as
modules are swapped in and out of the chassis 202.

[0059] The chassis 202 can include a chassis controller
202, one or more data connection interfaces 228, and one or
more latch mechanisms 220. In some implementations, the
chassis 202 can include a frame which has a number of slots
or “bays” into which the modules 250 and 260 are remov-
ably received. The chassis 202 can serve as an endoskeleton
or backbone to provide structure and shape to the modular
electronic device 202. For example, the chassis 202 can
include a front backplane and a rear backplane with elec-
tronic components of the chassis positioned therebetween.
[0060] The chassis controller 204 can include one or more
processors 206 and a memory 208. Processor 206 of the
chassis controller 202 can be any suitable processing device
(e.g., microprocessor; microcontroller; ASIC; FPGA; etc.)
and can be one processor or a plurality of processors that are
operatively connected.

[0061] Memory 208 can include any number of non-
transitory storage media such as RAM, ROM, flash,
EEPROM, EPROM, hard drives, etc. The memory 208 can
store processor-executable instructions 210. Execution of
the instructions 210 stored in memory 208 by the processor
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206 can cause the chassis controller 204 to perform opera-
tions consistent with the present disclosure (e.g., provide
system-level management of interaction between the elec-
tronic modules 250 and 260).

[0062] The chassis 202 can also include at least one data
connection interface 218 that communicatively couples the
plurality of electronic modules to the chassis controller 204.
As one example, the chassis 204 can include at least one data
connection interface 218 in each of the plurality of slots or
bays. The at least one data connection interface 218 can
provide bi-directional communications between the chassis
controller 204 and the electronic module via one or more
electrical, magnetic (e.g., inductive), or optical couplings
between the interface 218 and the corresponding module
(e.g., with a complementary data connection interface of the
electronic module). As an example, the data connection
interface 218 of each bay can include a number of comple-
mentary pairs of prongs, pins, contacts, or the like to form
a number of serial data connections or other forms of data
connection. In other implementations, the at least one data
connection interface 218 of the chassis 202 can perform
wireless communication with one or more of the electronic
modules (e.g., according to a short-range wireless commu-
nications protocol such as Bluetooth).

[0063] The chassis 202 can also include one or more latch
mechanisms 220 which serve to selectively retain electronic
modules within their respective bays. In some implementa-
tions, the chassis 202 includes at least one latch mechanism
220 within each of the plurality of bays. As one example, the
latch mechanism 220 within each bay can include an elec-
tropermanent magnet included in the chassis. When acti-
vated, the electropermanent magnet creates a magnetic field
that serves to magnetically hold the electronic module
within the bay.

[0064] As another example, in some implementations,
each bay can include a fixed retention member associated
with a wall or surface of the bay and each electronic module
can include a release member at least partially housed within
the associated module housing that is configured to release-
ably engage the retention member. In some implementa-
tions, the retention member can correspond to a projection
or lip extending outwardly from the floor or bottom surface
of the bay and the release member can correspond to an
actuatable hook at least partially housed within the module
housing. In other implementations, the respective locations
and configuration of the retention/release members can be
reversed, with the retention member being associated with
the electronic module and the release member and electro-
mechanical actuator being associated with the bay.

[0065] In some implementations, the chassis 202 further
includes one or more buttons on a side of the chassis. For
example, the buttons can be the same as or similar to volume
control buttons typically seen on mobile computing devices.
In yet further implementations, the chassis 202 can include
a switch that has at least one component that is temporarily
pullable away from the chassis by a user. The pullable
component can retract once released by the user. The switch
can enable selective release of modules from the chassis
202.

[0066] The example electronic module 250 can include
one or more processors 251 and a memory 252. Processor
251 of the module 250 can be any suitable processing device
(e.g., microprocessor; microcontroller; ASIC; FPGA; etc.)
and can be one processor or a plurality of processors that are
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operatively connected. Memory 252 can include any number
of non-transitory storage media such as RAM, ROM, flash,
EEPROM, EPROM, hard drives, etc. The memory 252 can
store processor-executable instructions 253. Execution of
the instructions 253 stored in memory 252 by the processor
251 can cause the module 250 to perform operations con-
sistent with the present disclosure.

[0067] In other implementations, the module 250 does not
include the processor 251. For example, the module 250
may simply include the instructions 253 stored in memory
252. Another, different module connected to the chassis 202
can include a processor that can load the instructions 253
from the memory 252 and execute the instructions 253.
Thus, the modular device 200 can include a number of
modules which cooperatively operate to serve as a single
device and/or perform desired operations.

[0068] In some implementations, the memory 252 further
stores data 254 that describes one or more computing tasks;
one or more queues of computing tasks; and one or more
priorities (e.g., global priorities, intra-queue priorities; inter-
queue priorities; etc.) respectively associated with the one or
more computing tasks and/or the one or more queues of
computing tasks.

[0069] More particularly, the modular electronic device
200 can have certain computing tasks that it may need to
perform. For example, the tasks can be predefined tasks,
user-requested tasks, tasks that have been predicted to be
desired in the future, background tasks, autonomous tasks,
or other types of computing tasks. The tasks can be related
to module 250 or other modules. Generally, each task to be
performed by the device can have a corresponding set of
resources that are required to perform such tasks. Further-
more, various types of priorities can be assigned to the tasks
and/or queues. Thus, the memory 252 of the module 250 can
store data 254 that describes each of the tasks, their respec-
tive required resource, priorities, etc.

[0070] The electronic module 250 can further include a
resource negotiator 255, a task predictor 256, and a task
manager 257. The electronic module 250 can implement the
resource negotiator 255 to negotiate use of other modules’ or
devices’ resources by the electronic module 250 and/or
negotiate use of the resources of module 250 by other
modules or devices. In some implementations, the resource
negotiator 255 can implement a sense protocol which
enables module 250 and other modules/devices to discover
each other’s presence and availability and advertise their
own respective availability, capabilities, and price. Negotia-
tions can result in agreed upon costs or other exchanges to
compensate for use of the resources of other modules/
devices.

[0071] The electronic module 250 can implement the task
predictor 256 to suggest or predict one or more tasks that the
user may wish to be performed with the currently available
resources of other modules and devices. As an example, the
task predictor 256 can predict one or more tasks expected to
be requested in the future by analyzing past task data to
identify one or more patterns of task requests. Different sets
of resources can be associated with the different patterns of
task requests. In response to detecting that a particular set of
resources are available, the task predictor 256 can suggest
(e.g., cause display of) a list of tasks that make use of such
particular set of resources. The user can be enabled to select
one or more of the listed tasks for performance.
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[0072] The electronic module 250 can implement the task
manager 257 to manage performance of one or more com-
puting tasks based on a particular context of computing
resources currently available to the modular electronic
device 200. In particular, the task manager 257 can select
one or more tasks to perform based on the sensed context of
currently available resources. For example, the task manager
257 can monitor currently available resources and capabili-
ties and can compare such currently available resources to
required resources associated with various tasks and/or
queues of tasks (e.g., as described by data 254). Based on
such comparison, the task manager 257 can identify one or
more tasks that are currently performable by the ad hoc
combination of devices and can cause performance of one or
more of the performable tasks. Thus, the task manager 257
can consistently optimize task performance based on avail-
able resources.

[0073] As an example, when the resources required for
performance of one or more tasks become available (e.g., as
other modules or other devices enter the ad hoc combination
of modules/devices), the task manager 257 can identify that
the one or more tasks are capable of being performed by the
currently available resources. The resource negotiator 255
can negotiate with one or more modules/devices to obtain
use of the required resources so that the one or more tasks
can be performed.

[0074] In some implementations, the task manager 257
can perform the above described process automatically. As
an example, the task manager 257 can continuously monitor
resource availability and autonomously manage task perfor-
mance according to a set of guidelines. For example, the task
manager 257 can determine appropriate tasks to perform for
the available capabilities based on predefined goals or
preferences specified by a user, default operations, or other
settings or guidelines.

[0075] In other implementations, the task manager 257
can recognize that one or more tasks are capable of being
performed and can notify a user of the device regarding such
capability. The user can select one of the performable tasks
and the task manager 257 can cause the task to be performed
(e.g., by instructing or otherwise cooperating with resource
negotiator 255 to negotiate use of the required resources).
Thus, the task manager 257 can notify the user of the
availability of resources and permit the user to choose a
particular task to perform.

[0076] According to an aspect of the present disclosure,
the task manager 257 can assign a global priority to each of
the computing tasks. The global priority for each task can
generally describe an importance of having the task per-
formed relative to all other tasks. For example, a task that is
required to be performed within the next hour may have a
superior or more significant global priority relative to a
background cleanup task that does not have a deadline. The
task manager 257 can assign the global priority according to
any prioritization scheme (e.g., scoring, ranking, banded,
hierarchical, etc.). In some implementations, one or more
global priorities can be assigned by the user to one or more
tasks (e.g., via interaction with a user interface).

[0077] In some implementations, the task manager 257
can use the global priority to assist in selecting the particular
task for performance. As one example, if the available
resources are sufficient to perform only one of several tasks,
the task manager 257 can select the task with the most
significant priority for performance. As another example, the
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global priority can be one factor of several considered by the
task manager 257 when selecting tasks for performance.

[0078] According to another aspect of the present disclo-
sure, in some implementations, the task manager 257 can
place tasks within one or more queues. In particular, the task
manager 257 can create and manage task queues which are
associated with certain set(s) of devices/functionalities. In
some implementations, tasks which share some or all of the
same required set of resources can be placed within a shared
queue. Alternatively or in addition to resource requirements,
the task manager 257 can use various other factors or
variables to assign a task to a particular queue. In some
implementations, a single task can be assigned to multiple
queues. In some implementations, respective portions of a
task (e.g., “tasklets” can be assigned into different respective
queues. Thus, tasks can be grouped into queues tasks based
on resource requirements and/or other factors.

[0079] According to another aspect of the present disclo-
sure, in some implementations, the task manager 257 can
maintain sub-queues of tasks within a particular queue. For
example, sub-queues within a queue can be formed and
maintained based on priority levels, resource requirements,
task status, module correspondence (e.g., which module or
application requested the task), project correspondence (e.g.,
which greater project is this task in furtherance of), or other
task variables. Further, respective tasklets derived from a
particular task can be assigned to different sub-queues based
on priority, resource requirements, etc.

[0080] According to another aspect, in some implementa-
tions, alternatively or in addition to the use of sub-queues,
the task manager 257 can assign an intra-queue priority to
each task within each queue. The intra-queue priority for
each task generally describes the importance of such task
relative to other tasks included within the same queue. In
some implementations, the intra-queue priority for each task
can be based on or otherwise reflective of the global priority
assigned to such task. The intra-queue priority can be
assigned according to any prioritization scheme (e.g., scor-
ing, ranking, banded, hierarchical, etc.). In some implemen-
tations, one or more intra-queue priorities can be assigned by
the user via interaction with a user interface).

[0081] According to yet another aspect of the present
disclosure, in some implementations, the task manager 257
can assign an inter-queue priority to each of the queues of
computing tasks. Thereafter, the task manager 257 can select
one or more particular queues of tasks for performance
based on their respective inter-queue priorities. For example,
a first queue that includes one or more performable tasks can
be selected for performance in favor of a second queue if the
first queue has a superior inter-queue priority.

[0082] In some implementations, the task manager 257
can determine the inter-queue priority for a particular queue
based on the global priorities associated with the tasks
included within such queue. As one example, the inter-queue
priority for a particular queue can be equal to or otherwise
based on a cumulative or aggregate priority associated with
all of the tasks included within such queue. As another
example, the inter-queue priority for a particular queue can
equal or otherwise be based on the most significant global
priority assigned to one of the tasks included within such
queue. In other implementations, the inter-queue priority is
independent from or otherwise uninfluenced by the global
priorities associated with tasks included within such queue.
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[0083] Each of the resource negotiator 255, the task pre-
dictor 256, and the task manager 257 include computer logic
utilized to provide desired functionality. Thus, each of the
resource negotiator 255, the task predictor 256, and the task
manager 257 can be implemented in hardware, application
specific circuits, firmware and/or software controlling a
general purpose processor. In one embodiment, each of the
resource negotiator 255, the task predictor 256, and the task
manager 257 are program code files stored on the storage
device, loaded into memory and executed by a processor or
can be provided from computer program products, for
example computer executable instructions, that are stored in
a tangible computer-readable storage medium such as RAM,
hard disk or optical or magnetic media. The resource nego-
tiator 255, the task predictor 256, and the task manager 257
can each correspond to one or more different programs, files,
circuits, or sets of instructions. Likewise, two or more the
resource negotiator 255, the task predictor 256, and the task
manager 257 can be combined into a single program, file,
circuit, or set of instructions. In some implementations, one
or more of the resource negotiator 255, the task predictor
256, and the task manager 257 are included within a sense
unit of the electronic module 250. For example, the resource
negotiator 255 can be included within a sense unit of the
electronic module 250 or vice versa.

[0084] The electronic module 250 can further include a
data connection interface 258 and a latch mechanism 259. In
some implementations, the data connection interface 258 is
the same as, similar to, or complementary to the data
connection interface 218 described above. For example, the
data connection interface 258 can include a number of
prongs, pins, or other electrical connections that are
designed to mate with complementary connections at the
data connection interface 218. In some implementations, the
latch mechanism 259 is the same as, similar to, or comple-
mentary to the latch mechanism 220 discussed above.
[0085] The example electronic module 260 can include
many of the same components as the electronic module 250:
such as a memory 262 that stores instructions 264; a data
connection interface 267; and a latch mechanism 269.
[0086] Further, the electronic module 260 can include
components that are distinct from those included in the
module 250. Such can enable the module 260 to provide or
offer services or functionality that is different than that
provided by the module 250. For example, the electronic
module 260 can include any number of components that
provide various resources 266. For example, the resources
266 can be general resources such as processing power,
storage capability, or communication bandwidth, or can be
specialized resources, including, for example, specialized
hardware such as a camera, a graphics processing unit, a
blood pressure monitor, a fingerprint scanner, a flashlight, a
speaker, etc.

[0087] As one example resources, the module 260
includes a network interface 270. The network interface 270
can include any components or configuration suitable for
communication over one or more networks, including, for
example, one or more ports, transmitters, wireless cards,
controllers, physical layer components, or other items for
communication according to any currently known or future
developed communications protocol or technology. Thus, as
an example, module 260 can negotiate to provide module
250 with use of its network interface 270 to communicate
with other modules or devices over one or more network.



US 2017/0300363 Al

[0088] Furthermore, the modular electronic device 200
illustrated in FIG. 2 is provided as one example only.
Modular electronic devices of the present disclosure can
have many designs that are different or alternative to the
modular electronic device 200 of FIG. 2. For example,
certain modular electronic devices may not have a chassis
202, but rather consist solely of modules that are physically
coupled to each other.

[0089] According to another aspect of the present disclo-
sure, to enable provision of functionality by different mod-
ules and local or remote devices or servers to each other,
modules can include functions to advertise their presence
and capabilities to other devices/modules. Modules can also
detect other modules that are available and their associated
capabilities. In some implementations, a module can include
one or more sense units which are used for such communi-
cations.

[0090] In particular, FIG. 3 depicts a block diagram of an
example electronic module 302 according to example
embodiments of the present disclosure. The electronic mod-
ule 302 includes a virtual machine 304 running on the
module 302 that can, for example, evaluate the capabilities
of the module. The virtual machine 304 can also coordinate
the communication and use of capabilities between the
module 302 and other modules/devices. For example, the
virtual machine 304 can determine if needed capabilities for
a task are not available on the module and determine how to
obtain or perform those capabilities, (e.g., by connecting
with other modules, server devices, or other devices and
obtaining needed resources).

[0091] In some implementations, the module 302 imple-
ments the virtual machine by executing, with a processor,
instructions stored in a memory. In other implementations of
the present disclosure, modules can perform the above
described functions without using a virtual machine.

[0092] In the example module 302 of FIG. 3, the virtual
machine 304 includes a thread manager 306 to manage
operations of the virtual machine 304. The thread manager
306 can oversee and distribute different threads. For
example, threads can include tasks that are to be performed
by the module. The thread manager 306 can interface with
a hardware abstraction layer 308. The hardware abstraction
layer 308 can include a sense unit 310.

[0093] Each of the thread manager 306 and the sense unit
310 include computer logic utilized to provide desired
functionality. Thus, each of the thread manager 306 and the
sense unit 310 can be implemented in hardware, application
specific circuits, firmware and/or software controlling a
general purpose processor. In one embodiment, each of the
thread manager 306 and the sense unit 310 are program code
files stored on the storage device, loaded into memory and
executed by a processor or can be provided from computer
program products, for example computer executable instruc-
tions, that are stored in a tangible computer-readable storage
medium such as RAM, hard disk or optical or magnetic
media.

[0094] According to an aspect of the present disclosure,
the sense unit 310 can be configured to monitor and deter-
mine current statuses and capabilities of the module 302.
The sense unit 310 can also configured to communicate with
other, corresponding sense units (e.g., sense unit 350) out-
side the virtual machine 304, including, for example, sense
units in other modules or devices. For example, a sense unit
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(e.g., units 310 and 350) can be a small component provided
on various modules intended to use described features.
[0095] The sense unit 310 can advertise a capability of the
module 302. The sense unit 310 can communicate with other
sense units (e.g., unit 350) outside the virtual machine 304
through various available communication modalities. For
example, the sense unit 310 can use Near-Field Communi-
cations (NFC), Bluetooth, or other short range wireless
protocols for such communication.

[0096] In some instances, where the sense unit 310 is part
of' a module 302 that itself is part of a modular device that
includes other modules, the sense unit 310 can communicate
with other sense units using inter-process communication
(IPC) within the device (e.g., by way of one or more data
connection interfaces). In other instances, the sense unit 310
can communicate with remote sense units (e.g., sense units
at a remote server) over a wide area network (e.g., the
Internet). In some cases, the sense unit 310 can utilize a
physical connection, such as, for example, a connection over
a port (e.g., USB), a wired network interface, a proprietary
interface, or physical connections to communicate with
other sense units.

[0097] The sense unit 310 can be capable of identifying
other sense units that correspond to modules of the same or
similar type. In some examples, similar modules can deter-
mine that a connection between the modules is secure.
[0098] According to another aspect of the present disclo-
sure, a module can advertise its presence and capabilities. In
particular, in the example module 302 illustrated in FIG. 3,
the sense unit 350 can advertise or describe the functionality
of the module 302. In some implementations, the sense unit
310 of the module 302 can broadcast information listing one
or more capabilities of the module. For example, such
broadcast can be periodic, or triggered by certain conditions.
In other implementations, the sense unit 310 can advertise
only the presence of the module 302, and can receive and
respond to requests to describe capabilities of the module
302.

[0099] In one example simple protocol, the module 302
can advertise its general functionality. For example, the
advertised information can include an available processing
power, a memory/storage capability, a communication band-
width, or other information concerning the module 302.
[0100] In other examples, specialized modules can adver-
tise specific or specialized functionality. For example, spe-
cialized functionality can include the ability to capture
images with a certain quality, the ability to efficiently
implement a mathematical function such as a Fourier trans-
form or a cryptographic function, or other specialized func-
tions.

[0101] In some example protocols, modules can also
advertise additional details about their capabilities. For
example, the module 302 can advertise its communication
capabilities in terms of distance, protocol or speed of which
the module is capable. As examples, an advertisement can
indicate the following information: “Bluetooth, up to 20 m,
at a rate of X kbps™; “cellular, long-distance capable, at a
rate of Y mbps”; etc.

[0102] In some example protocols, modules can similarly
describe their processing functionality in more detail. For
example, advertisements can include information about the
module’s ability to process a standard task within a period
of time. For example, modules can describe memory capa-
bilities in terms of permanent and/or non-permanent storage,
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amount of storage available, speed of storage, etc. The
module can also describe other capabilities such as power
availability, guest mode and/or user authorization, security
and/or privacy settings, etc.

[0103] In some instances, module 302 can be capable of
performing certain software operations and module 302 can
advertise these software operations. For example, module
302 can be capable of and advertise its ability to transcode
a video stream, render a 3-D animation based on input data,
etc.

[0104] In some implementations, module 302 can selec-
tively enable discovery of use-case specific software appli-
cations that might be of interest to other modules. For
example, if module 302 detects an advertised request from
a second module for a particular application, module 302
can, in response, start advertising its capability of providing
functions of that application.

[0105] According to another aspect of the present disclo-
sure, the module 302 can advertise its availability and price.
For example, module 302 can also advertise its availability
in terms of available time or duration and/or available units
of capability. Units of capability can be standardized. Mod-
ule 302 can further advertise a price for utilization of its
capabilities. In some examples, module 302 can charge
different prices for different types of tasks, e.g., different
prices for interruptible and non-interruptible tasks. Accounts
can be associated with various modules or devices. Prices or
other costs to be assessed against such accounts in exchange
for use of resources or other task performance.

[0106] In some implementations, the module 302 can
dynamically update its advertised availability and price
based on a changing environment of connected modules and
tasks. For example, existing tasks can be completed and new
tasks initiated, creating different demands for capabilities of
the module 302 in a module network. In another example,
one or more modules can be brought into or removed from
a module network (e.g., based on communication range),
thus changing the availability of resources and potentially
changing the price of offered capabilities. In another
example, module 302 can periodically broadcast different
availability/price based on utilization of the module’s
resources by other modules.

[0107] According to another aspect of the present disclo-
sure, module 302 can accept tasks to perform. In particular,
module 302 can receive multiple requests from other mod-
ules to utilize its capabilities. Requests can include param-
eters such as a time duration for which the capabilities of the
module 302 are required, whether the task is interruptible, a
price that the requester is offering, a Quality-of-Service
requirement, and other parameters. The module 302 can,
based on the incoming requests and local information,
accept one or more of the requests. The requests can be
accepted in a particular order or in parallel. The module 302
can have one or more budgets (e.g., a computing budget, a
power budget, a memory budget, etc.) and can refuse
requests that exceed one or more of such budgets.

[0108] In one example, the module 302 is part of video-
conferencing hardware and includes a many-core graphics
processing unit (“GPU”). The module 302 can have local
information regarding reservations or demand for the video-
conferencing hardware. Based on this information, the mod-
ule 302 can advertise availability of its capabilities at certain
times, for example, at a time when no video-conference is
scheduled.
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[0109] Further, the module 302 can be capable of per-
forming multiple incoming tasks in parallel (e.g., using
different subset cores of a many-core GPU). In this example,
the module 302 can accept a single request to use the entire
GPU or a combination of requests that together utilize the
GPU. Further, the module 302 can predict a future demand
(e.g., based on historical usage) and reserve its resources
based on such predicted future demand.

[0110] The module 302 can perform a negotiation with a
requester through its sense unit using a sense protocol. For
example, the module 302 can make itself available in
discrete chunks of time and permit a requester to make
reservations. Further, the negotiation can permit a requester
to specify whether a task is non-priority (e.g., a background
processing task). In this example, the module 302 can offer
a lower price (e.g., corresponding to relaxed performance
requirement) to the requester.

[0111] In some implementations, the module 302 can be
capable of serving only one requester at a time. In such
implementations, the module 302 can choose one of the
incoming requests, for example, based on the offered price,
time duration, or other parameters associated with the
request.

[0112] Thus, the module 302 is capable (e.g., by way of
the sense unit 310), of discovering the presence and avail-
ability of other modules or devices and is capable of
advertising its own availability, capabilities, and price. The
module 302 can negotiate use of other modules’ resources,
identify tasks suitable for a current module network envi-
ronment, and assign tasks using resources of different mod-
ules to complete the tasks. Particular examples of the
above-described principles and functions will now be dis-
cussed in further detail.

Example Usage Scenarios

[0113] In a first example scenario, a module can connect
to a server through a smartphone. As an example, FIG. 4
depicts a block diagram of a module 402 in communication
with a smartphone 404, which in turn is in communication
with a server 406. The smartphone 404 may or may not be
modular in nature. The smartphone 404 is provided as an
example computing device. Other computing devices can be
used in place of the smartphone 404 (e.g., a laptop computer
or another module).

[0114] Inthe example illustrated in FIG. 4, the module 402
may be capable only of short-range wireless communica-
tion. Thus, in the illustrated example, the module 402 may
be capable of communicating only with the smartphone 404
because the smartphone 404 is the only device within
communication range of the module 402.

[0115] A sense unit or other component of the module 402
can discover one or more capabilities offered by or through
the smartphone 404. Some capabilities can be offered
directly by the smartphone 404. For example, the capabili-
ties can be accessed from another physically connected
module of the phone. As another example, some resources or
capabilities can be offered by the server 406 that is com-
municatively connected to the smartphone 404. The server
406 can be a remote server or a local server. The smartphone
404 (e.g., a sense unit of the smartphone 404) can relay
information regarding these resources to the module 402 or
other devices.

[0116] In some implementations, the module 402 can
detect the available resources offered by the smartphone 404
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and choose a task to be performed. In some implementa-
tions, the sense unit or other component of the module 402
can communicate a requirement (e.g., for a particular
resource such as a processor) to the smartphone 404 and
request the smartphone 404 to obtain such a capability (e.g.,
through the server 406). The phone 404 can in turn relay
such a request to the server 406 and if the resources are
available, relay the availability to the module 402. Such
communication can proceed through multiple hops between
the module 402 and the server 406.

[0117] In a second example scenario, a module can con-
nect to other modules in a mesh network and to a server
through a smartphone. As an example, FIG. 5 shows a
module 502 similar to module 402 of FIG. 4. The module
502 of FIG. 5 can be additionally capable of communicating
with one or more other modules 504, 506, and 508. For
example, the modules 502-508 can communicate through a
mesh network, as illustrated. The other modules 504-508 of
the mesh network can each offer capabilities (e.g., resources)
and can relay requests to and from the module 502, includ-
ing, for example, to a server 510. The module 502 can select
from the available resources, for example, based on a sense
protocol as described above.

[0118] In a third example scenario, modules and mesh
networks can be associated with specific users. As an
example, FIG. 6 shows a smartphone 604 in communication
with a “Userl server” 606. For example, the phone 604 can
be part of a mesh network including a module 602 associated
with a user named “Userl.” Further, the mesh network can
include other modules, (e.g., modules 608 and 610) that are
part of one or more devices associated with Userl. The mesh
network associated with the Userl server 606 is shown
having modules connected with solid lines to each other and
to the Userl server 606.

[0119] Similarly, a second mesh network can be associated
with a user named “User2,” including a User2 server 656
and modules associated with User2 (e.g., module 652 and
654 and other modules connected to User2 server 656 with
solid lines). A module of this mesh network can discover and
use resources from the other modules or server of the mesh
network to perform tasks.

[0120] Modules of a mesh network can also communicate
with modules of a different mesh network or other modules
that can be available. For example, the other modules can be
within a particular communication range of the module. In
FIG. 6, particular modules of the mesh networks have
communicated with other modules within communication
range, (e.g., module 670 and 672 and other modules shown
in dashed lines). The other modules can be part of their own
mesh networks. Multiple user mesh networks can commu-
nicate with each other to form larger mesh networks.
[0121] In this example, a third user named “User3” that is
associated with a server “User3 server” 686 can enter the
communication range, (e.g., with a device acting as User3
server 686). The User3 server 686 can communicate with
and connect to other modules and mesh networks. The User3
server 686 can receive information about resources available
on the mesh network. The User3 server 686 can request a
resource from the mesh network.

[0122] For example, the User3 server 686 can request a
resource from the module 672. If the requested resource of
the module 672 is already in use, for example, by the User2
module 654 as shown, the sense protocol of one or more of
the involved devices can enable a negotiation. For example,
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the User3 server 686 can offer a higher price for use of the
resource of module 672 than the price to which User2
module 654 initially negotiated. As a result of the negotia-
tion, the User2 module 654 can relinquish the resource of
module 672, or the resource of module 672 can accept a
request from User3 server 686. Thus, in the above example,
there can be competition for resources advertised within the
mesh network and the sense protocol can enable negotiation
for optimal resource allocation.

[0123] According to another aspect of the present disclo-
sure, in some implementations, a central server or local
coordinator can perform task breakdown and allocation. As
an example, FIG. 7 shows an example of task breakdown
and allocation by a server 702 among communicating
devices 704, 706, and 708. In FIG. 7, the server/buyer 702
can be a module or other device (e.g., modular device or
non-modular device) that has one or more tasks to perform
at a given time. In other implementations, the server/buyer
702 can be a non-server module or other device. The
server/buyer 702 can be part of a communication network
(e.g., an ad hoc mesh network) and can be capable of
communicating with one or more devices such as devices
704 and 706. The device/sellers 704-706 can be modules or
other devices able to communicate with the server/buyer 702
and each other.

[0124] The server/buyer 702 can have one or more tasks
that it needs to complete. Such tasks can require resources
that may not be available within the server 702. In some
implementations, a sense unit of the server/buyer 702 can
broadcast requests for particular resources that other devices
in range can receive. The sense unit of the server/buyer 702
can receive information from other devices regarding dif-
ferent resources available in the mesh network.

[0125] For example, a simple sense protocol can enable
each device/seller 704 and 706 to advertise its respective
capabilities in terms of their available communication band-
width B (e.g., to other devices), computing capability C, and
storage capability S. The sense protocol can specify that the
B-C-S capabilities be described in terms of standard units. In
one example, a standard unit for compute capability can be
millions of instructions per second (“MIPS”).

[0126] Inthe example shown in FIG. 7, a first device/seller
704 advertises that it has 10 units of bandwidth, 2 units of
computing, and 500 units of storage capability. A second
device/seller 706 advertises that it has no storage capability,
but has 50 bandwidth and 3 units of computing capability.
Further, the sense protocol can enable each device/seller to
advertise other parameters such as price for utilization of its
resources and a time (or time range) of availability for the
resources. For example, a sense unit of a device/seller can
transmit or broadcast a tuple {B,C,S; price; time} that
includes such information. The transmitted information can
change periodically, for example, based on utilization of
each device/seller. A more advanced sense protocol can
permit the device/seller to specify future prices and units of
availability based on predictions of future task needs, for
example, after particular tasks complete, new tasks start, etc.
[0127] The server/buyer can include a “tasklet manager”
750. The tasklet manager 750 can divide or partition a task
into one or more “tasklets.” A tasklet can be a small,
well-defined unit of work for the task. For example, a tasklet
can specify a mathematical operation (or set of operations)
to be performed on certain data. In another example, a
tasklet can be to communicate an amount of data to a remote
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server. In yet another example, a tasklet can be to store an
amount of data. The tasklet manager 750 can be a compo-
nent of a general task manager.

[0128] A tasklet can specify the resource requirement for
a particular amount of time and/or a communication require-
ment (e.g., bandwidth or physical distance). A tasklet can be
interruptible or non-interruptible, for example, based on
priority or importance of the tasklet.

[0129] A tasklet can require a defined set of resources. The
resource requirements for each tasklet can be defined in
terms of the bandwidth, compute and storage (B,C,S) and/or
other parameters required for the tasklet. In FIG. 7, different
illustrated sizes of tasklets can indicate different amounts of
resources required to perform those tasklets.

[0130] In some implementations, the tasklet manager 750
of the server/buyer 702 can perform the breakdown of tasks
based on information received by a sense unit of the server/
buyer 702 about available resources (e.g., from each device/
seller 704 and 706). For example, the tasklet manager 750
can generate tasklets that are matched to capabilities of the
available device/sellers and that efficiently aggregate the
capabilities.

[0131] The tasklet manager 750 can identify multiple
resources that are capable of performing a tasklet and choose
among them. For example, two different device/sellers can
offer similar compute and bandwidth capability. However,
one of the two devices can support a low-power communi-
cation protocol. In this example, the tasklet manager 750 can
assign the tasklet to the device that supports the low-power
communication protocol.

[0132] In some examples, the tasklet manager 750 can
perform task breakdown independent of the information
received by the sense unit. In some examples, the tasklets
can be generated before information about resources (e.g.,
from device/sellers 704 and 706) is available.

[0133] The sense protocol can be implemented to permit a
price negotiation for resources between the server/buyer 702
and each device/seller 704 and 706, as indicated in FIG. 7.
Based on the negotiation, a tasklet can be assigned to a
particular device/seller. In some cases, resources required
for tasklets can be obtained from multiple devices. In this
manner, the server/buyer 702 can complete the task by
utilizing resources respectively from the device/sellers 704
and 706.

[0134] In the example shown in FIG. 7, a new device/
buyer 708 can join the mesh network. Devices in the mesh
network can relay capabilities (e.g., resources) offered by the
devices and available to the new device/buyer 708. The new
device/buyer 708 can engage in price negotiation with a
device/seller. For example, in FIG. 7, the new device/buyer
engages in price negotiation with the first device/seller 704
and competes with the server/buyer 702 for some resources
of the first device/seller 704. In response, the first device/
seller 704 can complete a tasklet for the server/buyer 702
and switch to performing a tasklet for the new device/buyer
708, for example, if a price offered by the new device/buyer
708 is higher than that offered by the server/buyer 702.
[0135] While the server/buyer 702 and device/seller 704
are shown as different entities, it will be understood that any
device or module can act as a buyer or seller, at different
times, or simultaneously. For example, a device with excess
compute capability and no communication capability can
offer compute resources, while simultaneously consuming
bandwidth capability from a different device.
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[0136] In some implementations, a device/seller can
accept an incoming resource request on a first-in-first-out
basis. In these implementations, there may not be a nego-
tiation.

[0137] In other implementations, there may not be a
central “tasklet manager.” For example, the task can be a
standard operation and can specify pre-defined tasklets. In
such examples, distributed coordination between different
modules can be utilized to complete the task.

[0138] In some implementations, the tasklet manager 750
includes computer logic utilized to provide desired func-
tionality. Thus, the tasklet manager 750 can be implemented
in hardware, application specific circuits, firmware and/or
software controlling a general purpose processor. In one
embodiment, the tasklet manager 750 includes program
code files stored on the storage device, loaded into memory
and executed by a processor or can be provided from
computer program products, for example computer execut-
able instructions, that are stored in a tangible computer-
readable storage medium such as RAM, hard disk or optical
or magnetic media.

Example Methods

[0139] FIG. 8 depicts a flow chart diagram of an example
method 800 for contextual task management according to
example embodiments of the present disclosure. Although
method 800 will be discussed with reference to an example
modular electronic device, example method 800 can be
performed a non-modular device as well.

[0140] At 802, a modular electronic device identifies a
plurality of computing tasks to be performed. For example,
the computing tasks can be processing tasks, storage tasks,
communication tasks, etc. The modular electronic device
can include one or more modules.

[0141] In some implementations, identifying the one or
more computing tasks to be performed at 802 can include
predicting at least a first computing task that will be
requested to be performed in the future.

[0142] At 804, the modular electronic device determines a
plurality of required sets of computing resources that are
respectively required to perform the plurality of computing
tasks. For example, each task to be performed can have a
corresponding set of resources that are required to perform
such tasks. In some implementations, each task can include
metadata that describes its particular required resources.
[0143] At 806, the modular electronic device senses a
current set of computing resources that are currently avail-
able via an ad hoc combination of devices. For example, the
modular electronic device can implement a sense protocol
which enables the device and other modules/devices to
discover each other’s presence and availability and advertise
their own respective availability, capabilities, and price.
[0144] At 808, the modular electronic device compares the
current set of computing resources to the plurality of
required sets of computing resources. In one example, the
modular electronic device determines, for each computing
task, whether the current set of computing resources satisfies
or otherwise provides all of the required computing
resources.

[0145] At 810, the modular electronic device identities at
least one computing task that is currently performable based
on the comparison of the current set of computing resources
to the plurality of required sets of computing resources.
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[0146] At 812, the modular electronic device causes per-
formance of at least one performable computing task by the
ad hoc combination of devices. For example, the modular
electronic device can negotiate with one or more modules/
devices to obtain use of the required resources so that the
one or more tasks can be performed.

[0147] FIG. 9 depicts a flow chart diagram of an example
method 900 for user-guided contextual task management
according to example embodiments of the present disclo-
sure. Although method 900 will be discussed with reference
to an example modular electronic device, example method
900 can be performed by a non-modular device instead.
[0148] At 902, the modular electronic device identifies a
plurality of performable computing tasks based on a com-
parison of a current set of computing resources to a plurality
of required sets of computing resources respectively asso-
ciated with a plurality of computing tasks.

[0149] At 904, the modular electronic device provides a
notification to a user that identifies the plurality of perform-
able computing tasks. For example, the modular electronic
device can recognize that a plurality of different tasks are
capable of being performed and can notify a user of the
device regarding such capability. The notification can be
provided, for example, on a display of the device. In some
implementations, the notification can provide a negotiated
price associated with performance of each task.

[0150] At 906, the modular electronic device receives data
descriptive of a user input that selects a first performable
task of the plurality of performable computing tasks and
instructs performance of the first performable task. For
example, the user can interact with the notification to select
one or more of the tasks. Selection by the user can indicate
that such task should be performed.

[0151] At 908, the modular electronic device causes per-
formance of the selected computing task(s) by an ad hoc
combination of devices. For example, the modular electronic
device can negotiate with one or more modules/devices to
obtain use of the required resources so that the one or more
tasks can be performed.

[0152] Insome implementations, the user input can further
provide a price that the user is willing to pay to have the task
performed. For example, the user can interact with the
notification to set the price. In response to the user input, the
modular electronic device can attempt to negotiate with one
or more modules/devices to obtain use of the required
resources so that the one or more tasks can be performed,
while always remaining within the user-specified price. In
some implementations, the user can specify a price before-
hand and the device will provide the notification only if it
has already negotiated the appropriate resources for a price
that is less than the user-specified value.

[0153] FIG. 10 depicts a flow chart diagram of an example
method 1000 for task selection based on priority according
to example embodiments of the present disclosure. Although
method 1000 will be discussed with reference to an example
modular electronic device, example method 1000 can be
performed by a non-modular device instead.

[0154] At 1002, the modular electronic device assigns a
priority to each of a plurality of computing tasks to be
performed. For example, the priority can be a global priority
that generally describes an importance of having the task
performed relative to all other tasks.

[0155] At 1004, the modular electronic device identifies a
plurality of performable computing tasks based on a com-
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parison of a current set of computing resources to a plurality
of required sets of resources respectively associated with the
plurality of computing tasks.

[0156] At 1006, the modular electronic device selects at
least one of the plurality of performable computing tasks
based at least in part on the respective priority assigned to
each of the plurality of performable computing tasks. For
example, the modular electronic device can select the task
with the most significant priority for performance. As
another example, the priority can be one factor of several
considered by the modular electronic device when selecting
tasks for performance.

[0157] At 1008, the modular electronic device causes
performance of the selected task(s). For example, the modu-
lar electronic device can negotiate with one or more mod-
ules/devices to obtain use of the required resources so that
the selected task(s) can be performed.

[0158] FIG. 11 depicts a flow chart diagram of an example
method 1100 for contextual task performance according to
example embodiments of the present disclosure. Although
method 1100 will be discussed with reference to an example
modular electronic device, example method 1100 can be
performed by a non-modular device instead.

[0159] At 1102, the modular electronic device assigns
each of a plurality of computing tasks to be performed to one
of'a plurality of queues. For example, the modular electronic
device (e.g., one of the device’s modules) can create and
manage task queues which are associated with certain set(s)
of devices/functionalities.

[0160] In some implementations, tasks which share some
or all of the same required set of resources can be placed
within a shared queue. Alternatively or in addition to
resource requirements, various other factors or variables can
be used to assign a task to a particular queue. In some
implementations, a single task can be assigned to multiple
queues. In some implementations, respective portions of a
task (e.g., “tasklets™) can be assigned into different respec-
tive queues. Thus, tasks can be grouped into queues tasks
based on resource requirements and/or other factors.
[0161] At 1104, the modular electronic device identifies at
least one queue that is currently performable based on a
comparison of a current set of computing resources to a
plurality of required sets of resources respectively associated
with the plurality of queues. For example, the modular
electronic device can identify at least one queue for which
the current set of resources satisfies or otherwise provides all
of the required resources.

[0162] At 1106, the modular electronic device causes
performance of at least one task included within the at least
one performable queue. For example, the modular electronic
device can negotiate with one or more modules/devices to
obtain use of the required resources so that the at least one
task included within the at least one performable queue can
be performed.

[0163] FIG. 12 depicts a flow chart diagram 1200 of an
example method for task selection based on intra-queue
priority according to example embodiments of the present
disclosure. Although method 1200 will be discussed with
reference to an example modular electronic device, example
method 1200 can be performed by a non-modular device
instead.

[0164] At 1202, the modular electronic device assigns
each of a plurality of computing tasks to be performed to one
of'a plurality of queues. For example, the modular electronic
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device (e.g., one of the device’s modules) can create and
manage task queues which are associated with certain set(s)
of devices/functionalities.

[0165] At 1204, the modular electronic device assigns an
intra-queue priority to each of the plurality of computing
tasks. For example, the intra-queue priority for each task can
generally describe the importance of such task relative to
other tasks included within the same queue.

[0166] In some implementations, the intra-queue priority
for each task can be based on or otherwise reflective of the
global priority assigned to such task. The intra-queue pri-
ority can be assigned according to any prioritization scheme
(e.g., scoring, ranking, banded, hierarchical, etc.). In some
implementations, one or more intra-queue priorities can be
assigned by the user (e.g., via interaction with a user
interface).

[0167] At 1206, the modular electronic device identifies at
least a first queue that is currently performable based on a
comparison of a current set of computing resources to a
plurality of required sets of resources respectively associated
with the plurality of queues.

[0168] At 1208, the modular electronic device selects at
least a first task included within the first queue based at least
in part on the intra-queue priorities assigned to the tasks
included within the first queue. For example, the modular
electronic device can select the task with the most significant
intra-queue priority for performance. As another example,
the intra-queue priority can be one factor of several consid-
ered by the modular electronic device when selecting tasks
for performance.

[0169] At 1210, the modular electronic device causes
performance of the selected first task. For example, the
modular electronic device can negotiate with one or more
modules/devices to obtain use of the required resources so
that the first task can be performed.

[0170] FIG. 13 depicts a flow chart diagram of an example
method 1300 for queue selection based on inter-queue
priority according to example embodiments of the present
disclosure. Although method 1300 will be discussed with
reference to an example modular electronic device, example
method 1300 can be performed by a non-modular device
instead.

[0171] At 1302, the modular electronic device assigns
each of a plurality of computing tasks to be performed to one
of'a plurality of queues. For example, the modular electronic
device (e.g., one of the device’s modules) can create and
manage task queues which are associated with certain set(s)
of devices/functionalities.

[0172] At 1304, the modular electronic device assigns an
inter-queue priority to each of the plurality of queues. For
example, the inter-queue priority for each queue can gener-
ally describe an importance of having such queue performed
relative to other queues.

[0173] In some implementations, the inter-queue priority
for a particular queue can be based on the global priorities
associated with the tasks included within such queue. As one
example, the inter-queue priority for a particular queue can
be equal to or otherwise based on a cumulative or aggregate
priority associated with all of the tasks included within such
queue. As another example, the inter-queue priority for a
particular queue can equal or otherwise be based on the most
significant global priority assigned to one of the tasks
included within such queue. In other implementations, the
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inter-queue priority is independent from or otherwise unin-
fluenced by the global priorities associated with tasks
included within such queue.

[0174] At 1306, the modular electronic device identifies a
plurality of queues that are currently performable based on
a comparison of a current set of computing resources to a
plurality of required sets of resources respectively associated
with the plurality of queues.

[0175] At 1308, the modular electronic device selects at
least a first queue of the plurality of performable queues
based at least in part on the inter-queue priorities assigned to
the plurality of performable queues. For example, a first
queue that includes one or more performable tasks can be
selected for performance in favor of a second queue if the
first queue has a superior inter-queue priority.

[0176] At 1310, the modular electronic device causes
performance of at least one task included within the first
queue. For example, the modular electronic device can
negotiate with one or more modules/devices to obtain use of
the required resources so that the task(s) within the first
queue can be performed.

ADDITIONAL DISCLOSURE

[0177] The technology discussed herein makes reference
to servers, databases, software applications, and other com-
puter-based systems, as well as actions taken and informa-
tion sent to and from such systems. The inherent flexibility
of computer-based systems allows for a great variety of
possible configurations, combinations, and divisions of tasks
and functionality between and among components. For
instance, processes discussed herein can be implemented
using a single device or component or multiple devices or
components working in combination. Databases and appli-
cations can be implemented on a single system or distributed
across multiple systems. Distributed components can oper-
ate sequentially or in parallel.

[0178] While the present subject matter has been
described in detail with respect to various specific example
embodiments thereof, each example is provided by way of
explanation, not limitation of the disclosure. Those skilled in
the art, upon attaining an understanding of the foregoing,
can readily produce alterations to, variations of, and equiva-
lents to such embodiments. Accordingly, the subject disclo-
sure does not preclude inclusion of such modifications,
variations and/or additions to the present subject matter as
would be readily apparent to one of ordinary skill in the art.
For instance, features illustrated or described as part of one
embodiment can be used with another embodiment to yield
a still further embodiment. Thus, it is intended that the
present disclosure cover such alterations, variations, and
equivalents.

[0179] In particular, although FIGS. 8-13 respectively
depict steps performed in a particular order for purposes of
illustration and discussion, the methods of the present dis-
closure are not limited to the particularly illustrated order or
arrangement. The various steps of the methods 800-1300 can
be omitted, rearranged, combined, and/or adapted in various
ways without deviating from the scope of the present
disclosure.

What is claimed is:

1. A computer-implemented method for contextual task
management, the method comprising:



US 2017/0300363 Al

identifying, by a modular electronic device comprising at
least a first electronic module, a plurality of computing
tasks to be performed;
determining, by the modular electronic device, a plurality
of required sets of computing resources respectively
required to perform the plurality of computing tasks;
determining, by the modular electronic device, a current
set of computing resources that are currently available
to the modular electronic device via an ad hoc combi-
nation of devices;
comparing, by the modular electronic device, the current
set of computing resources to the plurality of required
sets of computing resources;
identifying, by the modular electronic device, at least one
computing task that is currently performable based on
the comparison of the current set of computing
resources to the plurality of required sets of computing
resources; and
causing, by the modular electronic device, performance of
the at least one performable computing task by the ad
hoc combination of devices.
2. The computer-implemented method of claim 1, further
comprising:
providing, by the modular electronic device, a notification
to a user of the modular electronic device that identifies
the at least one performable computing task; and
receiving, by the modular electronic device, data descrip-
tive of a user input that instructs performance of the at
least one performable computing task;
wherein causing, by the modular electronic device, per-
formance of the at least one performable computing
task by the ad hoc combination of devices comprises
causing, by the modular electronic device, performance
of the at least one performable computing task by the
ad hoc combination of devices in response to the user
input that instructs performance of the at least one
performable computing task.
3. The computer-implemented method of claim 1,
wherein:
identifying, by the modular electronic device, the at least
one performable computing task comprises identifying,
by the modular electronic device, a plurality of per-
formable computing tasks based on the comparison of
the current set of computing resources to the plurality
of required sets of computing resources;
the method further comprises:
providing, by the modular electronic device, a notifi-
cation to a user of the modular electronic device that
identifies the plurality of performable computing
tasks; and
receiving, by the modular electronic device, data
descriptive of a user input that selects a first per-
formable task of the plurality of performable com-
puting tasks and that instructs performance of the
first performable task; and
causing, by the modular electronic device, performance of
the at least one performable computing task comprises
causing, by the modular electronic device, performance
of the first performable task by the ad hoc combination
of devices in response to the user input that instructs
performance of the first performable task.
4. The computer-implemented method of claim 1,
wherein:
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identifying, by the modular electronic device, the plurality
of computing tasks to be performed comprises predict-
ing, by the modular electronic device, a first computing
task that a user of the modular electronic device will
request to be performed in at least one future time
period; and
identifying, by the modular electronic device, at least one
computing task that is currently performable comprises
determining, by the modular electronic device, that the
predicted first computing task is currently performable.
5. The computer-implemented method of claim 1,
wherein:
identifying, by the modular electronic device, the at least
one performable computing task comprises identifying,
by the modular electronic device, a plurality of per-
formable computing tasks based on the comparison of
the current set of computing resources to the plurality
of required sets of computing resources; and
the method further comprises:
assigning, by the modular electronic device, a priority
to each of the plurality of computing tasks; and
after identifying, by the modular electronic device, the
plurality of performable computing tasks, selecting,
by the modular electronic device, at least one of the
plurality of performable computing tasks for perfor-
mance based at least in part on the respective priority
assigned to each of the plurality of performable
computing tasks.
6. The computer-implemented method of claim 1, further
comprising:
assigning, by the modular electronic device, the plurality
of computing tasks into a plurality of queues, the
plurality of queues respectively associated with the
plurality of required sets of computing resources;
wherein identifying, by the modular electronic device, at
least one performable computing task comprises iden-
tifying, by the modular electronic device, at least one
performable queue based on the comparison of the
current set of computing resources to the plurality of
required sets of computing resources; and
wherein causing, by the modular electronic device, per-
formance of the at least one performable computing
task comprises causing, by the modular electronic
device, performance of at least one of the computing
tasks assigned to the at least one performable queue.
7. The computer-implemented method of claim 6, further
comprising:
assigning, by the modular electronic device, an intra-
queue priority to each the plurality of computing tasks;
and
after identifying, by the modular electronic device, the at
least one performable queue, selecting, by the modular
electronic device, the at least one of the computing
tasks assigned to the at least one performable queue for
performance based at least in part on the respective
intra-queue priority assigned to each of the computing
tasks assigned to the at least one performable queue.
8. The computer-implemented method of claim 6, further
comprising:
assigning, by the modular electronic device, an inter-
queue priority to each the plurality of queues;
wherein identifying, by the modular electronic device, at
least one performable queue based on the comparison
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of the current set of computing resources to the plu-
rality of required sets of computing resources com-
prises:
identifying, by the modular electronic device, a plural-
ity of performable queues based on the comparison
of the current set of computing resources to the
plurality of required sets of computing resources;
and
selecting, by the modular electronic device, at least a
first performable queue of the plurality of perform-
able queues for performance based at least in part on
the inter-queue priorities respectively assigned to the
plurality of performable queues; and
wherein causing, by the modular electronic device, per-
formance of at least one of the computing tasks
assigned to the at least one performable queue com-
prises causing, by the modular electronic device, per-
formance of at least one of the computing tasks
assigned to the selected first performable queue.
9. The computer-implemented method of claim 1,
wherein:
the ad hoc combination of devices comprises at least one
of:
a second electronic module physically coupled to the
modular electronic device; and
an additional computing device that is communica-
tively coupled to the modular electronic device but
not physically coupled to the modular electronic
device; and
the at least one performable computing task is performed
at least in part by the at least one of the second
electronic module and the additional computing device.
10. A modular electronic device, comprising at least one
processor and at least one electronic module, wherein the
modular electronic device:
identifies a plurality of computing tasks to be performed;
determines a plurality of required sets of computing
resources respectively required to perform the plurality
of computing tasks;
senses a current set of computing resources that are
currently available to the modular electronic device via
an ad hoc combination of devices;
compares the current set of computing resources to the
plurality of required sets of computing resources;
identifies at least one computing task that is currently
performable based on the comparison of the current set
of computing resources to the plurality of required sets
of computing resources; and
causes performance of the at least one performable com-
puting task by the ad hoc combination of devices.
11. The modular electronic device of claim 10, wherein
the modular electronic device:
provides a notification to a user of the modular electronic
device that identifies the at least one performable
computing task; and
receives data descriptive of a user input that instructs
performance of the at least one performable computing
task; and
causes performance of the at least one performable com-
puting task by the ad hoc combination of devices in
response to the user input that instructs performance of
the at least one performable computing task.
12. The modular electronic device of claim 10, wherein
the modular electronic device:
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identifies a plurality of performable computing tasks
based on the comparison of the current set of comput-
ing resources to the plurality of required sets of com-
puting resources;

provides a notification to a user of the modular electronic

device that identifies the plurality of performable com-
puting tasks;

receives data descriptive of a user input that instructs

performance of a first performable task of the plurality
of performable computing tasks; and

causes performance of the first performable task by the ad

hoc combination of devices in response to the user
input that instructs performance of the first performable
task.

13. The modular electronic device of claim 10, wherein to
identify the at least one computing task that is currently
performable, the modular computing device:

to identify the plurality of computing tasks to be per-

formed, the modular computing device predicts a first
computing task that a user of the modular electronic
device will request to be performed in at least one
future time period; and

to identity the at least one computing task that is currently

performable, the modular computing device determines
that the predicted first computing task is currently
performable in advance of the at least one future time
period.

14. The modular electronic device of claim 10, wherein
the modular electronic device:

assigns a priority to each of the plurality of computing

tasks;

identifies a plurality of performable computing tasks

based on the comparison of the current set of comput-
ing resources to the plurality of required sets of com-
puting resources; and

after identifying the plurality of performable computing

tasks, selects at least one of the plurality of performable
computing tasks for performance based at least in part
on the respective priority assigned to each of the
plurality of performable computing tasks.

15. The modular electronic device of claim 10, wherein:

the modular electronic device assigns the plurality of

computing tasks into a plurality of queues, the plurality
of queues respectively associated with the plurality of
required sets of computing resources;

to identify the at least one performable computing task,

the modular electronic device identifies at least one
performable queue based on the comparison of the
current set of computing resources to the plurality of
required sets of computing resources; and

to cause performance of the at least one performable

computing task, the modular electronic device causes
performance of at least one of the computing tasks
assigned to the at least one performable queue.

16. The modular electronic device of claim 15, wherein
the modular electronic device:

assigns an intra-queue priority to each of the plurality of

computing tasks; and

after identifying the at least one performable queue,

selects the at least one of the computing tasks assigned
to the at least one performable queue for performance
based at least in part on the respective intra-queue
priority assigned to each of the computing tasks
assigned to the at least one performable queue.
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17. The modular electronic device of claim 15, wherein:

the modular electronic device assigns an inter-queue

priority to each of the plurality of queues;

to identify the at least one performable queue, the modular

electronic device:

identifies a plurality of performable queues based on
the comparison of the current set of computing
resources to the plurality of required sets of com-
puting resources; and

selects at least a first performable queue of the plurality
of performable queues for performance based at least
in part on the inter-queue priorities respectively
assigned to the plurality of performable queues; and

to cause performance of the at least one of the computing

tasks assigned to the at least one performable queue, the

modular electronic device causes performance of at

least one of the computing tasks assigned to the

selected first performable queue.

18. At least one non-transitory computer-readable
medium that stores instructions that, when executed by at
least one processor of an electronic device, cause the at least
one processor to:

identify one or more computing tasks to be performed;

determine a current set of computing resources that are

currently available to the electronic device via an ad
hoc device combination that includes at least one of: an
electronic module physically coupled to the electronic
device and an additional computing device that is
communicatively coupled to the electronic device but
not physically coupled to the electronic device;

select at least one of the computing tasks based at least in

part on the current set of computing resources; and
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cause performance of the at least one computing task at
least in part by the at least one of the electronic module
and the additional computing device.

19. The at least one non-transitory computer-readable
medium of claim 18, wherein execution of the instructions
further causes the at least one processor to:

determine one or more required sets of computing

resources respectively required to perform the one or
more computing tasks; and
compare the current set of computing resources to the one
or more required sets of computing resources; and

wherein the instructions that cause the at least one pro-
cessor to select at least one of the computing tasks
based at least in part on the current set of computing
resources cause the at least one processor to identify at
least one computing task that is currently performable
based on the comparison of the current set of comput-
ing resources to the plurality of required sets of com-
puting resources.
20. The at least one non-transitory computer-readable
medium of claim 18, wherein execution of the instructions
causes the at least one processor to:
provide a notification to a user of the electronic device
that identifies the at least one selected computing task;

receive data descriptive of a user input that instructs
performance of the at least one selected computing
task; and

cause performance of the at least one selected computing

task by the ad hoc combination of devices in response
to the user input that instructs performance of the at
least one performable computing task.
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