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SYNCHRONIZED TEMPORAL AND 
FREQUENCY - BASED VISUALIZATIONS OF 

OPERATIONAL DATA 

[ 0016 ] FIG . 12 is a block diagram of a system architecture 
according to some embodiments . 
[ 0017 ] FIG . 13 is a block diagram of an apparatus accord 
ing to some embodiments . 

BACKGROUND 
[ 0001 ] System monitoring tools are used to identify and 
diagnose performance issues during the development and 
operation of computer systems and software applications . 
These tools may acquire operational data from one or more 
computer systems via log files , telemetry , etc . and present 
the operational data to a user for analysis . Modem monitor 
ing tools employ user interfaces designed for monitoring 
large - scale operational data generated by , for example , 
cloud - based system deployments . 
[ 0002 ] A user interface of a system monitoring tool may 
display values of performance metrics ( e . g . , operation dura 
tion , processor usage , etc . ) which may be indicative of 
system performance . These values may be displayed with 
respect to time or within histograms which indicate the 
frequency with which particular metric values occur . Con 
ventional monitoring tools do not provide efficient mecha 
nisms for concurrently viewing and manipulating time and 
frequency - based visualizations of metric values . Moreover , 
conventional tools fail to efficiently correlate particular 
metric value instances with specific system events , and to 
identify such correlations within a visualization . These 
shortcomings may hinder the identification and diagnosis of 
computing system performance issues . 

BRIEF DESCRIPTION OF THE DRAWINGS 
10003 ) FIG . 1A is an outward view of a user interface 
presented by a display device according to some embodi 
ments . 
[ 0004 ] FIG . 1B is an outward view of a user interface 
presented by a display device according to some embodi 
ments . 
[ 0005 ] FIG . 1C is an outward view of a user interface 
presented by a display device according to some embodi 
ments . 
10006 ] FIG . 2 is an outward view of a user interface 
presented by a display device according to some embodi 
ments . 
[ 0007 ] FIG . 3 is a block diagram of a system architecture 
according to some embodiments . 
[ 0008 ] FIG . 4 is a flow diagram of a process according to 
some embodiments . 
10009 ] FIG . 5 is an outward view of a user interface 
presented by a display device according to some embodi 
ments . 
[ 0010 ) FIG . 6 is a block diagram of a system architecture 
according to some embodiments . 
[ 0011 ] FIG . 7 is a block diagram of a system architecture 
according to some embodiments . 
[ 0012 ] FIG . 8 is an outward view of a user interface 
presented by a display device according to some embodi 
ments . 
[ 0013 ] FIG . 9 is an outward view of a user interface 
presented by a display device according to some embodi 
ments . 
[ 0014 ] FIG . 10 is a flow diagram of a process according to 
some embodiments . 
[ 0015 ] FIG . 11 is a block diagram of a system architecture 
according to some embodiments . 

DETAILED DESCRIPTION 
f0018 ] . The following description is provided to enable any 
person in the art to make and use the described embodi 
ments . Various modifications , however , will remain readily 
apparent to those in the art . 
[ 0019 ) Generally , some embodiments provide efficient 
presentation of metric values related to computing system 
operation , in both temporal and frequency domains , in 
response to user selection of a subset of data samples . 
Embodiments provide a technical solution to a technical 
problem by operating in conjunction with user interactions 
and by presenting technical information of a computing 
system to facilitate the addressing of technical problems 
within the computing system . 
[ 0020 ] FIG . 1A is an outward view of user interface 100 
according to some embodiments . User interface 100 pres 
ents visualizations 105 and 110 of a set of data samples . The 
data samples may represent operational data associated with 
a monitored computer system . Several non - exhaustive archi 
tectures and processes for acquiring the data samples will be 
described below . 
[ 0021 ] Each data sample is associated with a value of 
metric 115 ( i . e . , operation response time , in the present 
example ) corresponding to an event ( e . g . , a particular com 
puting operation ) and a time at which the event occurred . 
Visualization 105 is a temporal visualization of the metric 
values and plots the metric value against the occurrence time 
for each data sample . Visualization 110 is a frequency 
histogram illustrating , for each of several categorizations of 
the metric ( e . g . , individual ranges of response times ) , the 
number of data samples in the set of data samples which are 
associated with the metric categorization . 
10022 ] User interface 100 includes operation table 120 . 
Operation table 120 presents , for each listed computing 
operation , a count of corresponding data samples and the 
aggregated value of metric 115 , as computed based on the 
corresponding data samples . The operation GET Customers / 
Details is selected , and visualizations 105 and 110 therefore 
reflect a set of data samples associated with this selected 
operation . 
10023 ] The data samples reflected in visualizations 105 
and 110 are also limited to those data samples associated 
with an occurrence time falling within a time period speci 
fied by time window indicator 125 . According to some 
embodiments , selection of an operation within operation 
table 120 results in selection of data samples falling within 
a predetermined default time window , which spans twenty 
four hours in the example of FIG . 1A . As will be described 
below , a user may manipulate user interface 100 to change 
the time window and to thereby change the set of data 
samples represented within visualization 105 and visualiza 
tion 110 . 
[ 0024 ] Percentile controls 130 may be used to select the 
particular set of data samples which is reflected in visual 
izations 105 and 110 and which is used to calculate the 
aggregate metric values in table 120 . As shown , the 95th 
percentile option of control 130 is selected . Accordingly , the 
durations and counts associated with each operation of table 
120 are calculated based on data samples which are asso 
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ciated with metric values ( i . e . , operation response times ) 
within the highest 5 % of metric values of the data samples 
associated with the specified twenty - four hour period . Simi 
larly , due to the selection of the GET Customers / Details 
operation of table 120 , visualizations 105 and 110 also 
represent data samples which are associated with operation 
response times within the highest 5 % of the data samples 
associated with the specified twenty - four hour period . 
[ 0025 ] As mentioned above , visualization 110 comprises a 
histogram illustrating a count of data samples for each of 
several ranges of metric values . The X - axis represents the 
number of samples for a given range of metric values . The 
ranges of metric values in this case ranges of operation 
durations ) are represented by the widths along the Y - axis of 
the vertical bars of visualization 110 . As will be described 
with respect to FIG . 5 , embodiments may illustrate data 
sample counts associated with any type of categorizations of 
the current metric . 
10026 ] . The counts of visualization 110 are based on the 
same data samples that are reflected in visualization 105 . In 
the illustrated example of FIG . 1A , both visualization 105 
and visualization 110 depict data samples associated with 
the GET Customers / Details operation , an occurrence time 
between 9 : 47 am and 9 : 47 am , and an operation response 
time within the top 5 % of all data samples associated with 
the GET Customers / Details operation and the same time 
period . Accordingly , visualizations 105 and 110 may be 
characterized as synchronized with one another . 
[ 0027 ] FIG . 1B illustrates an aspect of this synchroniza 
tion according to some embodiments . As shown , a user has 
manipulated interface 100 to narrow the time period indi 
cated by time window indicator 125 . The narrowed time 
period spans a seventeen hour time period between 3 : 47 pm 
and 8 : 47 am . The time period may be narrowed in some 
embodiments via user selection and dragging of start indi 
cator 150 and / or stop indicator 155 . In some embodiments , 
a user narrows the time period of visualization 105 by 
selecting a region of visualization 105 using a click and drag 
metaphor . Embodiments may employ any suitable imple 
mentation for changing the time period . 
[ 0028 ] According to some embodiments , and in response 
to the changed the time window , the temporal and frequency 
visualizations of user interface 100 are automatically and 
efficiently synchronized to reflect a new set of data samples . 
With respect to the present example , visualizations 160 and 
170 are automatically generated to represent a subset of the 
data samples represented by visualizations 105 and 110 . 
More particularly , visualizations 160 and 170 represent data 
samples associated with the GET Customers / Details opera 
tion , an occurrence time between 3 : 47 pm and 8 : 47 am , and 
an operation response time within the top 5 % of all data 
samples associated with the GET Customers / Details opera 
tion during the same time period . Additional details for 
implementing this functionality will be provided below . 
[ 0029 ] Operations table 120 has also changed from that 
shown in FIG . 1A to reflect the new set of data samples . In 
particular , the counts , aggregated durations , and resulting 
order of the listed operations are determined based on data 
samples associated with the GET Customers / Details opera 
tion , an occurrence time between 3 : 47 pm and 8 : 47 am , and 
an operation response time within the top 5 % of all data 
samples associated with the GET Customers / Details opera - 
tion during the same time period . 

[ 0030 ] FIG . 1C illustrates user interface 100 after receipt 
of another user interaction to change the data sample time 
period . In particular , time window indicator 125 indicates a 
time period between 6 : 23 pm and 8 : 24 pm . In response to 
changing of the time period , new visualizations 180 and 190 
are automatically presented to represent data samples asso 
ciated with the GET Customers / Details operation , an occur 
rence time between 6 : 23 pm and 8 : 24 pm , and an operation 
response time within the top 5 % of all data samples asso 
ciated with the GET Customers / Details operation during the 
same time period . Also as described above , the information 
of operations table 120 has been recalculated and updated to 
reflect the new set of data samples . 
10031 ] FIG . 2 shows user interface 100 after user selection 
of another operation listed in operations table 120 . More 
particularly , in response to user selection of the operation 
GET Reports / Tickets , user interface 100 is automatically 
updated to present visualizations 205 and 210 . According to 
the illustrated embodiment , the time period specified by time 
window control 125 has returned to the default twenty - four 
hour period . The user has also selected the 50 % control of 
percentile controls 130 . Consequently , visualizations 205 
and 210 represent data samples associated with the GET 
Reports / Tickets operation , an occurrence time between 9 : 47 
pm and 9 : 47 pm , and an operation response time within the 
top 50 % of all data samples associated with the same 
operation and time period . Subsequent manipulation of time 
window control 125 to change the relevant time period 
results in similar changes to visualizations 205 and 210 as 
described above . 
[ 0032 ] User interface 100 may comprise one of several 
user interfaces of a performance monitoring tool which 
provides functionality in addition to that described herein . 
User interface 100 may be presented by a display system of 
any suitable client device , such as but not limited to a 
desktop computer , a laptop computer , a tablet computer , a 
smartphone , and a virtual - reality headset . According to some 
embodiments , user interface 100 is a user interface of a Web 
application executing within a Web browser executed by a 
client system . 
[ 0033 ] System 300 of FIG . 3 is a basic block diagram of 
an architecture according to some embodiments . System 300 
includes performance monitoring backend 310 , application 
platform 320 and client system 330 . Generally , performance 
monitoring backend 310 collects telemetry data from appli 
cation platform 320 , processes the telemetry data , and 
provides processed operational data to client system 330 for 
display thereby . 
[ 0034 ] Performance monitoring backend 310 may com 
prise one or more network servers executing a performance 
monitoring service and an analytics engine as is known in 
the art . Backend 310 may also comprise a database for 
storage of telemetry data which is received from monitored 
systems and , in some embodiments , processed to facilitate 
system responsiveness to received analytical queries . 
[ 0035 ] Application platform 320 may comprise one or 
more computer servers executing one or more applications . 
As is known in the art , execution of the applications may 
generate event logs and other data indicative of the perfor 
mance of the hardware of platform 320 and of the software 
of the executing applications . Software agents executing on 
platform 320 may transmit this data to backend 310 . Accord 
ing to some embodiments , the applications themselves are 
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samples of operational data acquired at S420 may be stored 
on the client system for fast access and generation of 
temporal and frequency - based visualizations in response to 
user input as described with respect to FIGS . 1A , 1B , 1C and 

additionally or alternatively augmented with software code 
which executes to transmit this data to backend 310 . 
[ 0036 ] Client system 330 may comprise any suitable com 
puting device capable of executing a performance monitor 
ing application to present a user interface as described 
herein . As mentioned above , the performance monitoring 
application of client system 330 may comprise a Web 
application executed within a Web browser . 
[ 0037 ] Client system 330 also comprises operational data 
according to some embodiments . The operational data may 
include the data samples described above , and may consist 
of two or more distinct caches . As will be described below , 
the storage of particular operational data in client system 
330 may facilitate the efficient synchronization of visual 
izations detailed herein . 
[ 0038 ] FIG . 4 comprises a flow diagram of process 400 to 
provide synchronization of visualizations according to some 
embodiments . In some embodiments , various processing 
units ( e . g . , one or more processors , processing cores , pro 
cessor threads , etc . ) of a client system execute software 
program code to cause a client system to perform process 
400 . Process 400 and all other processes mentioned herein 
may be embodied in computer - executable program code 
read from one or more of non - transitory computer - readable 
media , such as a floppy disk , a CD - ROM , a DVD - ROM , a 
Flash drive , and a magnetic tape , and then stored in a 
compressed , uncompiled and / or encrypted format . In some 
embodiments , hard - wired circuitry may be used in place of , 
or in combination with , program code for implementation of 
processes according to some embodiments . Embodiments 
are therefore not limited to any specific combination of 
hardware and software . 
[ 0039 ] Initially , at S410 , a request is received to present 
values of a metric associated with a computing operation . 
The request may comprise a user instruction , input through 
a user interface of a performance monitoring application , to 
access a performance monitoring page associated with a 
particular operational metric . With respect to user interface 
100 of FIG . 1A , a user may operate a monitoring application 
to access a user interface for monitoring the duration 
required to execute HyperText Transfer Protocol ( HTTP ) 
operations . 
0040 ] In response to the request , a plurality of samples 
are acquired at S420 . Each sample is associated with a time 
( e . g . , an occurrence time ) , a value of a metric ( e . g . , response 
time ) and the computing operation . According to some 
embodiments , the application performance monitoring 
application issues analytical queries to a performance moni 
toring service of a backend system at S420 to retrieve the 
operational data samples . The queries may comprise queries 
to acquire data samples associated with times falling within 
a default time window ( e . g . , the prior twenty - four hours ) , for 
each of one or more computing operations . For example , 
S420 may comprise acquiring operational data samples for 
all monitored computing operations ( e . g . , all HTTP methods 
executed by the monitored computing platform ) . 
[ 0041 ] Additionally , S420 may comprise issuing queries 
to acquire various subsets of the operational data samples . 
For example , the queries may comprise queries to acquire all 
data samples associated with the default time window and 
with a top 5 % of metric values of all samples associated with 
the default time window , for each of one or more computing 
operations . Similar queries may be issued for the top 1 % , top 
50 % and any other desired subset of data samples . All 

[ 0042 ] More generally , according to some embodiments , 
the data samples needed to support the functionality 
described with respect to FIGS . 1A , 1B , 1C and 2 are 
retrieved and loaded into the client system prior to user 
interaction with interface 100 . Consequently , and based on 
the locally - stored result sets , the client system may effi 
ciently generate and present synchronized time and fre 
quency - domain visualizations in response to user selection 
of various time periods . 
[ 0043 ] In this regard , visualizations are presented at S430 
and S440 . The visualization presented at S430 is a visual 
ization of metric value ( e . g . , X - axis ) plotted against time 
( e . g . , Y - axis ) for each of a first set of the acquired samples . 
Each sample of the first set of samples is associated with a 
time within a first time period . For example , visualization 
105 of FIG . 1A visualizes data samples associated with an 
operation duration , a GET Customers / Details operation , and 
an occurrence time within the time period specified by time 
window control 125 . The visualized data samples are also 
those associated with a top 5 % of occurrence times of all 
data samples associated with the GET Customers / Details 
operation , and an occurrence time within the specified time 
period . As mentioned above , this set of data samples may be 
visualized efficiently according to some embodiments 
because the queries for this data were previously executed 
and the result sets stored locally . 
( 0044 The visualization presented at S440 is a visualiza 
tion , for each of several metric categorizations , of a number 
of samples of the first sample set which are associated with 
the metric categorization . Visualization 110 is an example of 
a visualization presented at S440 according to some embodi 
ments . Each metric categorization is a particular range of 
response times , and each vertical bar of visualization 110 
represents a number of samples which are associated with a 
response time within the particular range of response times 
represented by the vertical bar . 
[ 0045 ] Visualization 110 presents data samples which are 
associated with an operation duration , a GET Customers / 
Details operation , and an occurrence time within the time 
period specified by time window control 125 , and which are 
associated with a top 5 % of occurrence times of all data 
samples associated with the GET Customers / Details opera 
tion , and an occurrence time within the specified time 
period . Again , since queries for the data of visualization 110 
were previously executed , visualization 110 may be gener 
ated and presented quickly . 
[ 0046 ] Process 400 pauses at S450 until user selection of 
a new time period is received . For example , a user may 
manipulate time window control 125 as described above to 
select a new time period . If so , flow proceeds to $ 460 . 
10047 ) At S460 , a visualization of a second set of the 
acquired samples is presented . The second set may be a 
subset of the first set of samples which was visualized at 
S430 and S440 . For example , visualization 160 of FIG . 1B 
represents a subset of the samples represented by visualiza 
tion 105 of FIG . 1A . In particular , visualization 160 repre 
sents data samples associated with an operation duration , a 
GET Customers / Details operation , an occurrence time 
between 3 : 47 pm and 8 : 47 am , and with a top 5 % of 
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occurrence times of all data samples associated with the 
GET Customers / Details operation and an occurrence time 
within the newly - specified time period . Similarly , visualiza 
tion 170 is presented at S470 based on the same second set 
of data samples . 
[ 0048 ] Since the queries required for visualizations 160 
and 170 were issued and the corresponding result sets 
acquired at $ 420 , these visualizations may be generated and 
presented at S460 and $ 470 without issuing new time 
consuming queries to a backend system . Consequently , user 
review and analysis of the operational state of the monitored 
system may proceed more efficiently than with respect to 
prior monitoring systems . 
[ 0049 Flow returns to S450 from S470 according to some 
embodiments . Accordingly , a user may select another time 
period ( e . g . , via time window control 125 ) and , in response 
to the selection , cross - synchronized temporal and fre 
quency - domain visualizations are efficiently and rapidly 
presented at S460 and $ 470 . FIG . 1C provides one example 
of this operation according to some embodiments . 
[ 0050 ] As described with respect to FIG . 2 , a user may 
select a next operation for which to view associated data 
visualizations . In some embodiments , process 400 initiates 
and executes to acquire the data samples associated with the 
next operation and present appropriate visualizations as 
described . However , in a case that data samples for all 
monitored operations have been previously acquired and 
stored locally as described above ( e . g . , upon initial access of 
interface 100 ) , the time and frequency - based visualizations 
associated with the next operation may be efficiently pre 
sented without the need for issuing new analytical queries , 
as described above . 
[ 0051 ] Some embodiments of the above - described inter 
active synchronization of sampled temporal and frequency 
domains of an operational metric enable quick and mean 
ingful searching of the relevant samples . By virtue of the 
foregoing , some embodiments facilitate determination of 
how often an operation was slow and of any specific 
sampled modes . The interactivity and cross - synchronization 
capability may also facilitate triaging performance issues in 
production . Additionally , the interactive focus on the run 
ning percentiles may allow a user to efficiently assess the 
severity / priority of Quality of Service issues , by focusing on 
the most impactful issues . 
10052 ] Embodiments are not limited to a response time 
metric . User interface 100 of FIG . 5 presents visualizations 
505 , 510 , 520 and 530 of a set of data samples . The data 
samples are associated with a value of a failed request count 
metric and an occurrence time . Visualization 505 is a 
temporal visualization of the metric value plotted against the 
occurrence time for each data sample . Because the Overall 
row is selected in table 120 , the data samples are not limited 
to a single operation as shown in the prior examples , but are 
associated with any one of the monitored operations . 
[ 0053 ] Visualizations 510 , 520 and 530 illustrate , for each 
of several metric categorizations , how many of the data 
samples are associated with the metric categorization . In the 
case of visualization 510 , the metric categorizations com 
prise a different error response codes , and , in the case of 
visualization 520 , the metric categorizations comprise 
exception types . Similarly , visualization 530 illustrates a 
number of the data samples which are associated with each 
of several dependency failures . Embodiments are not limited 
to the metric categorizations described herein . 

[ 0054 ] According to some embodiments , the queries 
required for visualizations 505 , 510 , 520 and 530 are issued 
and the corresponding result sets acquired at S420 . These 
visualizations may therefore be generated and presented at 
S460 and $ 470 without issuing time - consuming queries to a 
backend system , thereby facilitating user review and analy 
sis of the operational state of the monitored system . 
10055 ) FIG . 6 is a block diagram of a system architecture 
600 according to some embodiments . Performance moni 
toring backend system 610 is configured to monitor Web 
based system 615 consisting of Web server 620 , client 
system 625 and supporting data / services 635 , 640 and 645 . 
Web - based system 615 may be implemented using any 
number and type of public and / or private networks . 
[ 0056 ] Generally , Web server 620 executes a Web service 
to respond to requests received from a Web application 
executed by client system 625 . Responding to the requests 
may require Web server 620 to access remote data ( e . g . , SQL 
data 635 ) , external services 540 or other background ser 
vices 645 . System 615 may comprise any other suitable 
architecture , and may support many separate instances of 
client system 625 . 
[ 0057 ] According to the illustrated embodiment , the code 
implementing Web application , Web service and back 
ground services 645 of system 615 includes instrumentation 
code ( IC ) . The instrumentation code may comprise a soft 
ware development kit which facilitates the transmission of 
in - process telemetry data to backend system 610 as is known 
in the art . 
10058 ] Client monitoring system 630 executes a perfor 
mance monitoring application as described above with 
respect to FIG . 3 . Client monitoring system 630 also 
includes operational data stored within two caches , referred 
to herein as an operational data cache and a metric cache . 
The two caches are intended to provide optimizations 
according to some embodiments . 
[ 0059 ] For example , the operational data cache may store 
result sets acquired via queries issued by the performance 
monitoring application and served by the analytics engine of 
performance monitoring backend system 610 . The result 
sets are stored in the operational data cache in conjunction 
with their associated queries . Accordingly , if a user operates 
the performance monitoring application to issue a query 
which is identical to a previously - issued query , the result set 
of the previously - issued query may be retrieved from the 
operational data cache and used in response to the subse 
quently - issued query . The operational data cache may there 
fore be utilized to reduce the number of queries transmitted 
to backend system 510 and improve performance of the 
performance monitoring application . 
10060 ] The metric cache may be used to store metric data 
acquired from backend system 510 during operation . In 
some embodiments , upon receiving a request for metric 
values from a user , the performance monitoring application 
first looks into the operational data cache to determine 
whether a result set for an identical request was previously 
received as described above . If such a result set is not stored , 
the application retrieves appropriate data from the metric 
cache , if available . 
[ 0061 ] For example , upon access of user interface 100 of 
FIG . 1A , a plurality of data samples are acquired , each of 
which is associated with the GET Customers / Details opera 
tion and an occurrence time within a twenty - four hour 
period as described with respect to S420 of process 400 . The 
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data samples for the specific query are stored in the opera 
tional data cache and in the metric cache of client monitoring 
system 630 . Assuming the time period is narrowed as shown 
in FIG . 1B , the corresponding data samples are not retrieved 
from the operational data cache because the corresponding 
query has changed . However , the performance monitoring 
application retrieves the subset from the metric cache after 
determining that the data samples represent metric values 
and that the time period has been narrowed to a subset of the 
original time period . 
0062 ] The metric cache may also be utilized in response 

to changes in data resolution . For example , it may be 
assumed that the data samples represented in FIG . 1A are 
acquired at five - minute intervals . According to some 
embodiments , if the time window is narrowed to less than a 
particular time resolution threshold width ( e . g . , one hour ) , 
the performance monitoring application is configured to 
acquire and visualize data samples at a higher ( e . g . , one 
minute ) resolution . Accordingly , the analytics engine is 
queried for data samples within the narrowed time window 
and at the required resolution . In some embodiments , the 
query also requests data samples associated with a time 
window ( e . g . , two hours ) before the narrowed time window 
and a time window ( e . g . , two hours ) after the narrowed time 
window . All the resulting data samples are stored in the 
metric cache . Therefore , if the user subsequently moves the 
narrowed time window in either direction , the corresponding 
higher - resolution data samples may be efficiently accessed 
from the local metric cache . 
[ 0063 ] FIG . 7 is a block diagram of system 700 according 
to some embodiments . System 700 includes Web - based 
system 715 which may be configured similarly to above 
described system 615 . Performance monitoring backend 
system 710 may also be configured similarly to backend 
system 610 of architecture 600 , but is illustrated in a 
cloud - based implementation . Accordingly , the elements of 
system 715 may provide telemetry data to system 710 via 
cloud - based protocols . In addition , backend monitoring sys 
tem 710 may leverage cloud - based platforms , networks and 
infrastructure as is known in the art . 

[ 0064 ] Client monitoring devices 730 through 736 may 
comprise implementations of client systems 330 or 630 
described above . For example , each of devices 730 through 
736 may store and execute a Web application received from 
backend system 710 as described above . Each of devices 
730 through 736 may also include browser - accessible stor 
age for storing operational data to enable efficient update and 
cross - synchronization of visualizations as described above . 
[ 0065 ] FIG . 8 illustrates user interface 100 as illustrated in 
FIG . 2 . FIG . 8 also includes indicators 802 , 804 and 806 
presented in conjunction with frequency - domain visualiza 
tion 810 . Indicators 802 , 804 and 806 are visually associated 
with ( i . e . , directly above ) bars 803 , 805 and 807 , respec 
tively . Bars 803 , 805 and 807 are each associated with a 
respective range of metric values ( i . e . , a range of operation 
durations ) , and indicate the number of data samples in the 
current data set which have a metric value within their 
respective ranges . Indicator 802 is associated with the range 
of metric values associated with bar 803 , indicator 804 is 
associated with the range of metric values associated with 
bar 805 , and indicator 806 is associated with the range of 
metric values associated with bar 807 . Embodiments may 

utilize any suitable type of graphical indicator and depict an 
association between the indicator and a visualization bar in 
any suitable manner . 
[ 0066 ] According to some embodiments , each indicator 
802 , 804 and 806 indicates that event trace data has been 
identified for a data sample falling within its associated 
range of metric values . For example , assuming that bar 803 
represents a range of values between 2 . 6 ms and 2 . 7 ms , 
indicator 802 indicates that event trace data has been iden 
tified for a data sample represented by visualizations 810 
and 820 and associated with an operation duration between 
2 . 6 ms and 2 . 7 ms . The event trace data may be considered 
an example of operation execution which leads to an opera 
tion duration of between 2 . 6 ms and 2 . 7 ms . Identification of 
event trace data associated with a data sample according to 
some embodiments is described below . 
[ 0067 ] A user may select one of indicators 802 , 804 and 
806 in order to enable Show Trace control 830 . Show Trace 
control 830 may then be selected to initiate display of the 
event trace corresponding to the selected indicator . FIG . 9 is 
an outward view of interface 900 showing an event trace 
which may be displayed in response to selection of Show 
Trace control 830 . Interface 900 includes an event trace log 
which may be collected by an out - of - process monitoring 
system as is known in the art . According to some embodi 
ments , and as will be described below , example event trace 
logs ( e . g . , representing different percentile ranges of metric 
values ) may be identified and stored on a monitoring client 
for fast retrieval and display . 
[ 0068 ] FIG . 10 is a diagram of process 1000 to present 
indicators and associated event traces according to some 
embodiments . Process 1000 may be executed in conjunction 
with presentation of a frequency - domain visualization as 
described herein . In this regard , process 1000 may be 
preceded by generation of a frequency - domain visualization 
as described above with respect to S440 of process 400 . 
[ 0069 ] Accordingly , prior to S1010 , it will be assumed that 
a visualization has been generated which presents , for each 
of a plurality of metric value ranges , a number of samples of 
a first sample set which are associated with a metric value 
within the metric value range . Then , at S1010 , a sample of 
the first sample set is identified as being associated with a 
stored event trace and with a first metric value range . The 
identification at S1010 according to some embodiments will 
be described below . 
[ 0070 ] At S1020 , an indicator is presented associating the 
first metric value range with the stored event trace . For 
example , as described above , indicator 803 associates a 
stored event trace with an operation duration between 2 . 6 ms 
and 2 . 7 ms . In a case that more than one sample was 
identified at S1010 as being associated with a respective 
stored event trace , S1020 may comprise presenting indica 
tors for each of the identified samples , in association with 
the appropriate metric value range of each identified sample . 
10071 ] Flow cycles at S1030 until an instruction is 
received to present a stored event trace associated with a 
presented indicator . Using interface 100 of FIG . 8 as an 
example , flow proceeds from S1030 to $ 1040 upon user 
selection of an indicator and subsequent selection of Show 
Trace control 830 . 
[ 0072 ] The stored event trace associated with the indicator 
and the identified sample is retrieved at S1040 . According to 
some embodiments , a record representing the stored event 
trace is stored on the monitoring client system and S1040 
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comprises using the information of the record to retrieve the 
event trace from a remote event logging system . The stored 
event trace is presented to the user at S1050 . 
[ 0073 ] Visual correlation of samples and associated event 
traces as described herein may provide a user with efficient 
exemplification - based drill - down capability . According to 
some embodiments , correlation of a data sample to a rep 
resentative example offers an intuitive path towards diag 
nosis of a problematic class of issues empirically observed 
in a running service . 
[ 0074 ] FIG . 11 is a block diagram of architecture 1100 
according to some embodiments . Architecture 1100 includes 
backend monitoring system 1110 for collecting telemetry 
data as well as event traces . In this regard , backend moni 
toring system 1110 receives data samples from instrumen 
tation code within a web service executing within monitored 
platform 1120 as described above . This data is stored and 
denoted as in - process samples in FIG . 11 . 
[ 0075 ] Backend monitoring system 1110 also includes a 
profiler which subscribes to events provided by an agent 
executing out - of - process on platform 1120 and stores cor 
responding event traces within an Event Trace Log ( ETL ) 
storage . Because the agent runs out - of - process , the received 
event traces may provide information regarding the opera 
tion of platform 1120 which is not available to the instru 
mentation code . 
[ 0076 ] According to some embodiments , the profiler 
monitors the received traces and stores records of certain 
exemplary traces within out - of - process examples of plat 
form 1110 . The exemplary traces may include traces asso 
ciated with various levels of system performance . The 
record for each example may include an activity identifier , 
which is provided by the agent executing within monitored 
platform 1120 , and a key to a corresponding trace stored 
within the ETL storage . Each in - process sample provided by 
the instrumentation code is also associated with an activity 
identifier . Notably , the activity identifier of an example is 
identical to an activity identifier of an in - process sample if 
they are related to the same computing activity . 
[ 0077 ] Therefore , S1010 of process 1000 may comprise 
identifying an in - process sample having an activity identifier 
identical to the activity identifier of a record of the out - of 
process examples . Additionally , S1040 may comprise using 
the key of the record to access the corresponding event trace 
from the ETL storage . 
[ 0078 ] According to some embodiments , each of the out 
of - process examples is represented by two records received 
from the profiler , one of which includes an activity identifier 
and an event start time , and the other including the same 
activity identifier and an event end time . Because a particu 
lar in - process sample is associated with both activity iden 
tifier and a time , inclusion of the two records may assist in 
optimizing the search for an out - of - process example corre 
sponding to a particular in - process sample . 
[ 0079 ] FIG . 12 is a block diagram of system architecture 
1200 according to some embodiments . Architecture 1200 
combines elements of several of the above - described system 
architectures . Performance monitoring backend system 
1210 and monitored platform 1220 are implemented in the 
public cloud , while monitored client system 1225 , external 
services 1240 and monitoring client systems 1230 through 
1236 communicate therewith . Embodiments may be imple 
mented by any number or type of computing system archi 
tectures . 

[ 0080 ] FIG . 13 is a block diagram of client monitoring 
system 1300 according to some embodiments . System 1300 
may comprise a general - purpose computing apparatus and 
may execute program code to perform any of the functions 
described herein . System 1300 may include other unshown 
elements according to some embodiments . 
[ 0081 ] System 1300 includes processing unit ( s ) 1310 
operatively coupled to communication device 1320 , persis 
tent data storage device 1330 , one or more input devices 
1340 , one or more output devices 1350 and volatile memory 
1360 . Communication device 1320 may facilitate commu 
nication with external devices , such as an external network 
in communication with the Web . Input device ( s ) 1340 may 
comprise , for example , a keyboard , a keypad , a mouse or 
other pointing device , a microphone , a touch screen , and / or 
an eye - tracking device . Input device ( s ) 1340 may be used , 
for example , to manipulate user interface controls and to 
enter information into system 1300 . Output device ( s ) 1350 
may comprise , for example , a display ( e . g . , a display 
screen ) , a speaker , and / or a printer . 
[ 0082 ] Data storage device 1330 may comprise any appro 
priate persistent storage device , including combinations of 
magnetic storage devices ( e . g . , magnetic tape , hard disk 
drives and flash memory ) , optical storage devices , Read 
Only Memory ( ROM ) devices , etc . , while memory 1360 
may comprise Random Access Memory ( RAM ) , Storage 
Class Memory ( SCM ) or any other fast - access memory . 
[ 0083 ] Browser 1331 and browser application 1332 may 
comprise program code executed by processing unit ( s ) 1310 
to cause system 1300 to perform any one or more of the 
processes described herein . For example , execution of 
browser 1331 may provide an execution engine in which 
browser application 1332 is executed to provide user inter 
faces and visualizations as described herein . In this regard , 
operational cache 1333 , metric cache 1334 and event trace 
records 1335 may store data as described herein and may be 
persisted in data storage device 1330 and / or loaded into 
memory 1360 during operation . Data storage device 1330 
may also store data and other program code for providing 
additional functionality and / or which are necessary for 
operation of apparatus 1300 , such as device drivers , oper 
ating system files , etc . 
[ 0084 ] The foregoing diagrams represent logical architec 
tures for describing processes according to some embodi 
ments , and actual implementations may include more or 
different components arranged in other manners . Other 
topologies may be used in conjunction with other embodi 
ments . Moreover , each component or device described 
herein may be implemented by any number of devices in 
communication via any number of other public and / or 
private networks . Two or more of such computing devices 
may be located remote from one another and may commu 
nicate with one another via any known manner of network ( s ) 
and / or a dedicated connection . Each component or device 
may comprise any number of hardware and / or software 
elements suitable to provide the functions described herein 
as well as any other functions . 
10085 ) Embodiments described herein are solely for the 
purpose of illustration . Those in the art will recognize other 
embodiments may be practiced with modifications and 
alterations to that described above . 
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What is claimed is : 
1 . A system comprising : 
a display device ; 
a memory device storing processor - executable process 

steps ; and 
a processor to execute the processor - executable process 

steps to cause the system to : 
acquire a plurality of samples of data associated with 

one or more computing operations , each of the 
plurality of samples associated with a respective 
computing operation , a time and a metric value ; 

present a first visualization of a first set of the plurality 
of samples on the display device , each sample of the 
first set associated with a time within a first time 
period , and the first visualization indicating a time 
and a metric value for each sample of the first set ; 

present a second visualization of the first set on the 
display device , the second visualization indicating , 
for each of a first plurality of metric categorizations , 
a number of samples of the first set associated with 
the metric categorization ; 

receive a user selection of a second time period ; and 
in response to the user selection of the second time 

period : 
display a third visualization of a second set of the 

plurality of samples on the display device , each 
sample of the second set associated with a time 
within the second time period , and the third visu 
alization indicating a time and a metric value for 
each sample of the second set ; and 

display a fourth visualization of the second set on the 
display device , the fourth visualization indicating , 
for each of a second plurality of metric categori 
zations , a number of samples of the second set 
associated with the metric categorization . 

2 . A system according to claim 1 , the processor to further 
execute the processor - executable process steps to cause the 
system to : 

receive a user selection of a third time period , the third 
time period being a subset of the first time period and 
of the second time period ; and 

determine that the third time period is narrower than a 
time period resolution threshold ; and 

in response to the determination that the third time period 
is narrower than a time period resolution threshold : 
acquire a second plurality of samples of data associated 

with the one or more computing operations over a 
fourth time period , the third time period being a 
subset of the fourth time period , each of the second 
plurality of samples associated with a respective 
computing operation , a time and a metric value , and 
a time resolution of the second plurality of samples 
being greater than a time resolution of the plurality 
of samples ; 

display a fifth visualization of a first set of the second 
plurality of samples on the display device , each 
sample of the first set of the second plurality of 
samples associated with a time within the third time 
period , and the fifth visualization indicating a time 
and a metric value for each sample of the third set ; 
and 

display a sixth visualization of the first set of the second 
plurality of samples on the display device , the sixth 
visualization indicating , for each of a third plurality 

of metric categorizations , a number of samples of the 
first set of the second plurality of samples associated 
with the metric categorization . 

3 . A system according to claim 1 , the processor to further 
execute the processor - executable process steps to cause the 
system to : 

receive a user selection of a third time period ; and 
in response to the user selection of the third time period : 
display a fifth visualization of a third set of the plurality 
of samples on the display device , each sample of the 
third set associated with a time within the third time 
period , and the fifth visualization indicating a time and 
a metric value for each sample of the third set ; and 

display a sixth visualization of the third set on the display 
device , the sixth visualization indicating , for each of a 
third plurality of metric categorizations , a number of 
samples of the third set associated with the metric 
categorization . 

4 . A system according to claim 1 , wherein acquisition of 
the plurality of samples of data comprises : 

issuance of queries for data associated with one or more 
computing operations over a default time period , for 
each of a plurality of percentiles of metric values . 

5 . A system according to claim 1 , the processor to further 
execute the processor - executable process steps to cause the 
system to : 

identify a first sample of the first set associated with a first 
stored event trace , the first sample associated with a 
first metric categorization , 

wherein presentation of the first visualization comprises 
presentation of a first indicator in association with the 
first metric categorization , the first indicator indicating 
the first stored event trace . 

6 . A system according to claim 5 , wherein the indicator is 
selectable to cause presentation of the first stored event 
trace . 

7 . A system according to claim 5 , wherein identification of 
the first sample of the first set associated with the first stored 
event trace comprises : 

determination of a first activity identifier associated with 
the first sample ; and 

identification of a stored data record associated with the 
first stored event trace and with the first activity iden 
tifier . 

8 . A computer - implemented method comprising : 
acquiring a plurality of samples of data associated with 

one or more computing operations , each of the plurality 
of samples associated with a respective computing 
operation , a time and a metric value ; presenting a first 
visualization of a first set of the plurality of samples on 
the display device , each sample of the first set associ 
ated with a time within a first time period , and the first 
visualization plotting a time against a metric value for 
each sample of the first set ; 

presenting a first histogram of the first set on the display 
device , the first histogram indicating , for each of a first 
plurality of metric categorizations , a number of 
samples of the first set associated with the metric 
categorization ; 

identifying an instruction to change the first period to a 
second time period ; and 

in response to the instruction : 
automatically displaying a second visualization of a sec 

ond set of the plurality of samples on the display 
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device , each sample of the second set associated with 
a time within the second time period , and the second 
visualization plotting a time against a metric value for 
each sample of the second set ; and 

automatically displaying a second histogram of the sec 
ond set on the display device , the second histogram 
indicating , for each of a second plurality of metric 
categorizations , a number of samples of the second set 
associated with a metric categorization . 

9 . A method according to claim 8 , further comprising : 
receiving a user selection of a third time period , the third 
time period being a subset of the first time period and 
of the second time period ; and 

determining that the third time period is narrower than a 
time period resolution threshold ; and 

in response to the determination that the third time period 
is narrower than a time period resolution threshold : 
acquiring a second plurality of samples of data asso 

ciated with the one or more computing operations 
over a fourth time period , the third time period being 
a subset of the fourth time period , each of the second 
plurality of samples associated with a respective 
operation , a time and a metric value , and a time 
resolution of the second plurality of samples being 
greater than a time resolution of the plurality of 
samples ; 

automatically displaying a second visualization of a 
first set of the second plurality of samples on the 
display device , each sample of the first set of the 
second plurality of samples associated with a time 
within the third time period , and the second visual 
ization plotting a time against a metric value for each 
sample of the first set of the second plurality of 
samples ; and 

automatically displaying a second histogram of the first 
set of the second plurality of samples on the display 
device , the second histogram indicating , for each of 
a third plurality of metric categorizations , a number 
of samples of the first set of the second plurality of 
samples associated with a metric categorization . 

10 . A method according to claim 8 , further comprising : 
identifying an instruction to change the second period to 

a third time period ; and 
in response to the instruction to change the second period 

to a third time period : 
automatically displaying a second visualization of a third 

set of the plurality of samples on the display device , 
each sample of the third set associated with a time 
within the third time period , and the second visualiza 
tion plotting a time against a metric value for each 
sample of the third set ; and 

automatically displaying a second histogram of the third 
set on the display device , the second histogram indi 
cating , for each of a third plurality of metric categori 
zations , a number of samples of the third set associated 
with a metric categorization . 

11 . A method according to claim 8 , wherein acquiring the 
plurality of samples of data comprises : 

issuing queries for data associated with one or more 
computing operations over a default time period , for 
each of a plurality of percentiles of metric values . 

12 . A method according to claim 8 , further comprising : 
identifying a first sample of the first set associated with a 

first stored event trace , the first sample associated with 
a first metric categorization , 

wherein presenting the first visualization comprises pre 
senting a first indicator in association with the first 
metric categorization , the first indicator indicating the 
first stored event trace . 

13 . A method according to claim 12 , wherein the indicator 
is selectable to cause presentation of the first stored event 
trace . 

14 . A method according to claim 12 , wherein identifying 
the first sample of the first set associated with the first stored 
event trace comprises : 

determining a first activity identifier associated with the 
first sample ; and 

identifying a stored data record associated with the first 
stored event trace and with the first activity identifier . 

15 . A non - transitory computer - readable medium storing 
processor - executable code , the code executable by one or 
more processing units to cause a computing system to : 

present a first visualization of a first set of a plurality of 
samples associated with a respective computing opera 
tion , each sample of the first set associated with a time 
within a first time period , and the first visualization 
indicating a time and a metric value for each sample of 
the first set ; 

present a second visualization of the first set on the 
display device , the second visualization indicating , for 
each of a first plurality of metric categorizations , a 
number of samples of the first set associated with the 
metric categorization ; 

receive , at the first visualization , user input indicating user 
selection of a second time period within the first time 
period ; and 

in response to the user selection of the second time period : 
automatically display a third visualization of a second 

set of the plurality of samples on the display device , 
each sample of the second set associated with a time 
within the second time period , and the third visual 
ization indicating a time and a metric value for each 
sample of the second set ; and 

automatically display a fourth visualization of the sec 
ond set on the display device , the fourth visualization 
indicating , for each of a second plurality of metric 
categorizations , a number of samples of the second 
set associated with the metric categorization . 

16 . A system according to claim 15 , the code executable 
by one or more processing units to cause a computing 
system to : 

receive , at the second visualization , user input indicating 
user selection of a third time period within the second 
time period ; and 

determine that the third time period is narrower than a 
time period resolution threshold ; and 

in response to the determination that the third time period 
is narrower than a time period resolution threshold : 
acquire a second plurality of samples of data associated 

with the computing operation over a fourth time 
period , the third time period being a subset of the 
fourth time period , each of the second plurality of 
samples associated with a respective operation , a 
time and a metric value , and a time resolution of the 
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second plurality of samples being greater than a time 
resolution of the plurality of samples ; 

automatically display a fifth visualization of a first set 
of the second plurality of samples on the display 
device , each sample of the first set of the second 
plurality of samples associated with a time within the 
third time period , and the fifth visualization indicat 
ing a time and a metric value for each sample of the 
third set ; and 

automatically display a sixth visualization of the first 
set of the second plurality of samples on the display 
device , the sixth visualization indicating , for each of 
a third plurality of metric categorizations , a number 
of samples of the first set of the second plurality of 
samples associated with the metric categorization . 

17 . A system according to claim 15 , the code executable 
by one or more processing units to cause a computing 
system to : 

receive , at the second visualization , user input indicating 
user selection of a third time period within the second 
time period ; and 

in response to the user selection of the third time period : 
automatically display a fifth visualization of a third set 
of the plurality of samples on the display device , 
each sample of the third set associated with a time 
within the third time period , and the fifth visualiza 
tion indicating a time and a metric value for each 
sample of the third set ; and 

automatically display a sixth visualization of the third 
set on the display device , the sixth visualization 

indicating , for each of a third plurality of metric 
categorizations , a number of samples of the third set 
associated with the metric categorization . 

18 . A system according to claim 15 , the code executable 
by one or more processing units to cause a computing 
system to : 

acquire the plurality of samples of data by issuing queries 
for data associated with one or more computing opera 
tions over a default time period , for each of a plurality 
of percentiles of operation metric values . 

19 . A system according to claim 15 , the code executable 
by one or more processing units to cause a computing 
system to : 

identify a first sample of the first set associated with a first 
stored event trace , the first sample associated with a 
first metric categorization , 

wherein presentation of the first visualization comprises 
presentation of a first indicator in association with the 
first metric categorization , the first indicator indicating 
the first stored event trace . 

20 . A system according to claim 19 , wherein identification 
of the first sample of the first set associated with the first 
stored event trace comprises : 

determining a first activity identifier associated with the 
first sample ; and 

identifying a stored data record associated with the first 
stored event trace and with the first activity identifier . 


