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57 ABSTRACT

A method for predicting, assessing, and auditing prices of
products or services is provided. In some embodiments, the
method includes receiving a product description with one or
more terms and obtaining a product list with product
descriptions having respective prices, where each product
description in the product list includes the one or more terms
or combinations thereof from the received product descrip-
tion. The method further includes, training a model to
determine how the one or more terms or combinations
thereof influence the prices in the product list, using the
trained model to make a price prediction for the received
product description, and enabling assessment of product
prices based on the price prediction made by the trained
model.

20 Claims, 7 Drawing Sheets
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SYSTEM AND METHOD FOR PREDICTIVE
PRODUCT PRICING BASED ON PRODUCT
DESCRIPTION

TECHNICAL FIELD

This disclosure relates to a method and system using
machine learning and artificial intelligence to predict, assess,
and audit the price of a product based on the product’s
description.

BACKGROUND

It is common for product prices to be determined by
supply and demand rules. However, other pricing strategies
are not uncommon, for example, pricing a product in rela-
tion to specific competitors, to a category average, purpose-
fully premium pricing, etc. Yet, product pricing, regardless
of the selected approach, becomes more complex if the
product does not exist. For example, pricing challenges
abound for products with a new flavor, a new pack size not
yet made available, or for a rebranded product, etc. Deter-
mining the price the market would bear for a product based
on supply and demand usually requires that the product is
already in the market for some time. Hence, new products
represent a challenge.

For some retailers, the product may already exist, how-
ever, there may be cases where the retailer has never carried
the product before. These retailers do not have their own
historical supply and demand data from which they can base
their pricing strategy. In such a case, it is not uncommon to
use a price point from one or more competitors as the basis
for determining the price the retailer should consider. How-
ever, marketing support, carrying costs, and other conditions
that lead to the competitor’s price, could be considerably
different between retailers and may not be necessarily apply
to all of them. Similarly, a manufacturer, who is deciding
whether to introduce a new product, may not have an
established price point for its new product. This information
could be crucial toward the decision to introduce or not the
new product.

Further, when procurement teams are negotiating prices
for goods from vendors, having a sense of the likely con-
sumer sell price can be critical for the negotiation and
decision to carry the products, because procurement prices
versus retail prices defines the profit margin. Thus, uncer-
tainty in the profit margin is directly connected to uncer-
tainty in the price the market will bear for the product.

Even after prices are determined for a product, it is not
uncommon for products to be mispriced. It is quite possible
that the market could easily bear a much higher price or that
customers would likely purchase the product at an acceler-
ated rate for a slightly lower price. Thus, determination of
the ideal price—e.g., in comparison to the actual chosen
price for the product—is also quite informative and valu-
able.

SUMMARY

To address the aforementioned shortcomings, a method
and system for predicting a product price based solely on the
product description, whether the product exists or not, is
presented. In some embodiments, the price prediction (e.g.,
determining the most reasonable price given the conditions)
is achieved via a purpose-built machine learning (ML) and
artificial intelligence (Al) set of models. The initial basis for
the models creation is the collection of data. Using natural
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language processing (NLP), a product’s description is
decomposed into individual words, bigrams (pairs of
words), trigrams (triples of words), quadgrams, etc. and skip
grams of different lengths. This word decomposition can be
done for each product description and for each unit size.
Following traditional recoding approaches used in NLP-
based neural network models, each of these decomposed
descriptions can be recoded into numbers. According to
some embodiments, a deep-learning neural network model
having multiple layers is construed to receive the recoded
description as input, and is trained to output the product’s
predicted price. Using hundreds of thousands of products
and their prices from a retailer’s master price list as training
data, the deep-learning neural network model creates a
network that predicts the product’s price from the coded
descriptions. This model is then able to score any new
product based only on the product’s description.

The above and other preferred features, including various
novel details of implementation and combination of ele-
ments, will now be more particularly described with refer-
ence to the accompanying drawings and pointed out in the
claims. It will be understood that the particular methods and
apparatuses are shown by way of illustration only and not as
limitations. As will be understood by those skilled in the art,
the principles and features explained herein may be
employed in various and numerous embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosed embodiments have advantages and features
which will be more readily apparent from the detailed
description, the appended claims, and the accompanying
figures (or drawings). A brief introduction of the figures is
below.

FIG. 1 is a flow chart of a method for predicting the price
of'a product based on the product’s description, according to
some embodiments.

FIG. 2 is a system for predicting the price of a product
based on the product’s description using the methods
described herein, according to some embodiments.

FIG. 3 is a server as part of a system used in a method for
predicting the price of a product based on the product’s
description, according to some embodiments.

FIG. 4 is a screen shot from a software application
showing an exemplary table of products and their prices,
according to some embodiments.

FIG. 5 is an exemplary representation of an artificial
neural network model, according to some embodiments.

FIG. 6 is a screen shot from a software application that
shows predicted pricing information based on a product’s
description, according to some embodiments.

FIG. 7 shows a flow chart that describes the training
process for an artificial neural network model, according to
some embodiments.

DETAILED DESCRIPTION

The Figures (FIGS.) and the following description relate
to preferred embodiments by way of illustration only. It
should be noted that from the following discussion, alter-
native embodiments of the structures and methods disclosed
herein will be readily recognized as viable alternatives that
may be employed without departing from the principles of
what is claimed.

Reference will now be made in detail to several embodi-
ments, examples of which are illustrated in the accompany-
ing figures. It is noted that wherever practicable similar or
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like reference numbers may be used in the figures and may
indicate similar or like functionality. The figures depict
embodiments of the disclosed system (or method) for pur-
poses of illustration only. One skilled in the art will readily
recognize from the following description that alternative
embodiments of the structures and methods illustrated
herein may be employed without departing from the prin-
ciples described herein.

According to some embodiments, FIG. 1 is a flow chart of
a method 100 for predicting the price for a product based on
a product’s description. Other operations may be performed
between the various operations of method 100 and may be
omitted merely for clarity. This disclosure is not limited to
this operational description. It is to be appreciated that
additional operations may be performed. Moreover, not all
operations may be needed to perform the disclosure pro-
vided herein. Additionally, some of the operations may be
performed simultaneously, or in a different order than that
shown in FIG. 1. In some embodiments, one or more other
operations may be performed in addition to or in place of the
presently described operations.

“Predicting a product’s price”, “predict” or “prediction”,
as described herein, in addition to their customary meanings,
include determining a reasonable price of a product (in some
instances, the most reasonable price of the product) given
current market conditions, trends or other factors. A pre-
dicted price for a product may not necessarily correspond to
what the product might cost in the future, or predict what a
product yet to be launched will cost. In some embodiments,
the predicted product’s price corresponds to a modeled price
based on analysis conducted by a model.

According to some embodiments, the operations of
method 100 are executed using an exemplary system 200
shown in FIG. 2. By way of example and not limitation,
method 100 can be executed, at least in part, by a software
application 202 running on a mobile device 204 operated by
a user 206. By way of example and not limitation, mobile
device 204 can be a smart phone device, a tablet, a tablet
personal computer (PC), or a laptop PC. In some embodi-
ments, mobile device 204 can be any suitable electronic
device connected to a network 208 via a wired or wireless
connection and capable of running software applications,
like software application 202. In some embodiments, mobile
device 204 can be a desktop PC running software applica-
tion 202. In some embodiments, software application 202 is
installed on mobile device 204 or is a web-based application
running on mobile device 204. By way of example and not
limitation, user 206 can be a person providing the product
description to software application 202 running on a mobile
device 204.

By way of example and not limitation, network 208 can
be an intranet network, an extranet network, a local network,
a public network, or combinations thereof used by software
application 202 to exchange information with one or more
remote or local servers, such as server 210. According to
some embodiments, software application 202 is configured
to exchange information, via network 208, with additional
servers that belong to system 200 or other systems similar to
system 200 not shown in FIG. 2 for simplicity.

In some embodiments, server 210 is configured to store,
process and analyze information received from user 206, via
software application 202, and subsequently transmit in real
time processed data back to software application 202. Server
210 can include a number of modules and components
discussed below in reference to the operations of method
100. According to some embodiments, server 210 performs
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at least some of the operations discussed in method 100. In
some embodiments, server 210 can be a cloud-based server.

In referring to FIG. 1, method 100 begins with operation
105 where a user (e.g., user 206 shown in FIG. 2) provides
a product description to software application 202. In some
embodiments, the product description is provided in natural
language (e.g., in plain English). However, this is not
limiting, and software application 202 can be configured to
process product descriptions provided in other languages or
dialects depending on the local market or geographical
region of the user. In some embodiments, the description can
be provided in text form (e.g., via typing or copy-pasting the
product description in an appropriate search field of software
application 202) or via dictation (e.g., with the help of a
microphone communicatively coupled to the mobile device
204). Therefore, software application 202 can be configured
to receive verbal input, in addition to receiving text input. In
some embodiments, the verbal product description is first
converted into text prior to being subsequently processed.
This can be achieved, for example, via a voice-to-text
conversion software application.

In some embodiments, the product description may cor-
respond to any currently existing or non-existing product. In
some embodiments, the product description can be a known
consumer product or a non-existing product with a novel/
new ingredient, flavor, scent, etc. In some embodiments, the
product description may also include the desired container
size. For example, a product description can be “a 2-liter/
gallon/pack/etc. of almond-flavored X,” where X can be a
recognizable brand name or a product type (e.g., ice-cream,
milk, yogurt, etc.).

In some embodiments, the product description may not be
limited to everyday consumer products. For example, the
product description may relate to specialty goods that pos-
sess unique features at an elevated price point—e.g., high-
end mobile phone devices; automobiles with new/novel trim
options (e.g., drivetrains, technology packages, security
features), etc.

In some embodiments, the product description may relate
to industrial goods targeting both personal and business use.
In some embodiments, the product description may relate to
services instead of physical products. For example, it may
relate to an airfare option, not previously considered or
offered by an airline, with new onboard options and a
different/new type of aircraft; or a mobile phone plan with
additional features, etc. Thus, any type of products or
services can be used with method 100.

For example purposes, method 100 will be described
using descriptions from everyday consumer products (e.g.,
goods) found in supermarkets, such as food products, bev-
erages, detergents, personal care products, cosmetics, and
the like. Based on the disclosure herein, method 100 can be
used with other types of products and services, as discussed
above. These other types of products and services are within
the spirit and scope of this disclosure. Consequently, the
term “description” as in “product description” equally
applies to services as in “service description” if method 100
is applied to a service instead of a physical product. In the
latter case, terms such as “product” or “products”, as used
herein, apply in identical form and function to “service” and
“services”.

By way of example and not limitation, the input infor-
mation entered to software application by user 206 (i.e., the
product description) is saved in an input data library within
server 210, such as input data library 300 shown in FIG. 3.
According to some embodiments, FIG. 3 shows selective
components of server 210 used to perform selective opera-
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tions of method 100. Server 210 may include additional
components not shown in FIG. 3. These additional compo-
nents, which are omitted merely for simplicity, may include,
but are not limited to, computer processing units (CPUs),
graphical processing units (GPUs), memory banks, graphic
adaptors, external ports and connections, peripherals, power
supplies, and the like required for the function and proper
operation of server 210. The aforementioned additional
components and other components required for the opera-
tion of server 210 are within the spirit and the scope of this
disclosure. By way of example and not limitation, input data
library 300 can be a hard disk drive (HDD), a solid state
drive (SSD), a memory bank, or another suitable storage
medium to which other components in server 210 can have
read and write access.

As discussed above, data transmission from mobile
device 204 occurs via network 208, which is used to transfer
information between mobile device 204 and server 210 as
indicated by the arrows between mobile device 204 and
server 210 shown in FIG. 2.

In referring to FIG. 1, method 100 continues with opera-
tion 110 where an NLP model or an NLP-based neural
network model converts the product description saved in
input data library 300 of server 210 into one or more
searchable variables. In some embodiments, the conversion
includes, for example, text classifiers that parse and sort the
text from the product descriptions into individual words,
bigrams (e.g., pairs of words), trigrams (e.g., triples of
words), quadgrams, and skip grams of different lengths. This
word parsing exercise can occur for the entire text of the
product description, including any product size information
in the product description. Each of these individual words,
bigrams, trigrams, quadgrams, and skip grams are recoded,
classified, and analyzed following commonly used recoding
approaches used in NLP-based neural network models.

In some embodiments, the NLP model is able to recognize
and correct spelling errors as the product description is
entered into the search field of software application 202.
Additionally, the NLP model may be configured to identify
key terms (e.g., the brand name of a product) or combina-
tions of terms (e.g., bigrams, trigrams, quadgrams, skip
grams, etc.) in the product description and assign to those
terms a particular weight, or even prioritize them over other
terms or term combinations. Alternatively, the NLP model
may be configured to rate each term and term combinations
in the product description and assign to them a weight
according to a predetermined importance. For example, the
NLP model may identify that in the product description
banana-chocolate yogurt, the terms banana and chocolate
are more important than or equally important as the term
yogurt. In another example, the NLP model may identify
that bigrams such as banana-chocolate and chocolate yogurt,
along with skipgram banana yogurt, influence the product
pricing more than the individual words (unigrams) banana,
chocolate, and yogurt. Therefore, the aforementioned big-
rams and skip gram would be more important than their
respective unigrams. Further, the NLP model may be con-
figured to recognize the terms banana and chocolate as
flavors of yogurt and use that information accordingly in
subsequent operations of method 100 as discussed below.
The examples provided above are neither limiting or exhaus-
tive. Thus, additional, more complex combinations and
permutations that involve brand names and other product
identifiers (e.g., the products’ container size) are within the
spirit and scope of this disclosure.

By way of example and not limitation, the NLP model
used in operation 110 can be located in an analytics module
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within server 210, like NLP model 310 in analytics module
300 shown in FIG. 3. Accordingly, analytics module 300 of
server 210 may include one or more models responsible for
processing and analyzing all the information received by
server 210. In some embodiments, analytics module 300 in
server 210 may include a subset of the models used in
method 100, and additional models may be present on other
servers communicatively coupled to server 210 not shown in
FIG. 3. In some embodiments, analytics module 300 of
server 210 may include all the models used in method 100.

By way of example and not limitation, the processed data
from NLP model 310 (e.g., the output of NLP model 310)
can be saved in a data library, such as results data library 320
shown in FIG. 3. According to some embodiments, results
data library 320 (like input data library 300) can be a HDD,
a SSD, a memory bank, or any other suitable storage
medium to which other components of server 210 can have
read and write access.

According to some embodiments, the results from the
analysis performed by NLP model 310 are used in-part to
generate a list of products whose ingredients, description, or
both include the terms (as identified by NLP model 310)
from the product description entered in operation 105 of
method 100. In the banana-chocolate flavored yogurt
example provided above, the table of products may be
populated with goods that are available in the market and list
banana, chocolate, and combinations thereof as one of their
ingredients, or include the terms banana, chocolate, and
combinations thereof in their product name. In some
embodiments, the user (e.g., user 206) is able to filter the
returned results via a threshold slider bar in software appli-
cation 202 to filter out less relevant products to his/her
search. For example, the user may eliminate (e.g., filter out)
non-related products to yogurt when a high threshold value
is selected. Accordingly, when a low threshold value is
selected, the number of products returned increases to
include additional products that may be less related to
yogurt, but nevertheless include the terms banana, choco-
late, yogurt, and combinations thereof. According to some
embodiments, intermediate threshold values are possible
based on user preference. The retail price and available
container sizes for these products are also returned and
included as separate columns in the table of products. FIG.
4 shows an exemplary table of products when, for example,
the product description cakes is entered in software appli-
cation 202.

In some embodiments, the information for the product
table is collected from publicly available online resources,
such as retailer websites, online price master lists, and the
like. In some embodiments, the information in the product
table is collected in real-time once the product description is
entered by the user to obtain most up-to-date product and
pricing information. Alternatively, product and pricing infor-
mation for a large number of products can be downloaded
and saved beforehand from online resources. In the latter
cases, the downloaded information may be refreshed on a
regular basis (e.g., daily, weekly, monthly, etc.) to keep it
up-to-date.

In some embodiments, and according to operation 115 of
method 100, an artificial neural network model (thereafter
“neural network model”), such as neural network model 320
located in analytics module 300 shown in FIG. 3, performs
the data collection process described above. In some
embodiments, a standalone program routine outside neural
network model 320, or even outside server 210, performs the
data collection process described above. In some embodi-
ments, the product list and product information is saved in
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results data library 320 of server 210 where it can be
accessed by neural network model 320 and other compo-
nents of server 210.

In some embodiments, neural network model 320 uses the
product list produced above to ascertain whether the terms
in the product description—as provided in operation 105 of
method 100—result in a price decrease or a price increase
for the products in the list (which, as discussed above, may
contain any combination of the aforementioned description
terms in their product description, ingredients list, or com-
binations thereof). In addition, neural network model 320
may determine how much the average price of a product
decreases or increases when a product in the list contains the
description terms or any combination thereof. For example,
perhaps strawberry yogurt is more expensive than other
yogurts, perhaps strawberry shampoo is less expensive than
other shampoos, and perhaps strawberry ice cream is more
expensive than other ice creams. Likewise pastries that
contain strawberry and raspberry may be sold at higher
prices than other pastries, etc.

Therefore, and according to operation 120 of method 100,
neural network model 320 uses the list of products to
establish a linkage between product description and price by
learning how each word in the product description influ-
ences the product price both in terms of pricing behavior and
average pricing. For this reason, the underlying data can
influence the relationships established by the model, and
therefore, the resulting price prediction. That is to say, the
price predictions provided by the model are as good as the
underlying data used by the model.

In some embodiments, additional correlations can be
made based on the packaging options offered for the prod-
ucts in the list. For example, and in addition to the price
behavior directly related to the product description, certain
packaging options may further influence the average price of
a product either upwards or downwards. Consequently,
neural network model 320 can establish a linkage between
product description and product price by learning how each
word in the product description influences the product price
in combination with the product’s packaging offerings.

According to some embodiments, operations 110, 115,
and 120 within dashed box A describe a high-level training
process for the neural network model. In some embodi-
ments, the neural network model can use regression analysis
(e.g., linear or non-linear) or other suitable statistical meth-
ods to establish the relationship between product description
and price from the product list, which can be used as a
training and testing dataset. Parameters of the analysis (e.g.,
regression coefficients) are adjusted during training until the
predicted price for a known product (e.g., for a product from
the list) best fits the actual price of that product. In other
words, the fitting parameters can be adjusted during the
training session until an acceptable fit to real price data is
obtained. The training data can include input from any
number of products sufficient to obtain reliable statistical
data. The aforementioned training method of neural network
model 320 is not limited to the above description and
alternative methods are within the spirit and the scope of this
disclosure. According to some embodiments, flow chart 700
describes the training process for the neural network model
and will be described later.

In referring to FIG. 1, method 100 continues with opera-
tion 125 where the neural network model (e.g., neural
network model 320) uses the established linkage between
product description and price derived from the product list
and applies it on the product description provided by the user
to make a price prediction. Accordingly, neural network
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model 320 may also provide a price prediction for a variety
of packaging options regarding the same product descrip-
tion. For example, neural network model 320 may provide
predicted prices for a product having the product description
provided by the user in operation 105 for various packaging
options.

According to some embodiments, the price prediction,
which is based on the product description provided by the
user in operation 105, may be related to a product not yet
introduced into the market. Therefore, obtaining a price
prediction for such a product can be used to determine a
price point for the product. This can be a powerful tool for
a manufacturer who wants to manufacture and release a new
product or for a retailer who needs to decide whether it
makes financial sense to carry the product in stores or not.

Because the underlying data used to make the price
prediction (e.g., the product list discussed above in reference
to operation 115) is based on actual product pricing from one
or more retailers, any inflated or depressed price points can
influence the price prediction. Perhaps, some retailers may
intentionally price a product higher than other retailers
based, for example, on local market incentives (e.g., supply
and demand) or other reasons. Therefore, using data from
these retailers to establish a pricing relation would mean that
the same higher price premium may artificially inflate the
price prediction. Thus, as the underlying data changes, it is
important to train the price prediction neural network model
regularly to maintain accurate product description-price
correlations and price predictions. In addition, training the
price prediction neural network model regularly allows the
model to capture product revaluations.

In some embodiments, the product list discussed above in
reference to operation 115 is a training dataset used to train
neural network model 320. Accordingly, the training dataset
can be saved in a training library, such as training library 340
of server 210 shown in FIG. 3. In some embodiments, the
training dataset includes, but it is not limited to, coded words
from product descriptions, product unit information (e.g.,
packaging details, units per packaging, quantities, etc.), and
product pricing (e.g., per unit, per packaging, etc.).

In some embodiments, the neural network is a deep-
learning neural network with multiple layers where the
inputs are the coded words from the product description and
the output are the price predictions. By way of example and
not limitation, FIG. 5 shows an exemplary representation of
a neural network model 500 that can be used with method
100, like neural network model 320. In the representation of
FIG. 5, neural network model 500 includes an input layer
510, two internal or hidden layers 520 and 530, and an
output layer 540. However, this is not limiting and neural
network model 500 may include additional or fewer hidden
layers. Further, each layer may include additional or fewer
nodes 550. In the representation of FIG. 5, input data 560
enter the network through input layer 510 and output data
570 exit from output layer 540.

Because the underlying principle is to convert all the
n-grams and skip grams into binary values, a large vector of
binary values is formed that corresponds to all words in
various combinations/permutations. In some embodiments,
the neural network model is merely a technique to connect
the price across many observations to the vectors of binary
values. For this reason, other standard modeling techniques
may apply, such as decision trees and contingency tables or
cross tabs. For instance, evaluating the average price for
every combination and permutation of the binary values
provides a distribution (mean and standard deviation) for
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every combination and permutation, which is the basis for a
confidence interval for a price.

In some embodiments, the predicted pricing information
for any combinations of words in the product description,
and any additional information (e.g., pricing of different
packaging options, etc.), are prepared and presented in the
form of tables, graphs, or in any other useful format, for user
206 to review within software application 202. By way of
example and not limitation, the results of the analysis can be
saved in results data library 320 of server 210. By way of
example and not limitation, one or more output engines may
be responsible for aggregating the output from neural net-
work model and presenting it in any appropriate format as
discussed above. In some embodiments, the one or more
output engines may be part of the analytics module 300 of
server 210. Alternatively, the one or more output engines
may belong to another server that is communicatively
coupled to server 210. The one or more output engines and
any additional servers that may be communicatively con-
nected to server 210 are not shown in FIG. 3 for simplicity.

According to some embodiments, FIG. 6 is an exemplary
screen shot 600 from software application 202 (e.g., as
viewed by user 206) that shows the price prediction results
from server 210. In the example of FIG. 6, the product
description corresponds to a fictitious product—e.g., a 3-li-
ter bottle of Strawberry Lemon Pepsi, as indicated in fields
620 and 610 respectively. In table 630, a price prediction is
provided for each combination of the terms in the product
description (e.g., for Pepsi, Strawberry Lemon, Strawberry,
Lemon, Strawberry Pepsi, and Lemon Pepsi) for a product
size of a 3-liter bottle. From table 630, user 206 ascertains
that for a 3-liter bottle the combination Strawberry Lemon
yields a higher predicted price than the terms Strawberry and
Lemon alone. Indeed, a 3-liter Strawberry Lemon Pepsi is
predicted to be sold at a higher price than a 3-liter Straw-
berry Pepsi or a 3-liter Lemon Pepsi. However, a 3-liter
Strawberry Lemon Pepsi would likely be priced lower than
the regular 3-liter Pepsi. Consequently, the Strawberry
Lemon combination, when added to a product like a 3-liter
Pepsi, drops the value of the combination itself and the price
of the product itself (e.g., the price of the 3-liter Pepsi).
According to some embodiments, the above outcome may
be different for a different product size—e.g., for an 8 oz
bottle or can. Therefore, including the product size in the
description is an important aspect of the analysis which may
substantially influence the outcome (e.g., the price predic-
tion and price correlations). In some embodiments, table 630
may include additional columns of data as shown in FIG. 6.

Further, screen shot 600 may include additional informa-
tion in the form of plots such as bar chart 640, which shows
the predicted prices of Strawberry Lemon Pepsi for different
product containers. In some embodiments, screen shot 600
may be fully customizable. For example, screen shot 600
include information in addition to or in place of the infor-
mation shown in FIG. 6. Further, the information in screen
shot 600 may be rearranged or reconfigured based on user
preferences. Consequently, alternative views for screen shot
600 are possible and within the spirit and the scope of this
disclosure.

In some embodiments, the model and method disclosed
herein can be used as a marketing survey tool that predicts
prices for products that do not yet exist or for product
unit/pack sizes not currently available in the market. Alter-
natively, the model presented herein can be used for prod-
ucts that already exist as a means to assess and audit a
product’s current pricing by comparing it to its predicted
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price. In response, manufacturers or retailers can make price
adjustments to their products to increase their profit margin
or boost sales.

According to some embodiments, by webscraping com-
petitor retailers for their product prices and descriptions, the
model described herein can be trained on competitor pricing.
Thus, a retailer may predict the price of a product, as if it was
to be carried by a competitor, as a means to benchmark its
own pricing. In addition to the above, webscraping can
provide some interesting insights. For instance, based on
how competitors price their goods, a retailer can assess
which types of products the competitors sell more—e.g.,
assuming that higher prices correspond to products with
high demand and vice versa.

Webscraping from different sources (e.g., from different
online retailers) and running the data with the same model,
one can get a sense of the market in general. On the other
hand, by running the same model on each competitor
separately, and scoring one or more products, one can see
which competitor would most likely carry the one or more
products at the highest price point. This informs a retailer
which competitor is relatively premium priced, suggests
which competitor sells larger quantities of products (e.g.,
based on supply and demand), and enables the retailer to
purposefully choose a price lower than the predicted to win
over some of the market share.

The method and model described herein can also be used
to score competitors’ product prices to identify which prod-
ucts are priced lower than they should be, implying that
management at the competitors’ retail stores has chosen a
lower price on purpose. Further, the method and system
described herein can be used to move excess inventory or as
a tool to compete. For example, a retailer can identify which
of'its product prices are higher than they should be, and thus,
price these products purposefully lower as a means to
aggressively compete.

In some embodiments, the model can be trained on retail
pricing, procurement pricing, or any other relevant pricing.

According to some embodiments, the model and method
disclosed herein can be used to calculate the price premium
for a specific word or term. For example, the user may use
the model and the method described herein to understand
how a specific word or term influences the price of a product
by comparing how the same term influences other products.
For example, the word or term may not be an ingredient or
a flavor. Instead, the word or term can be a product char-
acteristic. For example, terms like light, professional, pro-
fessional grade, heavy duty, durable, reinforced, safe, easy to
use, low cost, affordable, comfortable, and the like. There-
fore, the model and method disclosed herein can be used by
commercial entities and marketing strategists as means to
investigate how to best market a product based on features
that people value and are willing to pay a premium for.

As discussed above, the model and method disclosed
herein can be used for products and services alike as long as
the pricing for similar products and services can be obtained
to train the model. Consequently, the model and method
disclosed herein can be applied to different markets includ-
ing, but not limited to, apparel, cosmetics, personal hygiene,
automobiles, property rentals and property sales, and all
kinds of services to name a few. For example, a manufac-
turer or a retailer may use the method and model disclosed
herein to investigate how a term, such as denim or cotton,
may affect the price of a new jacket; or maybe an automaker
wants to investigate whether customers are willing to pay a
premium for a specific feature, such as a digital instrument
cluster on a new vehicle (or any type of feature) by checking
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vehicle pricing from other competitor automakers within the
segment that offer the same option in their vehicles. Simi-
larly, a real estate developer may want to investigate how to
competitively price a property that has certain features or
amenities (such as granite countertops, a pool, hardwood
floors, etc.) by checking the prices of properties in the area
that offer the specific features or amenities and by having the
model predict a price for a new property with these features.
Likewise, a service provider may use the disclosed method
and model to investigate whether customers value certain
features or whether they are willing to pay a premium for
these features by checking the pricing of competitor service
providers or by obtaining a predicted price for a new service
product.

In some embodiments, the disclosed model can be opti-
mized for pricing projections within a specific geographical
region or market in mind. For example, the model can be
trained with data collected at city level, county level, state
level, national level, international level, or global level.
Further, the model can be trained with data collected from a
specific cross-section of the population for a more targeted
marketing.

Training the Neural Network Model

As discussed above, flow chart 700 describes additional
details about the training process of the neural network
model. Other operations may be performed between the
various operations of method 700 and may be omitted
merely for clarity. This disclosure is not limited to this
operational description. It is to be appreciated that additional
operations may be performed. Moreover, not all operations
may be needed to perform the disclosure provided herein.
Additionally, some of the operations may be performed
simultaneously, or in a different order than that shown in
FIG. 7. In some embodiments, one or more other operations
may be performed in addition to or in place of the presently
described operations.

Flow chart 700 begins with step 710 and the process of
creating a training dataset and a test dataset. In some
embodiments, creating a training dataset and a test dataset
includes randomly selecting 75% of all relevant products
and their corresponding prices (obtained as described above
and saved in product data library 330) as a training dataset
and keeping the remaining 25% as a test dataset. The
training and test datasets can be saved in training library 340
of server 210.

Flow chart 700 continues with step 720 where the model
is allowed to establish a linkage between product description
and price. In some embodiments, the model may use one or
more regression models as discussed above to establish a
correlation.

In some embodiments, the modeling process described
above in step 720 is repeated for each term within the
product’s description and for each product in the training
dataset.

In step 730 of flow chart 700, the model is tested. In some
embodiments, testing the model includes using the test
dataset on the model to check the performance of the
predicted prices against the actual known prices.

In step 740 of flow chart 700, the model is adjusted (e.g.,
tweaked) based on the test results. In some embodiments,
adjusting the model includes, but it is not limited to, adding
or removing nodes from one or more layers of the multi-
layer neural network, adding or removing layers from the
multi-layer neural network, and/or testing different activa-
tion functions for one or more layers of the multi-layer
neural network. In some embodiments, once the adjustments
are made to the neural network, testing is repeated and a new
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round of adjustments may be made if the test results are not
satisfactory—e.g., the difference between the projected price
and the actual price of a product is outside a predetermined
value.

In step 750 of flow chart 700, the previous steps of flow
chart 700 (e.g., steps 710 through 740 are repeated. In some
embodiments, the previous steps are repeated with different
splits between the training data and the test data, or with new
data altogether. Based on these splits, the model is tested and
trained on additional or different datasets. This process may
be repeated multiple times until the testing results are
consistent (e.g., no longer improve), the predictions are
consistent, and the margin of error is acceptable. In other
words, the process is repeated until a “steady state” is
achieved.

In some embodiments, once neural network model 320 is
trained, it can be saved a one model in model library 350 of
server 210 shown in FIG. 3. According to some embodi-
ments, it is possible to develop different neural network
models for different types of products or for different types
of underlying training data. Therefore, one or more neural
network models may be developed, saved, and retrieved
from model library 350.

Additional Considerations

Throughout this specification, plural instances may imple-
ment components, operations, or structures described as a
single instance. Although individual operations of one or
more methods are illustrated and described as separate
operations, one or more of the individual operations may be
performed concurrently, and nothing requires that the opera-
tions be performed in the order illustrated. Structures and
functionality presented as separate components in example
configurations may be implemented as a combined structure
or component.

Similarly, structures and functionality presented as a
single component may be implemented as separate compo-
nents. These and other variations, modifications, additions,
and improvements fall within the scope of the subject matter
herein.

Certain embodiments are described herein as including
logic or a number of components, modules, or mechanisms,
for example, as illustrated and described with the figures
above. Modules may constitute either software modules
(e.g., code embodied on a machine-readable medium) or
hardware modules. A hardware module is tangible unit
capable of performing certain operations and may be con-
figured or arranged in a certain manner. In example embodi-
ments, one or more computer systems (e.g., a standalone,
client or server computer system) or one or more hardware
modules of a computer system (e.g., a processor or a group
of processors) may be configured by software (e.g., an
application or application portion) as a hardware module
that operates to perform certain operations as described
herein.

In various embodiments, a hardware module may be
implemented mechanically or electronically. For example, a
hardware module may include dedicated circuitry or logic
that is permanently configured (e.g., as a special-purpose
processor, such as a field programmable gate array (FPGA)
or an application-specific integrated circuit (ASIC)) to per-
form certain operations. A hardware module may also
include programmable logic or circuitry (e.g., as encom-
passed within a general-purpose processor or other program-
mable processor) that is temporarily configured by software
to perform certain operations. It will be appreciated that the
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decision to implement a hardware module mechanically, in
dedicated and permanently configured circuitry, or in tem-
porarily configured circuitry (e.g., configured by software)
may be driven by cost and time considerations.

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by soft-
ware) or permanently configured to perform the relevant
operations. Whether temporarily or permanently configured,
such processors may constitute processor-implemented
modules that operate to perform one or more operations or
functions. The modules referred to herein may, in some
example embodiments, include processor-implemented
modules.

The one or more processors may also operate to support
performance of the relevant operations in a “cloud comput-
ing” environment or as a “software as a service” (SaaS). For
example, at least some of the operations may be performed
by a group of computers (as examples of machines including
processors), these operations being accessible via a network
(e.g., the Internet) and via one or more appropriate interfaces
(e.g., application program interfaces (APIs).)

The performance of certain of the operations may be
distributed among the one or more processors, not only
residing within a single machine, but deployed across a
number of machines. In some example embodiments, the
one or more processors or processor-implemented modules
may be located in a single geographic location (e.g., within
a home environment, an office environment, or a server
farm). In other example embodiments, the one or more
processors or processor-implemented modules may be dis-
tributed across a number of geographic locations.

Some portions of this specification are presented in terms
of algorithms or symbolic representations of operations on
data stored as bits or binary digital signals within a machine
memory (e.g., a computer memory). These algorithms or
symbolic representations are examples of techniques used
by those of ordinary skill in the data processing arts to
convey the substance of their work to others skilled in the
art. As used herein, an “algorithm” is a self-consistent
sequence of operations or similar processing leading to a
desired result. In this context, algorithms and operations
involve physical manipulation of physical quantities. Typi-
cally, but not necessarily, such quantities may take the form
of electrical, magnetic, or optical signals capable of being
stored, accessed, transferred, combined, compared, or oth-
erwise manipulated by a machine. It is convenient at times,
principally for reasons of common usage, to refer to such
signals using words such as “data,” “content,” “bits,” “val-
ues,” “elements,” “symbols,” “characters,” “terms,” “num-
bers,” “numerals,” or the like. These words, however, are
merely convenient labels and are to be associated with
appropriate physical quantities.

Unless specifically stated otherwise, discussions herein
using words such as “processing,” “computing,” “calculat-
ing,” “determining,” “presenting,” “displaying,” or the like
may refer to actions or processes of a machine (e.g., a
computer) that manipulates or transforms data represented
as physical (e.g., electronic, magnetic, or optical) quantities
within one or more memories (e.g., volatile memory, non-
volatile memory, or a combination thereof), registers, or
other machine components that receive, store, transmit, or
display information.

As used herein any reference to “one embodiment” or “an
embodiment” means that a particular element, feature, struc-
ture, or characteristic described in connection with the
embodiment is included in at least one embodiment. The
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appearances of the phrase “in one embodiment” in various
places in the specification are not necessarily all referring to
the same embodiment.

Some embodiments may be described using the expres-
sion “coupled” and “connected” along with their derivatives.
For example, some embodiments may be described using
the term “coupled” to indicate that two or more elements are
in direct physical or electrical contact. The term “coupled,”
however, may also mean that two or more elements are not
in direct contact with each other, yet still co-operate or
interact with each other. The embodiments are not limited in
this context.

As used herein, the terms “comprises,” “comprising,”
“includes,” “including,” “has,” “having” or any other varia-
tion thereof, are intended to cover a non-exclusive inclusion.
For example, a process, method, article, or apparatus that
includes a list of elements is not necessarily limited to only
those elements but may include other elements not expressly
listed or inherent to such process, method, article, or appa-
ratus. Further, unless expressly stated to the contrary, “or”
refers to an inclusive or and not to an exclusive or. For
example, a condition A or Bis satisfied by any one of the
following: A is true (or present) and Bis false (or not
present), A is false (or not present) and B is true (or present),
and both A and B are true (or present).

In addition, use of the “a” “an” are employed to

2 <

a” or
describe elements and components of the embodiments
herein. This is done merely for convenience and to give a
general sense of the claimed invention. This description
should be read to include one or at least one and the singular
also includes the plural unless it is obvious that it is meant
otherwise.

Upon reading this disclosure, those of skill in the art will
appreciate still additional alternative structural and func-
tional designs for the system described above. Thus, while
particular embodiments and applications have been illus-
trated and described, it is to be understood that the disclosed
embodiments are not limited to the precise construction and
components disclosed herein. Various modifications,
changes and variations, which will be apparent to those
skilled in the art, may be made in the arrangement, operation
and details of the method and apparatus disclosed herein
without departing from the spirit and scope defined in the
appended claims.

What is claimed is:

1. A method for predicting, assessing, and auditing prices
of products or services, the method comprising:

receiving a product description for a product that

describes the product in terms of type, brand, ingredi-
ents, and container size;

parsing the product description with a natural language

processing (NLP) model to individual words, n-grams,
and/or skip grams of different lengths;

obtaining a product list comprising product descriptions

for other products with respective prices, wherein each
product description in the product list includes at least
combinations of the individual words, n-grams, and/or
skip grams;

dividing the product list to a training dataset and a testing

dataset, wherein the training and testing datasets are
subsets of the product list;

training an artificial neural network (ANN) model with

the training dataset so that the ANN model is able to
determine how the individual words, n-grams, and/or
skip grams or combinations thereof in the training
dataset influence the prices of the products in the
training dataset;
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testing the trained ANN model with the testing dataset by
allowing the trained ANN model to make price projec-
tions for the product descriptions in the testing dataset,
comparing the price projections to respective prices of
the product descriptions in the testing database, and
making adjustments to the trained ANN model when a
price projection for a product description is different
from a respective price of the product description by a

predetermined value; and

after testing the trained ANN model, inputting the

received product description to the ANN model to
make one or more price predictions for the received
product description, wherein the price predictions out-
putted from the ANN model are based on the container
size and the combinations of the individual words,
n-grams, and/or skip grams.

2. The method of claim 1, wherein parsing the product
description with the NLP model comprises:

converting the individual words, n-grams, and/or skip

grams of different lengths into searchable variables;
and

using the searchable variables to obtain the product list.

3. The method of claim 1, wherein the NPL model is an
NLP-based neural network model configured to (i) assign
the individual words, n-grams, and/or skip grams, and
combinations thereof a weight according to a predetermined
importance, and (ii) prioritize them based on their assigned
weight.

4. The method of claim 2, wherein the ANN model is a
deep-learning model comprising multiple layers with inputs
being the searchable variables corresponding to the indi-
vidual words, n-grams, and/or skip grams of different
lengths and outputs being price projections for the individual
words, n-grams, and/or skip grams and combinations
thereof.

5. The method of claim 1, wherein obtaining a product list
comprises searching publicly available online resources.

6. The method of claim 1, wherein receiving the product
description comprises a user entering the product description
verbally or as text.

7. A system for predicting, assessing, and auditing prices
of products or services, the system comprising:

a server comprising:

an analytics module with an artificial neural network
(ANN) model and a natural language processing
(NLP) model; and

data storage units communicatively coupled to the
analytics module;

a network communicatively coupled to the server; and

a software application running on an electronic device

communicatively coupled via the network to the server,

wherein the software application is configured to:

receive a product description from a user operating the
electronic device, the product description describing
a product in terms of type, brand, ingredients, and
container size; and

communicate the product description to the server,
wherein the NLP model parses the product descrip-
tion into individual words, n-grams, and/or skip
grams of different lengths and the ANN takes the
parsed product description from the NLP model and
makes one or more product price projection based on
the container size and any combinations of the
individual words, n-grams, and/or skip grams.

8. The system of claim 7, wherein the data storage units
comprise an input data library, a results data library, a
product data library, a training library, and a model library.
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9. The system of claim 8, wherein:

the input data library stores the product description;

the results data library stores output data from the ANN

model and the NLP model;

the product data library stores product information and

product pricing used by the ANN model;

the training library stores training data for the ANN

model; and

the model library stores one or more ANN models used in

the analytics module.

10. The system of claim 7, wherein the electronic device
is a smart phone device, a tablet, a tablet personal computer
(PC), or a laptop PC.

11. The system of claim 7, wherein the ANN model is
trained to determine how each of the container size, the
individual words, n-grams, and/or skip grams influence a
price of the product corresponding to the product descrip-
tion.

12. The system of claim 7, wherein the ANN model is
trained with a list comprising:

products with respective product descriptions that include

combinations of the container size, the individual
words, n-grams, and/or skip grams found in the product
description received by the user; and

respective current prices for each product in the list.

13. The system of claim 7, wherein the product descrip-
tion corresponds to a product not currently available for sale.

14. The system of claim 7, wherein the one or more
product price projections outputted by the ANN are for one
or more products having product descriptions with any of
the combinations of the individual words, n-grams, and/or
skip grams found in the received product description, and
correspond to respective packaging options offered for the
product that match the container size as indicated in the
received product description.

15. A computer program product for predicting, assessing,
and auditing prices of products or services, the computer
program product comprising a non-transitory computer-
readable medium having a computer readable program code
stored thereon that when executed by one or more proces-
sors causes the computer program product to:

receive a product description for a product that describes

the product in terms of type, brand, ingredients, and
container size;

parse the product description with a natural language

processing (NLP) model to individual words, n-grams,
and/or skip grams of different lengths;

obtain a product list for other products comprising prod-

uct descriptions with respective prices, wherein each
product description in the product list includes at least
combinations of the individual words, n-grams, and/or
skip grams;

divide the product list to a training dataset and a testing

dataset, wherein the training and testing datasets are
subsets of the product list;

train an artificial neural network (ANN) model with the

training dataset so that the ANN model is able to
determine how the individual words, n-grams, and/or
skip grams or combinations thereof in the training
dataset influence the prices of the products in the
training dataset;

test the trained ANN model with the testing dataset by

allowing the trained ANN model to make price projec-
tions for the product descriptions in the testing dataset,
compare the price projections to respective prices of the
product descriptions in the testing database, and make
adjustments to the trained ANN model when a price
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projection for a product description is different from a
respective price of the product description by a prede-
termined value; and

after testing the trained ANN model, input the received

product description to the ANN model to make one or
more price predictions for the received product descrip-
tion, wherein the price predictions outputted from the
ANN model are based on the container size and the
combinations of the individual words, n-grams, and/or
skip grams.

16. The computer program product of claim 15, is further
configured to:

convert the individual words, n-grams, and/or skip grams

of different lengths into searchable variables; and

use the searchable variables to obtain the product list.

17. The computer program product of claim 15, wherein
the one or more price predictions are further based on
respective packaging options offered for the product.

18. The computer program product of claim 16 wherein
the ANN model is a deep-learning model comprising mul-
tiple layers with inputs being the searchable variables cor-
responding to the individual words, n-grams, and/or skip
grams of different lengths and outputs being price projec-
tions for the individual words, n-grams, and/or skip grams
and combinations thereof.

19. The computer program product of claim 15, wherein
the ANN model is configured to make the one or more price
predictions for a physical product or service.

20. The computer program product of claim 15, wherein
the received product corresponds to a fictitious product.
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