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FIG.7
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FIG.8
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FIG.11

In Case Of li"= mi"=4
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FIG.19

Intra Prediction Mode
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IMAGE ENCODING DEVICE, IMAGE
DECODING DEVICE, IMAGE ENCODING
METHOD, AND IMAGE DECODING
METHOD FOR GENERATING A
PREDICTION IMAGE

[0001] This application is a Divisional of U.S. patent
application Ser. No. 14/977,236, filed on Dec. 21, 2015,
which is a Divisional of U.S. patent application Ser. No.
13/979,357, filed on Jul. 11, 2013, which issued as U.S. Pat.
No. 9,299,133, on Mar. 29, 2016, which was filed as PCT
International Application No. PCT/JP2012/000061 on Jan.
6, 2012, which claims the benefit under 35 U.S.C. §119(a)
to Japanese Patent Application No. 2011-004038, filed on
Jan. 12, 2011, all of which are hereby expressly incorporated
by reference into the present application.

FIELD OF THE INVENTION

[0002] The present invention relates to an image encoding
device for and an image encoding method of encoding an
image with a high degree of efficiency, and an image
decoding device for and an image decoding method of
decoding an encoded image with a high degree of efficiency.

BACKGROUND OF THE INVENTION

[0003] For example, in accordance with an international
standard video encoding method, such as MPEG (Moving
Picture Experts Group) or “ITU-T H.26x”, an inputted video
frame is divided into rectangular blocks (encoding target
blocks), a prediction process using an already-encoded
image signal is carried out on each encoding target block to
generate a prediction image, and orthogonal transformation
and a quantization process is carried out on a prediction error
signal which is the difference between the encoding target
block and the prediction image in units of a block, so that
information compression is carried out on the inputted video
frame.

[0004] For example, in the case of MPEG-4 AVC/H.264
(ISO/IEC 14496-101ITU-T H.264) which is an international
standard method, an intra prediction process from already-
encoded adjacent pixels or a motion-compensated prediction
process between adjacent frames is carried out (for example,
refer to nonpatent reference 1). In the case of MPEG-4
AVC/H.264, one prediction mode can be selected from a
plurality of prediction modes for each block in an intra
prediction mode of luminance. FIG. 10 is an explanatory
drawing showing intra prediction modes in the case of a 4x4
pixel block size for luminance. In FIG. 10, each white circle
shows a pixel in a coding block, and each black circle shows
a pixel that is used for prediction, and that exists in an
already-encoded adjacent block.

[0005] In the example shown in FIG. 10, nine modes 0 to
8 are prepared as intra prediction modes, and the mode 2 is
the one in which an average prediction is carried out in such
a way that each pixel in the target coding block is predicted
by using the average of adjacent pixels existing in the upper
and left blocks. The modes other than the mode 2 are intra
prediction modes in each of which a directional prediction is
carried out. The mode 0 is the one in which a vertical
prediction is carried out in such a way that adjacent pixels
in the upper block are repeatedly replicated to create plural
rows of pixels along a vertical direction to generate a
prediction image. For example, the mode 0 is selected when
the target coding block is a vertically striped pattern. The

Oct. 20, 2016

mode 1 is the one in which a horizontal prediction is carried
out in such a way that adjacent pixels in the left block are
repeatedly replicated to create plural columns of pixels
along a horizontal direction to generate a prediction image.
For example, the mode 1 is selected when the target coding
block is a horizontally striped pattern. In each of the modes
3 to 8, interpolation pixels running in a predetermined
direction (i.e., a direction shown by arrows) are generated by
using the adjacent pixels in the upper block or the left block
to generate a prediction image.

[0006] In this case, the block size for luminance to which
an intra prediction is applied can be selected from 4x4
pixels, 8x8 pixels, and 16x16 pixels. In the case of 8x8
pixels, nine intra prediction modes are defined, like in the
case of 4x4 pixels. In contrast with this, in the case of 16x16
pixels, four intra prediction modes which are called plane
predictions are defined in addition to intra prediction modes
associated with an average prediction, a vertical prediction,
and a horizontal prediction. Each intra prediction associated
with a plane prediction is a mode in which pixels created by
carrying out an interpolation in a diagonal direction on the
adjacent pixels in the upper block and the adjacent pixels in
the left block are provided as predicted values.

[0007] In an intra prediction mode in which a directional
prediction is carried out, because predicted values are gen-
erated along a direction predetermined by the mode, e.g., a
direction of 45 degrees, the prediction efficiency increases
and the code amount can be reduced when the direction of
a boundary (edge) of an object in a block matches the
direction shown by the prediction mode. However, a slight
displacement may occur between the direction of an edge
and the direction shown by the prediction mode, and, even
if the direction of an edge in the encoding target block does
not match the direction shown by the prediction mode, a
large prediction error may occur locally for the simple
reason that the edge is slightly distorted (swung, bent, or the
like). As a result, the prediction efficiency may drop
extremely. In order to prevent such a reduction in the
prediction efficiency, when performing an 8x8-pixel direc-
tional prediction, a prediction process is carried out to
generate a smoothed prediction image by using already-
encoded adjacent pixels on which a smoothing process has
been carried out, thereby reducing any slight displacement
in the prediction direction and prediction errors which occur
when a slight distortion occurs in an edge.

RELATED ART DOCUMENT

Nonpatent Reference

[0008] Nonpatent reference 1: MPEG-4 AVC (ISO/IEC
14496-10)/ITU-T H.264 standards

SUMMARY OF THE INVENTION

Problems to be Solved by the Invention

[0009] Because the conventional image encoding device is
constructed as above, the generation of a smoothed predic-
tion image can reduce prediction errors occurring even if a
slight displacement occurs in the prediction direction or a
slight distortion occurs in an edge. However, according to
the technique disclosed in nonpatent reference 1, no smooth-
ing process is carried out on blocks other than 8x8-pixel
blocks, and only one possible smoothing process is carried
out on even 8x8-pixel blocks. A problem is that also in a
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block having a size other than 8x8 pixels, a large prediction
error actually occurs locally due to a slight mismatch in an
edge even when the prediction image has a pattern similar to
that of the image to be encoded, and therefore a large
reduction occurs in the prediction efficiency. Another prob-
lem is that when a quantization parameter which is used
when quantizing a prediction error signal, the position of
each pixel in a block, the prediction mode, or the like differs
between blocks having the same size, a process suitable for
reducing local prediction errors differs between the blocks,
but only one possible smoothing process is prepared, and
therefore prediction errors cannot be sufficiently reduced. A
further problem is that when carrying out an average pre-
diction, a prediction signal for a pixel located at a boundary
of a block easily becomes discontinuous with those for
adjacent encoded pixels because the average of pixels adja-
cent to the block is defined as each of all the predicted values
in the block, while because the image signal generally has a
high spatial correlation, a prediction error easily occurs at
the block boundary due to the above-mentioned discontinu-
ity.

[0010] The present invention is made in order to solve the
above-mentioned problems, and it is therefore an object of
the present invention to provide an image encoding device,
an image decoding device, an image encoding method, and
an image decoding method capable of reducing prediction
errors which occur locally, thereby being able to improve the
image quality.

Means for Solving the Problem

[0011] In accordance with an aspect of the present inven-
tion, there is provided an image encoding device that
includes an intra predictor for, when a coding mode corre-
sponding to one of coding blocks into which an inputted
image is divided is an intra coding mode, carrying out an
intra-frame prediction process on each block which is a unit
for prediction of the coding block to generate a prediction
image; and an encoder for encoding coding mode informa-
tion and an intra prediction parameter indicating an average
prediction, wherein when the intra predictor carries out the
average prediction, the intra predictor carries out a filtering
process on target pixels of the intra prediction located at an
upper end and a left end of the block, the filtering process
using an intermediate prediction value, which is an average
value of adjacent pixels of the block, and at least one
adjacent pixel of the target pixel, and wherein the intra
predictor sets a filter coeflicient to %, associated with the
intermediate prediction value for a target pixel at the left end
of the block other than the target pixel at an upper left corner
of'the block, and sets a filter coefficient to V4, associated with
the adjacent pixel adjacent to the left side of the target pixel
at the left end of the block.

[0012] In accordance with another aspect of the present
invention, there is provided an image decoding device that
includes: a decoder for decoding coding mode information
and an intra prediction parameter; and an intra predictor for,
when the coding mode information associated with a coding
block is an intra coding mode, carrying out an intra-frame
prediction process on each block which is a unit for predic-
tion of the coding block to generate a prediction image,
wherein when the intra prediction parameter indicates an
average prediction, the intra predictor carries out a filtering
process on target pixels of the intra prediction located at an
upper end and a left end of the block based on an interme-
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diate prediction value, which is an average value of adjacent
pixels of the block, and at least one adjacent pixel of the
target pixel, and wherein the intra predictor sets a filter
coeflicient to ¥4, associated with the intermediate prediction
value for a target pixel at the left end of the block other than
the target pixel at an upper left corner of the block, and sets
a filter coeflicient to %, associated with the adjacent pixel
adjacent to the left side of the target pixel at the left end of
the block.

[0013] In accordance with yet another aspect of the pres-
ent invention, there is provided an image encoding method
including: carrying out an intra-frame prediction process on
each block which is a unit for prediction of a coding block
to generate a prediction image, when a coding mode corre-
sponding to the coding block into which an inputted image
is divided is an intra coding mode; and encoding coding
mode information and an intra prediction parameter indi-
cating an average prediction, wherein when the average
prediction is carried out, a filtering process is carried out on
target pixels of the intra prediction located at an upper end
and a left end of the block which is a unit for prediction of
the coding block, the filtering process using an intermediate
prediction value, which is an average value of adjacent
pixels of the block, and at least one adjacent pixel of the
target pixel, and wherein the filtering process sets a filter
coeflicient to ¥4, associated with the intermediate prediction
value for a target pixel at the left end of the block other than
the target pixel at an upper left corner of the block, and sets
a filter coeflicient to %, associated with the adjacent pixel
adjacent to the left side of the target pixel at the left end of
the block.

[0014] In accordance with another aspect of the present
invention, there is provided an image decoding method
including: decoding coding mode information and an intra
prediction parameter; and carrying out an intra-frame pre-
diction process on each block which is a unit for prediction
of a coding block to generate a prediction image, when the
coding mode information associated with the coding block
is an intra coding mode, wherein when the intra prediction
parameter indicates an average prediction, a filtering process
is carried out on target pixels of the intra prediction located
at an upper end and a left end of the block which is a unit
for prediction of the coding block, the filtering process using
an intermediate prediction value, which is an average value
of adjacent pixels of the block, and at least one adjacent
pixel of the target pixel, and wherein the filtering process
sets a filter coefficient to 34, associated with the intermediate
prediction value for a target pixel at the left end of the block
other than the target pixel at an upper left corner of the
block, and sets a filter coeflicient to Y4, associated with the
adjacent pixel adjacent to the left side of the target pixel at
the left end of the block.

[0015] In accordance with another aspect of the present
invention, there is provided a non-transitory computer read-
able medium comprising coded data for each of coding
blocks, the coded data including: coding mode information
causing a decoder to determine a type of coding mode, and
causing the decoder to carry out an intra-frame prediction
process on each block which is a unit for prediction of a
coding block to generate a prediction image, when the
coding mode information associated with the coding block
indicates an intra coding mode; and an intra prediction
parameter causing the decoder to determine a type of intra
prediction, wherein when the intra prediction parameter
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indicates an average prediction, a filtering process is carried
out on target pixels of the intra prediction located at an upper
end and a left end of the block which is a unit for prediction
of the coding block, the filtering process using an interme-
diate prediction value, which is an average value of adjacent
pixels of the block, and at least one adjacent pixel of the
target pixel, and wherein the filtering process sets a filter
coeflicient to ¥4, associated with the intermediate prediction
value for a target pixel at the left end of the block other than
the target pixel at an upper left corner of the block, and sets
a filter coeflicient to %, associated with the adjacent pixel
adjacent to the left side of the target pixel at the left end of
the block.

Advantages of the Invention

[0016] Because the image encoding device in accordance
with the present invention is constructed in such a way that
when carrying out an average prediction, an intra predictor
carries out a filtering process on target pixels of the intra
prediction located at an upper end and a left end of the block,
the filtering process using an intermediate prediction value,
which is an average value of adjacent pixels of the block,
and at least one adjacent pixel of the target pixel, and the
intra predictor sets a filter coefficient to ¥4, associated with
the intermediate prediction value for a target pixel at the left
end of the block other than the target pixel at an upper left
corner of the block, and sets a filter coeflicient to 4,
associated with the adjacent pixel adjacent to the left side of
the target pixel at the left end of the block, there is provided
an advantage of being able to reduce prediction errors
occurring locally, thereby being able to improve the image

quality.
BRIEF DESCRIPTION OF THE FIGURES

[0017] FIG.1 is a block diagram showing a moving image
encoding device in accordance with Embodiment 1 of the
present invention;

[0018] FIG.2 is a block diagram showing a moving image
decoding device in accordance with Embodiment 1 of the
present invention;

[0019] FIG. 3 is a flow chart showing processing carried
out by the moving image encoding device in accordance
with Embodiment 1 of the present invention;

[0020] FIG. 4 is a flow chart showing processing carried
out by the moving image decoding device in accordance
with Embodiment 1 of the present invention;

[0021] FIG. 5 is an explanatory drawing showing a state in
which each coding block having a maximum size is hierar-
chically divided into a plurality of coding blocks;

[0022] FIG. 6(A) is an explanatory drawing showing a
distribution of partitions into which a block to encoded is
divided, and FIG. 6(B) is an explanatory drawing showing
a state in which a coding mode m(B”) is assigned to each of
the partitions after a hierarchical layer division is performed
by using a quadtree graph;

[0023] FIG. 7 is an explanatory drawing showing an
example of intra prediction parameters (intra prediction
modes) which can be selected for each partition P,” in a
coding block B”;

[0024] FIG. 8 is an explanatory drawing showing an
example of pixels which are used when generating a pre-
dicted value of each pixel in a partition P,” in the case of
1" =m/"=4;
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[0025] FIG. 9 is an explanatory drawing showing an
example of the arrangement of reference pixels in the case
of N=5;

[0026] FIG. 10 is an explanatory drawing showing intra
prediction modes described in nonpatent reference 1 in the
case of a 4x4 pixel block size for luminance;

[0027] FIG. 11 is an explanatory drawing showing an
example of the distances between already-encoded pixels in
a frame which are used when generating a prediction image,
and each target pixel to be filtered;

[0028] FIG. 12 is an explanatory drawing showing a
concrete arrangement of reference pixels to be referred to by
a filter;

[0029] FIG. 13 is an explanatory drawing showing an
example of a table for determining which filter is to be used
for each combination of an intra prediction mode index and
a partition size;

[0030] FIG. 14 is an explanatory drawing showing an
example of simplification of a filtering process when an
average prediction is carried out;

[0031] FIG. 15 is an explanatory drawing showing an
example of a bitstream in which a filter selection table index
is added to a sequence level header;

[0032] FIG. 16 is an explanatory drawing showing an
example of a bitstream in which a filter selection table index
is added to a picture level header;

[0033] FIG. 17 is an explanatory drawing showing an
example of a bitstream in which a filter selection table index
is added to a slice header;

[0034] FIG. 18 is an explanatory drawing showing an
example of a bitstream in which a filter selection table index
is added to a reference block header;

[0035] FIG. 19 is an explanatory drawing showing another
example of the table, which differs from that shown in FIG.
13, for determining which filter is to be used for each
combination of an intra prediction mode index and a parti-
tion size; and

[0036] FIG. 20 is an explanatory drawing showing an
example of a table for determining whether or not to carry
out a smoothing process on reference pixels at the time of
generating an intermediate prediction image for each com-
bination of an intra prediction mode index and a partition
size.

EMBODIMENTS OF THE INVENTION

[0037] Hereafter, in order to explain this invention in
greater detail, the preferred embodiments of the present
invention will be described with reference to the accompa-
nying drawings.

Embodiment 1

[0038] In this Embodiment 1, a moving image encoding
device that inputs each frame image of a video, carries out
an intra prediction process from already-encoded adjacent
pixels or a motion-compensated prediction process between
adjacent frames to generate a prediction image, carries out
a compression process according to orthogonal transforma-
tion and quantization on a prediction error signal which is a
difference image between the prediction image and a frame
image, and, after that, carries out variable length encoding to
generate a bitstream, and a moving image decoding device
that decodes the bitstream outputted from the moving image
encoding device will be explained.
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[0039] The moving image encoding device in accordance
with this Embodiment 1 is characterized in that the moving
image encoding device adapts itself to a local change of a
video signal in space and time directions to divide the video
signal into regions of various sizes, and carries out intra-
frame and inter-frame adaptive encoding. In general, a video
signal has a characteristic of its complexity varying locally
in space and time. There can be a case in which a pattern
having a uniform signal characteristic in a relatively large
image region, such as a sky image or a wall image, or a
pattern having a complicated texture pattern in a small
image region, such as a person image or a picture including
a fine texture, also coexists on a certain video frame from the
viewpoint of space. Also from the viewpoint of time, a
relatively large image area, such as a sky image or a wall
image, has a small local change in a time direction in its
pattern, while an image of a moving person or object has a
larger temporal change because its outline has a movement
of a rigid body and a movement of a non-rigid body with
respect to time.

[0040] Although a process of generating a prediction error
signal having small signal power and small entropy by using
temporal and spatial prediction, thereby reducing the whole
code amount, is carried out in the encoding process, the code
amount of parameters used for the prediction can be reduced
as long as the parameters can be applied uniformly to as
large an image signal region as possible. On the other hand,
because the amount of errors occurring in the prediction
increases when the same prediction parameters are applied
to an image signal pattern having a large change in time and
space, the code amount of the prediction error signal cannot
be reduced. Therefore, it is desirable to reduce the size of a
region which is subjected to the prediction process when
performing the prediction process on an image signal pattern
having a large change in time and space, thereby reducing
the electric power and entropy of the prediction error signal
even though the data volume of the parameters which are
used for the prediction is increased. In order to carry out
encoding which is adapted for such the typical characteris-
tics of a video signal, the moving image encoding device in
accordance with this Embodiment 1 hierarchically divides
each region having a predetermined maximum block size of
the video signal into blocks, and carries out the prediction
process and the encoding process of encoding a prediction
error on each of the blocks into which each region is divided.

[0041] A video signal which is to be processed by the
moving image encoding device in accordance with this
Embodiment 1 can be an arbitrary video signal in which
each video frame consists of a series of digital samples
(pixels) in two dimensions, horizontal and vertical, such as
a YUYV signal which consists of a luminance signal and two
color difference signals, a color video image signal in
arbitrary color space, such as an RGB signal, outputted from
a digital image sensor, a monochrome image signal, or an
infrared image signal. The gradation of each pixel can be an
8-bit, 10-bit, or 12-bit one. In the following explanation, the
inputted video signal is a YUV signal unless otherwise
specified. It is further assumed that the two color difference
components U and V are signals having a 4:2:0 format
which are subsampled with respect to the luminance com-
ponent Y. A data unit to be processed which corresponds to
each frame of the video signal is referred to as a “picture.”
In this Embodiment 1, a “picture” is explained as a video
frame signal on which progressive scanning has been carried
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out. When the video signal is an interlaced signal, a “pic-
ture” can be alternatively a field image signal which is a unit
which constructs a video frame.

[0042] FIG. 1 is a block diagram showing a moving image
encoding device in accordance with Embodiment 1 of the
present invention. Referring to FIG. 1, an encoding control-
ling part 1 carries out a process of determining a maximum
size of each of coding blocks which is a unit to be processed
at a time when an intra prediction process (intra-frame
prediction process) or a motion-compensated prediction
process (inter-frame prediction process) is carried out, and
also determining an upper limit on the number of hierarchi-
cal layers, i.e., a maximum hierarchy depth in a hierarchy in
which each of the coding blocks having the maximum size
is hierarchically divided into blocks. The encoding control-
ling part 1 also carries out a process of selecting a coding
mode suitable for each of the coding blocks into which each
coding block having the maximum size is divided hierar-
chically from one or more available coding modes (one or
more intra coding modes and one or more inter coding
modes). The encoding controlling part 1 further carries out
a process of determining a quantization parameter and a
transform block size which are used when a difference image
is compressed for each coding block, and also determining
intra prediction parameters or inter prediction parameters
which are used when a prediction process is carried out for
each coding block. The quantization parameter and the
transform block size are included in prediction error encod-
ing parameters, and these prediction error encoding param-
eters are outputted to a transformation/quantization part 7,
an inverse quantization/inverse transformation part 8, a
variable length encoding part 13, and so on. The encoding
controlling part 1 constructs an encoding controlling unit.

[0043] A block dividing part 2 carries out a process of,
when receiving a video signal showing an inputted image,
dividing the inputted image shown by the video signal into
coding blocks each having the maximum size determined by
the encoding controlling part 1, and also dividing each of the
coding blocks into blocks hierarchically until the number of
hierarchical layers reaches the upper limit on the number of
hierarchical layers which is determined by the encoding
controlling part 1. The block dividing part 2 constructs a
block dividing unit. A selection switch 3 carries out a
process of, when the coding mode selected by the encoding
controlling part 1 for the coding block, which is generated
through the division by the block dividing part 2, is an intra
coding mode, outputting the coding block to an intra pre-
diction part 4, and, when the coding mode selected by the
encoding controlling part 1 for the coding block, which is
generated through the division by the block dividing part 2,
is an inter coding mode, outputting the coding block to a
motion-compensated prediction part 5.

[0044] The intra prediction part 4 carries out a process of,
when receiving the coding block, which is generated
through the division by the block dividing part 2, from the
selection switch 3, carrying out an intra prediction process
on the coding block to generate a prediction image for each
partition by using an already-encoded image signal in the
frame on the basis of the intra prediction parameter output-
ted thereto from the encoding controlling part 1. After
generating the above-mentioned prediction image, the intra
prediction part 4 selects a filter from one or more filters
which are prepared in advance according to the states of the
various parameters which must be known when the moving
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image decoding device generates the same prediction image
as the above-mentioned prediction image, carries out a
filtering process on the above-mentioned prediction image
by using the filter, and outputs the prediction image on
which the intra prediction part has carried out the filtering
process to a subtracting part 6 and an adding part 9.
Concretely, the intra prediction part uniquely determines a
filter according to the state of at least one of the following
four parameters which are provided as the above-mentioned
various parameters:

Parameter (1)

[0045]
image

The block size of the above-mentioned prediction

Parameter (2)

[0046] The quantization parameter determined by the
encoding controlling part 1

Parameter (3)

[0047] The distance between the already-encoded image
signal in the frame which is used when generating the
prediction image and a target pixel to be filtered

Parameter (4)

[0048] The intra prediction parameter determined by the
encoding controlling part 1

An intra prediction unit is comprised of the selection switch
3 and the intra prediction part 4.

[0049] The motion-compensated prediction part 5 carries
out a process of, when an inter coding mode is selected by
the encoding controlling part 1 as a coding mode suitable for
the coding block, which is generated through the division by
the block dividing part 2, performing a motion-compensated
prediction process on the coding block to generate a pre-
diction image by using one or more frames of reference
images stored in a motion-compensated prediction frame
memory 12 on the basis of the inter prediction parameters
outputted thereto from the encoding controlling part 1. A
motion-compensated prediction unit is comprised of the
selection switch 3 and the motion-compensated prediction
part 5.

[0050] The subtracting part 6 carries out a process of
subtracting the prediction image generated by the intra
prediction part 4 or the motion-compensated prediction part
5 from the coding block, which is generated through the
division by the block dividing part 2, to generate a difference
image (=the coding block-the prediction image). The sub-
tracting part 6 constructs a difference image generating unit.
The transformation/quantization part 7 carries out a process
of performing a transformation process (e.g., a DCT (dis-
crete cosine transform) or an orthogonal transformation
process, such as a KL transform, in which bases are designed
for a specific learning sequence in advance) on the difference
signal generated by the subtracting part 6 in units of a block
having a transform block size included in the prediction
error encoding parameters outputted thereto from the encod-
ing controlling part 1, and also quantizing the transform
coeflicients of the difference image by using a quantization
parameter included in the prediction error encoding param-
eters to output the transform coeflicients quantized thereby
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as compressed data of the difference image. The transfor-
mation/quantization part 7 constructs an image compression
unit.

[0051] The inverse quantization/inverse transformation
part 8 carries out a process of inverse-quantizing the com-
pressed data outputted thereto from the transformation/
quantization part 7 by using the quantization parameter
included in the prediction error encoding parameters out-
putted thereto from the encoding controlling part 1, and
performing an inverse transformation process (e.g., an
inverse DCT (inverse discrete cosine transform) or an
inverse transformation process such as an inverse KL trans-
form) on the compressed data inverse-quantized thereby in
units of a block having the transform block size included in
the prediction error encoding parameters to output the
compressed data on which the inverse quantization/inverse
transformation part has carried out the inverse transforma-
tion process as a local decoded prediction error signal.
[0052] The adding part 9 carries out a process of adding
the local decoded prediction error signal outputted thereto
from the inverse quantization/inverse transformation part 8
and the prediction signal showing the prediction image
generated by the intra prediction part 4 or the motion-
compensated prediction part 5 to generate a local decoded
image signal showing a local decoded image. A memory 10
for intra prediction is a recording medium, such as a RAM,
for storing the local decoded image shown by the local
decoded image signal generated by the adding part 9 as an
image which the intra prediction part 4 will use when
performing the intra prediction process the next time.
[0053] A loop filter part 11 carries out a process of
compensating for an encoding distortion included in the
local decoded image signal generated by the adding part 9,
and outputting the local decoded image shown by the local
decoded image signal on which the loop filter part has
carried out the encoding distortion compensation to a
motion-compensated prediction frame memory 12 as a ref-
erence image. The motion-compensated prediction frame
memory 12 is a recording medium, such as a RAM, for
storing the local decoded image on which the loop filter part
11 has carried out the filtering process as a reference image
which the motion-compensated prediction part 5 will use
when performing the motion-compensated prediction pro-
cess the next time.

[0054] The variable length encoding part 13 carries out a
process of variable-length-encoding the compressed data
outputted thereto from the transformation/quantization part
7, the coding mode and the prediction error encoding
parameters which are outputted thereto from the encoding
controlling part 1, and the intra prediction parameters out-
putted thereto from the intra prediction part 4 or the inter
prediction parameters outputted thereto from the motion-
compensated prediction part 5 to generate a bitstream into
which encoded data of the compressed data, encoded data of
the coding mode, encoded data of the prediction error
encoding parameters, and encoded data of the intra predic-
tion parameters or the inter prediction parameters are mul-
tiplexed. The variable length encoding part 13 constructs a
variable length encoding unit.

[0055] FIG. 2 is a block diagram showing the moving
image decoding device in accordance with Embodiment 1 of
the present invention. Referring to FIG. 2, a variable length
decoding part 51 carries out a process of variable-length-
decoding the encoded data multiplexed into the bitstream to
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acquire the compressed data, the coding mode, the predic-
tion error encoding parameters, and the intra prediction
parameters or the inter prediction parameters, which are
associated with each coding block into which each frame of
the video is hierarchically divided, and outputting the com-
pressed data and the prediction error encoding parameters to
an inverse quantization/inverse transformation part 55, and
also outputting the coding mode and the intra prediction
parameters or the inter prediction parameters to a selection
switch 52. The variable length decoding part 51 constructs
a variable length decoding unit.

[0056] The selection switch 52 carries out a process of,
when the coding mode associated with the coding block,
which is outputted from the variable length decoding part
51, is an intra coding mode, outputting the intra prediction
parameters outputted thereto from the variable length decod-
ing part 51 to an intra prediction part 53, and, when the
coding mode is an inter coding mode, outputting the inter
prediction parameters outputted thereto from the variable
length decoding part 51 to a motion-compensated prediction
part 54.

[0057] The intra prediction part 53 carries out a process of
performing an intra-frame prediction process on the coding
block to generate a prediction image for each partition by
using an already-decoded image signal in the frame on the
basis of the intra prediction parameter outputted thereto
from the selection switch 52. After generating the above-
mentioned prediction image, the intra prediction part 53
selects a filter from one or more filters which are prepared
in advance according to the states of the various parameters
which are known when generating the above-mentioned
prediction image, carries out a filtering process on the
above-mentioned prediction image by using the filter, and
outputs the prediction image on which the intra prediction
part has carried out the filtering process to an adding part 56.
Concretely, the intra prediction part uniquely determines a
filter according to the state of at least one of the following
four parameters which are provided as the above-mentioned
various parameters. The intra prediction part predetermines
one or more parameters to be used which are the same as the
previously-mentioned one or more parameters which are
used by the moving image encoding device. More specifi-
cally, the parameters which the moving image encoding
device uses and those which the moving image decoding
device uses are made to be the same as each other in such
a way that when the intra prediction part 4 carries out the
filtering process by using the parameters (1) and (4) in the
moving image encoding device, the intra prediction part 53
similarly carries out the filtering by using the parameters (1)
and (4) in the moving image decoding device, for example.

Parameter (1)

[0058]
image

The block size of the above-mentioned prediction

Parameter (2)

[0059] The quantization parameter variable-length-de-
coded by the variable length decoding part 51

Parameter (3)

[0060] The distance between the already-decoded image
signal in the frame which is used when generating the
prediction image and a target pixel to be filtered
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Parameter (4)

[0061] The intra prediction parameter variable-length-de-
coded by the variable length decoding part 51 An intra
prediction unit is comprised of the selection switch 52 and
the intra prediction part 53.

[0062] The motion-compensated prediction part 54 carries
out a process of performing a motion-compensated predic-
tion process on the coding block to generate a prediction
image by using one or more frames of reference images
stored in a motion-compensated prediction frame memory
59 on the basis of the inter prediction parameters outputted
thereto from the selection switch 52. A motion-compensated
prediction unit is comprised of the selection switch 52 and
the motion-compensated prediction part 54.

[0063] The inverse quantization/inverse transformation
part 55 carries out a process of inverse-quantizing the
compressed data associated with the coding block, which is
outputted thereto from the variable length decoding part 51,
by using the quantization parameter included in the predic-
tion error encoding parameters outputted thereto from the
variable length decoding part 51, and performing an inverse
transformation process (e.g., an inverse DCT (inverse dis-
crete cosine transform) or an inverse transformation process
such as an inverse KL transform) on the compressed data
inverse-quantized thereby in units of a block having the
transform block size included in the prediction error encod-
ing parameters, and outputting the compressed data on
which the inverse quantization/inverse transformation part
has carried out the inverse transformation process as a
decoded prediction error signal (signal showing a pre-
compressed difference image). The inverse quantization/
inverse transformation part 55 constructs a difference image
generating unit.

[0064] The adding part 56 carries out a process of adding
the decoded prediction error signal outputted thereto from
the inverse quantization/inverse transformation part 55 and
the prediction signal showing the prediction image gener-
ated by the intra prediction part 53 or the motion-compen-
sated prediction part 54 to generate a decoded image signal
showing a decoded image. The adding part 56 constructs a
decoded image generating unit. A memory 57 for intra
prediction is a recording medium, such as a RAM, for
storing the decoded image shown by the decoded image
signal generated by the adding part 56 as an image which the
intra prediction part 53 will use when performing the intra
prediction process the next time.

[0065] A loop filter part 58 carries out a process of
compensating for an encoding distortion included in the
decoded image signal generated by the adding part 56, and
outputting the decoded image shown by the decoded image
signal on which the loop filter part performs the encoding
distortion compensation to a motion-compensated predic-
tion frame memory 59 as a reference image. The motion-
compensated prediction frame memory 59 is a recording
medium, such as a RAM, for storing the decoded image on
which the loop filter part 58 performs the filtering process as
a reference image which the motion-compensated prediction
part 54 will use when performing the motion-compensated
prediction process the next time.

[0066] In the example shown in FIG. 1, the encoding
controlling part 1, the block dividing part 2, the selection
switch 3, the intra prediction part 4, the motion-compensated
prediction part 5, the subtracting part 6, the transformation/
quantization part 7, the inverse quantization/inverse trans-
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formation part 8, the adding part 9, the loop filter part 11, and
the variable length encoding part 13, which are the compo-
nents of the moving image encoding device, can consist of
pieces of hardware for exclusive use (e.g., integrated circuits
in each of which a CPU is mounted, one chip microcom-
puters, or the like), respectively. As an alternative, the
moving image encoding device can consist of a computer,
and a program in which the processes carried out by the
encoding controlling part 1, the block dividing part 2, the
selection switch 3, the intra prediction part 4, the motion-
compensated prediction part 5, the subtracting part 6, the
transformation/quantization part 7, the inverse quantization/
inverse transformation part 8, the adding part 9, the loop
filter part 11, and the variable length encoding part 13 are
described can be stored in a memory of the computer and the
CPU of the computer can be made to execute the program
stored in the memory. FIG. 3 is a flow chart showing the
processing carried out by the moving image encoding device
in accordance with Embodiment 1 of the present invention.

[0067] Inthe example shown in FIG. 2, the variable length
decoding part 51, the selection switch 52, the intra predic-
tion part 53, the motion-compensated prediction part 54, the
inverse quantization/inverse transformation part 55, the add-
ing part 56, and the loop filter part 58, which are the
components of the moving image decoding device, can
consist of pieces of hardware for exclusive use (e.g., inte-
grated circuits in each of which a CPU is mounted, one chip
microcomputers, or the like), respectively. As an alternative,
the moving image decoding device can consist of a com-
puter, and a program in which the processes carried out by
the variable length decoding part 51, the selection switch 52,
the intra prediction part 53, the motion-compensated pre-
diction part 54, the inverse quantization/inverse transforma-
tion part 55, the adding part 56, and the loop filter part 58 are
described can be stored in a memory of the computer and the
CPU of the computer can be made to execute the program
stored in the memory. FIG. 4 is a flow chart showing the
processing carried out by the moving image decoding device
in accordance with Embodiment 1 of the present invention.

[0068] Next, the operation of the moving image encoding
device and that of the moving image decoding device will be
explained. First, the processing carried out by the moving
image encoding device shown in FIG. 1 will be explained.
First, the encoding controlling part 1 determines a maximum
size of each of coding blocks which is a unit to be processed
at a time when an intra prediction process (intra-frame
prediction process) or a motion-compensated prediction
process (inter-frame prediction process) is carried out, and
also determines an upper limit on the number of hierarchical
layers in a hierarchy in which each of the coding blocks
having the maximum size is hierarchically divided into
blocks (step ST1 of FIG. 3).

[0069] As a method of determining the maximum size of
each of coding blocks, for example, there is considered a
method of determining a maximum size for all the pictures
according to the resolution of the inputted image. Further,
there can be considered a method of quantifying a variation
in the complexity of a local movement of the inputted image
as a parameter and then determining a small size for a
picture having a large and vigorous movement while deter-
mining a large size for a picture having a small movement.
As a method of determining the upper limit on the number
of hierarchical layers, for example, there can be considered
a method of increasing the depth of the hierarchy, i.e., the
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number of hierarchical layers to make it possible to detect a
finer movement as the inputted image has a larger and more
vigorous movement, or decreasing the depth of the hierar-
chy, i.e., the number of hierarchical layers as the inputted
image has a smaller movement.

[0070] The encoding controlling part 1 also selects a
coding mode suitable for each of the coding blocks into
which each coding block having the maximum size is
divided hierarchically from one or more available coding
modes (M intra coding modes and N inter coding modes)
(step ST2). Although a detailed explanation of the selection
method of selecting a coding mode for use in the encoding
controlling part 1 will be omitted because the selection
method is a known technique, there is a method of carrying
out an encoding process on the coding block by using an
arbitrary available coding mode to examine the encoding
efficiency and select a coding mode having the highest level
of encoding efficiency from among a plurality of available
coding modes, for example.

[0071] The encoding controlling part 1 further determines
a quantization parameter and a transform block size which
are used when a difference image is compressed for each
coding block, and also determines intra prediction param-
eters or inter prediction parameters which are used when a
prediction process is carried out. The encoding controlling
part 1 outputs prediction error encoding parameters includ-
ing the quantization parameter and the transform block size
to the transformation/quantization part 7, the inverse quan-
tization/inverse transformation part 8, and the variable
length encoding part 13. The encoding controlling part also
outputs the prediction error encoding parameters to the intra
prediction part 4 as needed.

[0072] When receiving the video signal showing the input-
ted image, the block dividing part 2 divides the inputted
image shown by the video signal into coding blocks each
having the maximum size determined by the encoding
controlling part 1, and also divides each of the coding blocks
into blocks hierarchically until the number of hierarchical
layers reaches the upper limit on the number of hierarchical
layers which is determined by the encoding controlling part
1. FIG. 5 is an explanatory drawing showing a state in which
each coding block having the maximum size is hierarchi-
cally divided into a plurality of coding blocks. In the
example of FIG. 5, each coding block having the maximum
size is a coding block B® in the Oth hierarchical layer, and its
luminance component has a size of (L.°, M°). Further, in the
example of FIG. 5, by carrying out the hierarchical division
with this coding block B° having the maximum size being
set as a starting point until the depth of the hierarchy reaches
a predetermined depth which is set separately according to
a quadtree structure, coding blocks B” can be acquired.
[0073] At the depth of n, each coding block B” is an image
region having a size of (L”, M”"). Although L can be the
same as or differ from M”, the case of L”=M" is shown in the
example of FIG. 5. Hereafter, the size of each coding block
B” is defined as the size of (L., M”) in the luminance
component of the coding block B”.

[0074] Because the block dividing part 2 carries out a
quadtree division, (L™, M™1)=(L"/2, M"/2) is always
established. In the case of a color video image signal (4:4:4
format) in which all the color components have the same
sample number, such as an RGB signal, all the color
components have a size of (I”, M”), while in the case of
handling a 4:2:0 format, a corresponding color difference
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component has a coding block size of (L"/2, M"/2). Here-
after, a coding mode selectable for each coding block B” in
the nth hierarchical layer is expressed as m(B”).

[0075] In the case of a color video signal which consists of
a plurality of color components, the coding mode m(B”) can
be formed in such a way that an individual mode is used for
each color component. Hereafter, an explanation will be
made by assuming that the coding mode m(B”) indicates the
one for the luminance component of each coding block
having a 4:2:0 format in a YUV signal unless otherwise
specified. The coding mode m(B”) can be one of one or more
intra coding modes (generically referred to as “INTRA”) or
one or more inter coding modes (generically referred to as
“INTER”), and the encoding controlling part 1 selects, as the
coding mode m(B"), a coding mode with the highest degree
of'encoding efficiency for each coding block B” from among
all the coding modes available in the picture currently being
processed or a subset of these coding modes, as mentioned
above.

[0076] Each coding block B” is further divided into one or
more prediction units (partitions) by the block dividing part,
as shown in FIG. 5. Hereafter, each partition belonging to
each coding block B” is expressed as P, (i shows a partition
number in the nth hierarchical layer). How the division of
each coding block B” into partitions P,” belonging to the
coding block B” is carried out is included as information in
the coding mode m(B”). While the prediction process is
carried out on each of all the partitions P,” according to the
coding mode m(B”), an individual prediction parameter can
be selected for each partition P,”.

[0077] The encoding controlling part 1 produces such a
block division state as shown in, for example, FIG. 6 for a
coding block having the maximum size, and then determines
coding blocks B”. Hatched portions shown in FIG. 6(a)
show a distribution of partitions into which the coding block
having the maximum size is divided, and FIG. 6(b) shows a
situation in which coding modes m(B”) are respectively
assigned to the partitions generated through the hierarchical
layer division by using a quadtree graph. Each node
enclosed by a square symbol shown in FIG. 6(5) is the one
(coding block B”) to which a coding mode m(B”) is
assigned.

[0078] When the encoding controlling part 1 selects an
optimal coding mode m(B”) for each partition P, of each
coding block B”, and the coding mode m(B”) is an intra
coding mode (step ST3), the selection switch 3 outputs the
partition P,” of the coding block B”, which is generated
through the division by the block dividing part 2, to the intra
prediction part 4. In contrast, when the coding mode m(B”)
is an inter coding mode (step ST3), the selection switch
outputs the partition P,” of the coding block B”, which is
generated through the division by the block dividing part 2,
to the motion-compensated prediction part 5.

[0079] When receiving the partition P,” of the coding
block B” from the selection switch 3, the intra prediction part
4 carries out an intra prediction process on the partition P,”
of the coding block B” to generate an intra prediction image
P/ by using an already-encoded image signal in the frame on
the basis of the intra prediction parameter outputted thereto
from the encoding controlling part 1 (step ST4). After
generating the above-mentioned intra prediction image P,”,
the intra prediction part 4 selects a filter from the one or
more filters which are prepared in advance according to the
states of the various parameters which must be known when
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the moving image decoding device generates the same
prediction image as the above-mentioned intra prediction
image P,”, and carries out a filtering process on the intra
prediction image P;” by using the filter. After carrying out the
filtering process on the intra prediction image P,”, the intra
prediction part 4 outputs the intra prediction image P, on
which the intra prediction part has carried out the filtering
process to the subtracting part 6 and the adding part 9. In
order to enable the moving image decoding device shown in
FIG. 2 to also be able to generate the same intra prediction
image P/, the intra prediction part outputs the intra predic-
tion parameters to the variable length encoding part 13. The
outline of the process carried out by the intra prediction part
4 is as mentioned above, and the details of this process will
be mentioned below.

[0080] When receiving the partition P of the coding
block B” from the selection switch 3, the motion-compen-
sated prediction part 5 carries out a motion-compensated
prediction process on the partition P, of the coding block B”
to generate an inter prediction image P,” by using one or
more frames of reference images stored in the motion-
compensated prediction frame memory 12 on the basis of
the inter prediction parameters outputted thereto from the
encoding controlling part 1 (step ST5). Because a technol-
ogy of carrying out a motion-compensated prediction pro-
cess to generate a prediction image is known, the detailed
explanation of this technology will be omitted hereafter.
[0081] After the intra prediction part 4 or the motion-
compensated prediction part 5 generates the prediction
image (an intra prediction image P,” or an inter prediction
image P,”), the subtracting part 6 subtracts the prediction
image (the intra prediction image P,” or the inter prediction
image P,”) generated by the intra prediction part 4 or the
motion-compensated prediction part 5 from the partition P,”
of the coding block B”, which is generated through the
division by the block dividing part 2, to generate a difference
image, and outputs a prediction error signal e,” showing the
difference image to the transformation/quantization part 7
(step ST6).

[0082] When receiving the prediction error signal e,”
showing the difference image from the subtracting part 6, the
transformation/quantization part 7 carries out a transforma-
tion process (e.g., a DCT (discrete cosine transform) or an
orthogonal transformation process, such as a KL transform,
in which bases are designed for a specific learning sequence
in advance) on the difference image in units of a block
having the transform block size included in the prediction
error encoding parameters outputted thereto from the encod-
ing controlling part 1, and quantizes the transform coeffi-
cients of the difference image by using the quantization
parameter included in the prediction error encoding param-
eters and outputs the transform coeflicients quantized
thereby to the inverse quantization/inverse transformation
part 8 and the variable length encoding part 13 as com-
pressed data of the difference image (step ST7).

[0083] When receiving the compressed data of the differ-
ence image from the transformation/quantization part 7, the
inverse quantization/inverse transformation part 8 inverse-
quantizes the compressed data of the difference image by
using the quantization parameter included in the prediction
error encoding parameters outputted thereto from the encod-
ing controlling part 1, performs an inverse transformation
process (e.g., an inverse DCT (inverse discrete cosine trans-
form) or an inverse transformation process such as an
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inverse KI. transform) on the compressed data inverse-
quantized thereby in units of a block having the transform
block size included in the prediction error encoding param-
eters, and outputs the compressed data on which the inverse
quantization/inverse transformation part has carried out the
inverse transformation process to the adding part 9 as a local
decoded prediction error signal e hat (" attached to an
alphabetical letter is expressed by hat for reasons of the
restrictions on electronic applications) (step ST8).

[0084] When receiving the local decoded prediction error
signal e,” hat from the inverse quantization/inverse transfor-
mation part 8, the adding part 9 adds the local decoded
prediction error signal e hat and the prediction signal
showing the prediction image (the intra prediction image P,”
or the inter prediction image P,”) generated by the intra
prediction part 4 or the motion-compensated prediction part
5 to generate a local decoded image which is a local decoded
partition image P, hat or a local decoded coding block
image which is a group of local decoded partition images
(step ST9). After generating the local decoded image, the
adding part 9 stores a local decoded image signal showing
the local decoded image in the memory 10 for intra predic-
tion and also outputs the local decoded image signal to the
loop filter part 11.

[0085] The moving image encoding device repeatedly
carries out the processes of steps ST3 to ST9 until the
moving image encoding device completes the processing on
all the coding blocks B” into which the inputted image is
divided hierarchically, and, when completing the processing
on all the coding blocks B”, shifts to a process of step ST12
(steps ST10 and ST11).

[0086] The variable length encoding part 13 entropy-
encodes the compressed data outputted thereto from the
transformation/quantization part 7, the coding mode (includ-
ing the information showing the state of the division into the
coding blocks) and the prediction error encoding param-
eters, which are outputted thereto from the encoding con-
trolling part 1, and the intra prediction parameters outputted
thereto from the intra prediction part 4 or the inter prediction
parameters outputted thereto from the motion-compensated
prediction part 5. The variable length encoding part 13
multiplexes encoded data which are the encoded results of
the entropy encoding of the compressed data, the coding
mode, the prediction error encoding parameters, and the
intra prediction parameters or the inter prediction parameters
to generate a bitstream (step ST12).

[0087] When receiving the local decoded image signal
from the adding part 9, the loop filter part 11 compensates
for an encoding distortion included in the local decoded
image signal, and stores the local decoded image shown by
the local decoded image signal on which the loop filter part
performs the encoding distortion compensation in the
motion-compensated prediction frame memory 12 as a ref-
erence image (step ST13). The loop filter part 11 can carry
out the filtering process for each coding block having the
maximum size of the local decoded image signal outputted
thereto from the adding part 9 or for each coding block of the
local decoded image signal, or for each unit which is a
combination of a plurality of coding blocks each having the
maximum size. As an alternative, after one picture of local
decoded image signals is outputted, the loop filter part can
carry out the filtering process on the picture of local decoded
image signals at a time.
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[0088] Next, the process carried out by the intra prediction
unit 4 will be explained in detail. FIG. 7 is an explanatory
drawing showing an example of the intra prediction param-
eters (intra prediction modes) which can be selected for each
partition P,” the coding block B”. In the example shown in
FIG. 7, intra prediction modes and prediction direction
vectors represented by each of the intra prediction modes are
shown, and it is designed that a relative angle between
prediction direction vectors becomes small with increase in
the number of selectable intra prediction modes.

[0089] The intra prediction part 4 carries out an intra
prediction process on the partition P;” on the basis of the
intra prediction parameter for the partition P,” and a selec-
tion parameter for a filter which the intra prediction part uses
for the generation of an intra prediction image P,”. Hereafter,
an intra process of generating an intra prediction signal of
the luminance signal on the basis of the intra prediction
parameter (intra prediction mode) for the luminance signal
of the partition P,” will be explained.

[0090] Hereafter, the partition P,” assumed to have a size
of'1”xm,” pixels. FIG. 8 is an explanatory drawing showing
an example of pixels which are used when generating a
predicted value of each pixel in the partition P,” the case of
1/=m,/=4. Although the (2x]7+1) pixels in the already-
encoded upper partition which is adjacent to the partition P,”
the (2xm,”) pixels in the already-encoded left partition
which is adjacent to the partition P,” are defined as the pixels
used for prediction in the example of FIG. 8, a larger or
smaller number of pixels than the pixels shown in FIG. 8 can
be used for prediction. Further, although one row or column
of pixels adjacent to the partition are used for prediction in
the example shown in FIG. 8, two or more rows or columns
of pixels adjacent to the partition can be alternatively used
for prediction.

[0091] When the index value indicating the intra predic-
tion mode for the partition P,” is 2 (average prediction), the
intra prediction part generates an intermediate prediction
image by using the average of the adjacent pixels in the
upper partition and the adjacent pixels in the left partition as
each of the predicted values of all the pixels in the partition
P/”. When the index value indicating the intra prediction
mode is other than 2 (average prediction), the intra predic-
tion part generates the predicted value of each pixel in the
partition P,” on the basis of a prediction direction vector
v,=(dx, dy) shown by the index value. In this case, the
relative coordinate of the pixel (the pixel at the upper left
corner of the partition is defined as the point of origin) for
which the predicted value is to be generated (target pixel for
prediction) in the partition P,” is expressed as (X, y). Each
reference pixel which is used for prediction is located at a
point of intersection of A shown below and an adjacent
pixel.

x
A:(y]+kup

[0092] Where k is a negative scalar value.

[0093] When a reference pixel is located at an integer
pixel position, the integer pixel is defined as the predicted
value of the target pixel for prediction. In contrast, when a
reference pixel is not located at an integer pixel position, an
interpolation pixel which is generated from an integer pixel
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adjacent to the reference pixel is defined as the predicted
value of the target pixel for prediction. In the example shown
in FIG. 8, because a reference pixel is not located at an
integer pixel position, the predicted value is interpolated
from the values of two pixels adjacent to the reference pixel.
However, the interpolation of the predicted value is not
limited to the one from the values of two adjacent pixels, and
an interpolation pixel can be generated from two or more
adjacent pixels and the value of this interpolation pixel can
be defined as the predicted value.

[0094] The intra prediction part then carries out a filtering
process, which will be mentioned below, on the intermediate
prediction image which consists of the predicted values in
the partition P,” generated according to the above-mentioned
procedure to acquire a final intra prediction image P, and
outputs the intra prediction image P,” to the subtracting part
6 and the adding part 9. The intra prediction part also outputs
the intra prediction parameter used for the generation of the
intra prediction image P, to the variable length encoding
part 13 in order to multiplex them into a bitstream. Hereafter,
the filtering process will be explained concretely.

[0095] The intra prediction part selects a filter to be used
from one or more filters which are prepared in advance by
using a method which will be mentioned below, and carries
out a filtering process on each pixel of the intermediate
prediction image according to the following equation (1).

Spo)=apspo)tasp+ . . . +an_1son_1)tan (6]

[0096] In the equation (1), an (n=0, 1, . . ., N) is filter
coeflicients which consist of coefficients (ag, a;, . .., ay_;)
associated with the reference pixels, and an offset coeflicient
ay. p, (0=0, 1, . . ., N-1) shows the reference pixels of the
filter including the target pixel p, to be filtered. N is an
arbitrary number of reference pixels. s(p,,) shows the lumi-
nance value of each reference pixel, and s hat (p,) shows the
luminance value of the target pixel p, to be filtered on which
the filtering process has been carried out. The filter coeffi-
cients can be formed so as not to include the offset coeffi-
cient a,. Further, the luminance value of each pixel of the
intermediate prediction image can be defined as the lumi-
nance value s(p,) of each reference pixel located in the
partition P,”. As an alternative, the filtered luminance value
can be defined as the luminance value s(p,) only at the
position of each pixel on which the filtering process has been
carried out. An encoded luminance value (luminance value
to be decoded) is set as the luminance value s(p,,) of each
reference pixel located outside the partition P,” when the
pixel is in an already-encoded region, while a signal value
to be used in place of the luminance value s(p,,) is selected
from the luminance value s(p,) of each reference pixel
located in the partition P, which is defined in the above-
mentioned way, and the encoded luminance value in the
already-encoded area according to a predetermined proce-
dure (for example, the signal value of a pixel at the nearest
position is selected from among those of pixels which are
candidates) when the pixel is in a yet-to-be-encoded region.
FIG. 9 is an explanatory drawing showing an example of the
arrangement of the reference pixels in the case of N=5.

[0097] When carrying out the above-mentioned filtering
process, a nonlinear edge or the like occurs in the inputted
image more easily and hence a displacement from the
prediction direction of the intermediate prediction image
occurs more easily with increase in the size (1,”xm,”) of the
partition P,”. Therefore, it is preferable to smooth the inter-
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mediate prediction image. In addition, the larger quantized
value a prediction error has, the larger quantization distor-
tion occurs in the decoded image and hence the lower degree
of prediction accuracy the intermediate prediction image
generated from already-encoded pixels which are adjacent to
the partition P,” has. Therefore, it is preferable to prepare a
smoothed prediction image which roughly expresses the
partition P,”. Further, even a pixel in the same partition P,”
has a displacement, such as an edge, occurring between the
intermediate prediction image and the inputted image more
easily with distance from the already-encoded pixels adja-
cent to the partition P,” which are used for the generation of
the intermediate prediction image. Therefore, it is preferable
to smooth the prediction image to suppress the rapid
increase in the prediction error which is caused when a
displacement occurs.

[0098] Further, the intra prediction at the time of gener-
ating the intermediate prediction image is configured in such
a way as to use either of the two following different
methods: an average prediction method of making all the
predicted values in a prediction block be equal to one
another, and a prediction method using the prediction direc-
tion vector v,,. In addition, also in the case of the prediction
using the prediction direction vector v,, a pixel not located
at an integer pixel position is generated through interpola-
tion on both a pixel for which the value of a reference pixel
at an integer pixel position is set as its predicted value just
as it is, and at least two reference pixels, the location in the
prediction block of a pixel having the value of the generated
pixel as its predicted value differs according to the direction
of the prediction direction vector v,,. Therefore, because the
prediction image has a property different according to the
intra prediction mode, and the optimal filtering process also
changes according to the intra prediction mode, it is pref-
erable to also change the intensity of the filter, the number
of reference pixels to be referred to by the filter, the
arrangement of the reference pixels, etc. according to the
index value showing the intra prediction mode.

[0099] Therefore, the filter selecting process is configured
in such a way as to select a filter in consideration of the four
following parameters (1) to (4).

(1) The size of the partition P,”(1,”xm,”)

(2) The quantization parameter included in the prediction
error encoding parameters

(3) The distance between the group of already-encoded
pixels (“pixels which are used for prediction” shown in FIG.
8) which are used at the time of generating the intermediate
prediction image, and the target pixel to be filtered

(4) The index value indicating the intra prediction mode at
the time of generating the intermediate prediction image.
[0100] More specifically, the filter selecting process is
configured in such a way as to use a filter having a higher
degree of smoothing intensity or a filter having a larger
number of reference pixels with increase in the size (1,”xm,”)
of the partition P,”; with increase in the quantized value
determined by the quantization parameter, and with distance
between the target pixel to be filtered and the group of
already-encoded pixels which are located on the left side and
on the upper side of the partition P,”. An example of the
distance between the target pixel to be filtered and the group
of already-encoded pixels which are located on the left side
and on the upper side of the partition P,” is listed in FIG. 11.
Further, the filter selecting process is configured in such a
way as to also change the intensity of the filter, the number
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of reference pixels to be referred to by the filter, the
arrangement of the reference pixels, etc. according to the
index value showing the intra prediction mode. More spe-
cifically, an adaptive selection of a filter according to the
above-mentioned parameters is implemented by bringing an
appropriate filter selected from among the group of filters
which are prepared in advance into correspondence with
each of combinations of the above-mentioned parameters.
Further, for example, when combining the parameters (3)
and (4), the definition of the “distance between the target
pixel to be filtered and the group of already-encoded pixels”
of the parameter (3) can be changed adaptively according to
the “intra prediction mode” of the parameter (4). More
specifically, the definition of the distance between the target
pixel to be filtered and the group of already-encoded pixels
is not limited to the one fixed as shown in FIG. 11, and can
be a distance depending upon the prediction direction, such
as the distance from a “reference pixel” shown in FIG. 8. By
doing in this way, the intra prediction part can implement an
adaptive filtering process which also takes into consideration
a relationship between the plurality of parameters such as
the parameters (3) and (4). Further, a combination for not
carrying out any filtering process can be prepared as one of
combinations of these parameters while being brought into
correspondence with “no filtering process.” In addition, as a
definition of the intensity of the filter, the weakest filter can
be defined as “no filtering process.” Further, because the
four parameters (1) to (4) are known in the moving image
decoding device, no additional information to be encoded
required to carry out the above-mentioned filtering process
is generated. As previously explained, by preparing a nec-
essary number of filters in advance and adaptively selecting
one of them, the intra prediction part switches among the
filters. As an alternative, by defining a function of the
above-mentioned filter selection parameters as each filter in
such a way that a filter is computed according to the values
of the above-mentioned filter selection parameters, the intra
prediction part can implement switching among the filters.
[0101] Although the example of selecting a filter in con-
sideration of the four parameters (1) to (4) is shown in the
above explanation, a filter can be alternatively selected in
consideration of at least one of the four parameters (1) to (4).
Hereafter, an example of the configuration of the filtering
process of adaptively selecting a filter by bringing an
appropriate filter included in a filter group prepared in
advance into correspondence with each of combinations of
the parameters will be shown by taking a case of using the
parameters (1) and (4) as an example.

[0102] Filters which are used in the above-mentioned
example of the filtering process are defined as follows:

[0103] Filter of filter index of 1 (the number of reference
pixels N=3):

[0104] a,=3%, a,=Y%, a,='%

[0105] Filter of filter index of 2 (the number of reference
pixels N=3):

[0106] a,=V%, a,=V4, a,=Va

[0107] Filter of filter index of 3 (the number of reference
pixels N=3):

[0108] a,=V4, a,=3%, a,=%

[0109] Filter of filter index of 4 (the number of reference
pixels N=5):

[0110] a,=Y4, a,=%s6, a,=¥16, a;=Y16, a,=16

In this case, it is assumed that the filtering process is based
on the equation (1) from which the offset coefficient a,, is
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eliminated (a,~0), three types of filters are used, and each of
these filters has such an arrangement of reference pixels to
be referred to thereby as shown in FIG. 12.

[0111] FIG. 13 is an explanatory drawing showing an
example of a table showing filters which are used in each
intra prediction mode for each size of the partition P,”. In this
example, it is assumed that the partition P,” has one of
possible sizes of 4x4 pixels, 8x8 pixels, 16x16 pixels, 32x32
pixels, and 64x64 pixels, and there is a correspondence, as
shown in FIG. 7, between index values each showing an
intra prediction mode and intra prediction directions. Fur-
ther, the filter index of 0 shows that no filtering process is
carried out. In general, because there are tendencies as will
be shown below when using a directional prediction or an
average prediction, by bringing which filter is to be used into
correspondence with each combination of the parameters (1)
and (4) in the table in consideration of the characteristics of
the image in intra predictions, as shown in the table shown
in FIG. 13, the intra prediction part can implement the
selection of an appropriate filter by referring to the table.

[0112] Because a horizontal or vertical edge existing in an
artifact, such as a building, is generally linear shaped and
clear in many cases, a high-accurate prediction can be
carried out by using a horizontal or vertical prediction in
many cases. Therefore, it is preferable not to carry out any
smoothing process when carrying out a horizontal or vertical
prediction.

[0113] Because an image signal generally has high spatial
continuity, it is preferable to carry out a smoothing process
on pixels located in the vicinity of the block boundaries on
the left and upper sides of the partition P,”, thereby improv-
ing the continuity, when using an average prediction which
impairs the continuity between the partition P,” and already-
encoded pixels adjacent to the partition P,”.

[0114] Because in a region having diagonal directivity, an
edge or the like is distorted and has a nonlinear shape in
many cases with increase in the area of the region, it is
preferable to, when using a diagonal prediction, apply a filter
having a higher degree of smoothing intensity and a larger
number of reference pixels with increase in the partition
size.

[0115] In general, when the partition size becomes too
large, a spatial change of the signal value in the partition
becomes diversified, so that the use of a directional predic-
tion or an average prediction results in a very rough predic-
tion, and hence a region where it is difficult to carry out a
high-accurate prediction increases. Because no improve-
ment in the prediction efficiency can be expected by simply
carrying out a smoothing process to make the image become
blurred in such a region, it is preferable not to carry out any
filtering process in the case of such a large partition size
because it is not necessary to increase the computational
complexity unnecessarily (for example, in the table shown
in FIG. 13, there is a setting not to carry out any filtering
process in the case of a partition size of 32x32 pixels or
more).

[0116] In addition, in a case in which the luminance value
of the intermediate prediction image is used as the lumi-
nance value of each reference pixel when each reference
pixel at the time that a filtering process is carried out is a
pixel in the partition P,”, there is a case in which the filtering
process can be simplified. For example, when the intra
prediction mode is an average prediction, the filtering pro-
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cess on the partition P,” can be simplified to the following
filtering process for each region shown in FIG. 14.
Region A (pixel at the upper left corner of the partition P,”)

[0117] Filter of filter index of 1 (no change):

[0118] a,=%4, a,="%, a,=V% (the number of reference pixels
N=3)

[0119] Filter of filter index of 2 (no change):

[0120] a,='%, a,=V4, a,=V4 (the number of reference pixels
N=3)

[0121] Filter of filter index of 3 (no change):

[0122] a,='4, a, =%k, a,=34 (the number of reference pixels
N=3)

[0123] Filter of filter index of 4:

[0124] a,=%, a,=¥16, a,=Yi6 ((the number of reference
pixels N=3)

Region B (pixels at the upper end of the partition P,” other
than the region A)

[0125] Filter of filter index of 1:

[0126] a,=74, a,="% (the number of reference pixels N=2)
[0127] Filter of filter index of 2:

[0128] a,=¥%4, a,=Y4 (the number of reference pixels N=2)
[0129] Filter of filter index of 3:

[0130] a,=%, a,=¥% (the number of reference pixels N=2)
[0131] Filter of filter index of 4:

[0132] a,='¥s, a,=¥16 (the number of reference pixels
N=2)

Region C (pixels at the left end of the partition P,” other than
the region A)

[0133] Filter of filter index of 1:

[0134] a, =74, a,="% (the number of reference pixels N=2)
[0135] Filter of filter index of 2:

[0136] a,=%4, a,=Y4 (the number of reference pixels N=2)
[0137] Filter of filter index of 3:

[0138] a,=%%, a,=¥% (the number of reference pixels N=2)
[0139] Filter of filter index of 4:

[0140] a,='¥%s, a,=¥1¢ (the number of reference pixels
N=2)

Region D (pixels in the partition P,” other than the regions
A, B, and C)

[0141] Filters of all filter indexes: no filtering process
Even if the filtering process is simplified in the above-
mentioned way, the results of the filtering process are the
same as those of the filtering process yet to be simplified. By
removing the redundant parts of the actual process in this
way, the filtering process can be speeded up.

[0142] Although the table shown in FIG. 13 is used in the
above-mentioned example, another table can be alterna-
tively used. For example, when greater importance is placed
on a reduction in the computational complexity caused by
the filtering process than on the degree of improvement in
the encoding performance, a table shown in FIG. 19 can be
used instead of the table shown in FIG. 13. Because the intra
prediction unit carries out the filtering process only on the
average prediction of the partition P,” whose size is 4x4
pixels, 8x8 pixels, or 16x16 pixels in the case of using this
table, the number of prediction modes in each of which the
filtering process is carried out is less than that in the case of
using the table shown in FIG. 13, and therefore the increase
in the computational complexity caused by the filtering
process can be reduced. At this time, by using a simplifica-
tion of the filtering process in the case in which the above-
mentioned intra prediction mode is an average prediction,
the filtering process can be implemented with very low
computational complexity. In addition, when importance is
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placed on the ease of implementation, the intra prediction
unit can carry out the filtering process only on the average
prediction, like in the case of carrying out the above-
mentioned filtering process, and can use the same filter (e.g.,
the filter of filter index of 2) at all times without not having
to change the filter to be used according to the size of the
partition P,”. In that case, while the degree of improvement
in the encoding performance using the filter is reduced by a
degree corresponding to the elimination of the process
according to the size of the partition P,”, the circuit scale of
the intra prediction unit installed in the device (the number
of lines in the code in the case of implementing the intra
prediction unit via software) can be reduced. This filtering
process is simplified to a filter which takes into consider-
ation only the parameter (4) among the four parameters (1)
to (4).

[0143] The filtering process does not have to be imple-
mented in a form in which a filter having a corresponding
filter index is selected through reference to the table, and can
be alternatively implemented in a form in which the filter is
installed directly in the intra prediction part. For example,
the filtering process is implemented in a form in which a
filtering process to be carried out for each of the possible
sizes of the partition P,” is incorporated directly into the intra
prediction part, or a filtering process to be carried out for
each pixel position in each of the possible sizes of the
partition P,” is incorporated directly into the intra prediction
part. As long as the prediction image which is acquired as the
result of carrying out the filtering process without referring
to the table in this way is equivalent to that acquired as the
result of carrying out the filtering process by referring to the
table, the form of the implementation is not an issue.

[0144] Further, although the method of using only one
table for switching among the filters is explained in the
example mentioned above, two or more tables as mentioned
above can be prepared, and the moving image encoding
device can be constructed in such a way as to encode a filter
selection table index 100 as header information in such a
form as shown in either of FIGS. 15 to 18, and switch among
the filter selection tables for each predetermined unit. For
example, by adding the filter selection table index 100 to a
sequence level header, as shown in FIG. 15, the moving
image encoding device can carry out a filtering process more
suitable for the characteristics of the sequence as compared
with the case of using only a single table.

[0145] Even in a case in which the intra prediction part 4
is constructed in such a way as to set already-encoded pixels
adjacent to the partition P, on which the intra prediction part
has carried out the smoothing process as the reference pixels
at the time of generating an intermediate prediction image of
the partition P,”, like in a case in which a smoothing process
is carried out on a reference image at the time of an intra
prediction on an 8x8-pixel block in MPEG-4 AVC/H.264
explained previously, the intra prediction part 4 can carry out
the filtering process on an intermediate prediction image
similar to that shown in the above-mentioned example. On
the other hand, because there is an overlap between the effect
of the smoothing process on the reference pixels at the time
of generating an intermediate prediction image and that of
the filtering process on the intermediate prediction image,
there is a case in which even if both the processes are used
simultaneously, only a very small performance improvement
is produced as compared with a case in which one of the
processes is carried out. Therefore, in a case in which
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importance is placed on reduction in the computational
complexity, the intra prediction part can be constructed in
such a way as not to carry out the filtering process on the
intermediate prediction image of the partition P, for which
the intra prediction part has carried out the smoothing
process on the reference pixels at the time of generating the
intermediate prediction image. For example, there can be a
case in which when carrying out the filtering process on the
intermediate prediction image, the intra prediction part car-
ries out the filtering process only on an average prediction,
as shown in the table of F1G. 19, while when carrying out the
smoothing process on the reference pixels at the time of
generating the intermediate prediction image, the intra pre-
diction part carries out the smoothing process by referring to
the table, as shown in FIG. 20, showing that only specific
directional predictions are subjected to the smoothing pro-
cess. In FIG. 20, ‘1° shows that the smoothing process is
carried out and ‘0 shows that the smoothing process is not
carried out.

[0146] The intra prediction part outputs the intra predic-
tion parameter used for the generation of the intra prediction
image Pi to the variable length encoding part 13 in order to
multiplex them into a bitstream. The intra prediction part
also carries out an intra prediction process based on the intra
prediction parameter (intra prediction mode) on each of the
color difference signals of the partition P,” according to the
same procedure as that according to which the intra predic-
tion part carries out the intra prediction process on the
luminance signal, and outputs the intra prediction param-
eters used for the generation of the intra prediction image to
the variable length encoding part 13. The intra prediction
part can be constructed in such a way as to carry out the
above-explained filtering process for the intra prediction of
each of the color difference signals in the same way that the
intra prediction part does for the luminance signal, or not to
carry out the above-explained filtering process for the intra
prediction of each of the color difference signals.

[0147] Next, the processing carried out by the moving
image decoding device shown in FIG. 2 will be explained.
When receiving the bitstream outputted thereto from the
image encoding device of FIG. 1, the variable length decod-
ing part 51 carries out a variable length decoding process on
the bitstream to decode information having a frame size in
units of a sequence which consists of one or more frames of
pictures or in units of a picture (step ST21 of FIG. 4). The
variable length decoding part 51 determines a maximum size
of each of coding blocks which is a unit to be processed at
a time when an intra prediction process (intra-frame predic-
tion process) or a motion-compensated prediction process
(inter-frame prediction process) is carried out according to
the same procedure as that which the encoding controlling
part 1 shown in FIG. 1 uses, and also determines an upper
limit on the number of hierarchical layers in a hierarchy in
which each of the coding blocks having the maximum size
is hierarchically divided into blocks (step ST22). For
example, when the maximum size of each of coding blocks
is determined according to the resolution of the inputted
image in the image encoding device, the variable length
decoding part determines the maximum size of each of the
coding blocks on the basis of the frame size information
which the variable length decoding part has decoded previ-
ously. When information showing both the maximum size of
each of the coding blocks and the upper limit on the number
of hierarchical layers is multiplexed into the bitstream, the
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variable length decoding part refers to the information which
is acquired by decoding the bitstream.

[0148] Because the information showing the state of the
division of each of the coding blocks B® having the maxi-
mum size is included in the coding mode m(B°) of the
coding block B® having the maximum size which is multi-
plexed into the bitstream, the variable length decoding part
51 specifies each of the coding blocks B” into which the
image is divided hierarchically by decoding the bitstream to
acquire the coding mode m(B°) of the coding block B°
having the maximum size which is multiplexed into the
bitstream (step ST23). After specifying each of the coding
blocks B”, the variable length decoding part 51 decodes the
bitstream to acquire the coding mode m(B”) of the coding
block B” to specify each partition P,” belonging to the coding
block B” on the basis of the information about the partition
P,” belonging to the coding mode m(B”). After specifying
each partition P, belonging to the coding block B”, the
variable length decoding part 51 decodes the encoded data
to acquire the compressed data, the coding mode, the
prediction error encoding parameters, and the intra predic-
tion parameter/inter prediction parameter for each partition
P (step ST24).

[0149] More specifically, when the coding mode m(B”)
assigned to the coding block B” is an intra coding mode, the
variable length decoding part decodes the encoded data to
acquire the intra prediction parameter for each partition P,”
belonging to the coding block. In contrast, when the coding
mode m(B”) assigned to the coding block B” is an inter
coding mode, the variable length decoding part decodes the
encoded data to acquire the inter prediction parameters for
each partition P,” belonging to the coding block. The vari-
able length decoding part further divides each partition
which is a prediction unit into one or more partitions which
is a transformation process unit on the basis of the transform
block size information included in the prediction error
encoding parameters, and decodes the encoded data of each
of the one or more partitions which is a transformation
process unit to acquire the compressed data (transform
coeflicients on which transformation and quantization are
carried out) of the partition.

[0150] When the coding mode m(B”) of the partition P,”
belonging to the coding block B”, which is specified by the
variable length decoding part 51, is an intra coding mode
(step ST25), the selection switch 52 outputs the intra pre-
diction parameters outputted thereto from the variable length
decoding part 51 to the intra prediction part 53. In contrast,
when the coding mode m(B”) of the partition P,” is an inter
coding mode (step ST25), the selection switch outputs the
inter prediction parameters outputted thereto from the vari-
able length decoding part 51 to the motion-compensated
prediction part 54.

[0151] When receiving the intra prediction parameter
from the selection switch 52, the intra prediction part 53
carries out an intra-frame prediction process on the partition
P of the coding block B” to generate an intra prediction
image P,” by using an already-decoded image signal in the
frame on the basis of the intra prediction parameter (step
ST26), like the intra prediction part 4 shown in FIG. 1. After
generating the above-mentioned intra prediction image P,
the intra prediction part 53 selects a filter from one or more
filters, which are prepared in advance, according to the states
of the various parameters which are known at the time of
generating the above-mentioned intra prediction image P,”
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by using the same method as that which the intra prediction
part 4 shown in FIG. 1 uses, and carries out a filtering
process on the intra prediction image P,” by using the filter
and sets the intra prediction image P,” on which the intra
prediction part has carried out the filtering process as a final
intra prediction image. More specifically, the intra prediction
part selects a filter by using the same parameters as those
which the intra prediction part 4 uses for the filter selection
and by using the same method as the filter selection method
which the intra prediction part 4 uses, and carries out the
filtering process on the intra prediction image. For example,
in a case in which the intra prediction part 4 brings the case
of not carrying out the filtering process into correspondence
with the filter index of 0, and further brings four filters which
are prepared in advance into correspondence with filter
indexes of 1 to 4 respectively, and carries out the filtering
process by referring to the table shown in FIG. 13, the intra
prediction part 53 is constructed in such a way as to also
define the same filters and filter indexes as those for use in
the intra prediction part 4, and carry out a filter selection
according to the size of the partition P,” and the index
showing an intra prediction mode which is an intra predic-
tion parameter by referring to the table shown in FIG. 13 and
carry out the filtering process.

[0152] Further, in a case in which a table for defining a
filter which is used for each combination of parameters is
prepared, and the intra prediction part implements switching
among filters by referring to the table, as shown in the
above-mentioned example, the intra prediction part is con-
structed in such a way as to decode the filter selection table
index 100 as header information in a form as shown in either
of FIGS. 15 to 18, select the table shown by the decoded
filter selection table index 100 from the same table group as
that which the moving image encoding device uses, the table
group being prepared in advance, and select a filter by
referring to the table.

[0153] When receiving the inter prediction parameters
from the selection switch 52, the motion-compensated pre-
diction part 54 carries out an motion-compensated predic-
tion process on the partition P, of the coding block B” to
generate an inter prediction image P,” by using one or more
frames of reference images stored in the motion-compen-
sated prediction frame memory 59 on the basis of the inter
prediction parameters (step ST27).

[0154] The inverse quantization/inverse transformation
part 55 inverse-quantizes the compressed data associated
with the coding block, which are outputted thereto from the
variable length decoding part 51, by using the quantization
parameter included in the prediction error encoding param-
eters outputted thereto from the variable length decoding
part 51, and carries out an inverse transformation process
(e.g., an inverse DCT (inverse discrete cosine transform) or
an inverse transformation process such as an inverse KL
transform) on the compressed data inverse-quantized
thereby in units of a block having the transform block size
included in the prediction error encoding parameters, and
outputs the compressed data on which the inverse quanti-
zation/inverse transformation part has carried out the inverse
transformation process to the adding part 56 as a decoded
prediction error signal (signal showing a pre-compressed
difference image) (step ST28).

[0155] When receiving the decoded prediction error signal
from the inverse quantization/inverse transformation part
55, the adding part 56 generates a decoded image by adding
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the decoded prediction error signal and the prediction signal
showing the prediction image generated by the intra predic-
tion part 53 or the motion-compensated prediction part 54
and stores a decoded image signal showing the decoded
image in the memory 57 for intra prediction, and also
outputs the decoded image signal to the loop filter part 58
(step ST29).

[0156] The moving image decoding device repeatedly
carries out the processes of steps ST23 to ST29 until the
moving image decoding device completes the processing on
all the coding blocks B” into which the image is divided
hierarchically (step ST30). When receiving the decoded
image signal from the adding part 56, the loop filter part 58
compensates for an encoding distortion included in the
decoded image signal, and stores the decoded image shown
by the decoded image signal on which the loop filter part
performs the encoding distortion compensation in the
motion-compensated prediction frame memory 59 as a ref-
erence image (step ST31). The loop filter part 58 can carry
out the filtering process for each coding block having the
maximum size of the local decoded image signal outputted
thereto from the adding part 56 or each coding block. As an
alternative, after the local decoded image signal correspond-
ing to all the macroblocks of one screen is outputted, the
loop filter part can carry out the filtering process on all the
macroblocks of the one screen at a time.

[0157] As can be seen from the above description, because
the intra prediction part 4 of the moving image encoding
device in accordance with this Embodiment 1 is constructed
in such a way as to, when carrying out an intra-frame
prediction process to generate an intra prediction image by
using an already-encoded image signal in a frame, select a
filter from one or more filters which are prepared in advance
according to the states of various parameters associated with
the encoding of a target block to be filtered, and carry out a
filtering process on a prediction image by using the filter,
there is provided an advantage of being able to reduce
prediction errors which occur locally, thereby being able to
improve the image quality.

[0158] Further, because the intra prediction part 4 in
accordance with this Embodiment 1 is constructed in such a
way as to select a filter in consideration of at least one of the
following parameters: (1) the size of the partition P/’(1/"x
m,”); (2) the quantization parameter included in the predic-
tion error encoding parameters; (3) the distance between the
group of already-encoded pixels which are used at the time
of generating the intermediate prediction image, and the
target pixel to be filtered; and (4) the index value indicating
the intra prediction mode at the time of generating the
intermediate prediction image, there is provided an advan-
tage of preventing a local prediction error from occurring
when, for example, an edge of the image to be encoded
becomes distorted slightly in a nonlinear shape or a slight
displacement occurs in the angle of an edge in the image to
be encoded when carrying out a directional prediction, and
preventing a prediction error from occurring at a boundary
between blocks due to a loss of the continuity with the signal
of an already-encoded pixel adjacent to the partition when
carrying out an average prediction, thereby being able to
improve the prediction efficiency.

[0159] Because the intra prediction part 53 of the moving
image decoding device in accordance with this Embodiment
1 is constructed in such a way as to, when carrying out an
intra-frame prediction process to generate an intra prediction
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image by using an already-decoded image signal in a frame,
select a filter from one or more filters which are prepared in
advance according to the states of various parameters asso-
ciated with the decoding of a target block to be filtered, and
carry out a filtering process on a prediction image by using
the filter, there is provided an advantage of reducing pre-
diction errors which occur locally while making it possible
for the moving image decoding device to also generate the
same intra prediction image as that generated by the moving
image encoding device.

[0160] Further, because the intra prediction part 53 in
accordance with this Embodiment 1 is constructed in such a
way as to select a filter in consideration of at least one of the
following parameters: (1) the size of the partition P,”(1,”x
m,”); (2) the quantization parameter included in the predic-
tion error encoding parameters; (3) the distance between the
group of already-encoded pixels which are used at the time
of generating the intermediate prediction image, and the
target pixel to be filtered; and (4) the index value indicating
the intra prediction mode at the time of generating the
intermediate prediction image, there are provided an advan-
tage of preventing a local prediction error from occurring
when, for example, an edge of the image to be encoded
becomes distorted slightly in a nonlinear shape or a slight
displacement occurs in the angle of an edge in the image to
be encoded when carrying out a directional prediction, and
preventing a prediction error from occurring at a boundary
between blocks due to a loss of the continuity with the signal
of an already-encoded pixel adjacent to the partition when
carrying out an average prediction, and another advantage of
making it possible for the moving image decoding device to
also generate the same intra prediction image as that gen-
erated by the moving image encoding device.

Embodiment 2

[0161] Although the example in which the intra prediction
part 4 selects a filter according to the states of various
parameters associated with the encoding of a target block to
be filtered from one or more filters which are prepared in
advance, and carries out a filtering process on a prediction
image by using the filter when carrying out an intra-frame
prediction process to generate an intra prediction image by
using an already-encoded image signal in a frame is shown
in above-mentioned Embodiment 1, as an alternative, a
Wiener filter which minimizes the sum of squared errors
between a coding block and a prediction image can be
designed, and, when the use of this Wiener filter increases
the degree of reduction in prediction errors as compared
with the use of the filter which has been selected from the
one or more filters which are prepared in advance, the
filtering process can be carried out on the prediction image
by using the above-mentioned Wiener filter, instead of the
filter which has been selected. Hereafter, processes will be
explained concretely.

[0162] Each of the intra prediction parts 4 and 53 in
accordance with above-mentioned Embodiment 1 is con-
structed in such a way as to select a filter from one or more
filters which are prepared in advance according to the states
of various parameters associated with the encoding of a
target block to be filtered. While each of the intra prediction
parts can select an appropriate filter from the one or more
selection candidates in consideration of the four parameters
(1) to (4), each of the intra prediction parts cannot carry out
“optimal filtering” when an optimal filter other than the one
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or more selection candidates exists. This Embodiment 2 is
characterized in that while a moving image encoding device
designs an optimal filter on a per picture basis and carries out
a filtering process, and also encodes the filter coefficients of
the filter, and so on, a moving image decoding device
decodes the filter coefficients and so on, and carries out a
filtering process by using the filter.

[0163] An intra prediction part 4 of the moving image
encoding device carries out an intra-frame prediction pro-
cess on each partition P,” of each coding block B” to generate
an intra prediction image P,”, like that according to above-
mentioned Embodiment 1. The intra prediction part 4 also
selects a filter from one or more filters which are prepared
in advance according to the states of various parameters
associated with the encoding of a target block to be filtered
by using the same method as that the intra prediction part
according to above-mentioned Embodiment 1 uses, and
carries out a filtering process on the intra prediction image
P/ by using this filter. After determining intra prediction
parameters for each of all coding blocks B” in the picture, for
each area in which an identical filter is used within the
picture (each area having the same filter index), the intra
prediction part 4 designs a Wiener filter which minimizes the
sum of squared errors between the inputted image in the area
and the intra prediction image (mean squared error in the
target area).

[0164] The filter coefficients w of the Wiener filter can be
determined from an autocorrelation matrix R, . of an inter-
mediate prediction image signal s', and a cross correlation
matrix R, of the inputted image signal s and the interme-
diate prediction image signal s' according to the following
equation (4). The size of the matrices R, and R, corre-
sponds to the number of filter taps determined.

W=Ry =Ry @)

[0165] After designing the Wiener filter, the intra predic-
tion part 4 expresses the sum of squared errors in the target
area for filter design in the case of carrying out a filtering
process using the Wiener filter as D1, the code amount at the
time of encoding information (e.g., filter coefficients) asso-
ciated with the Wiener filter as R1, and the sum of squared
errors in the target area for filter design in the case of
carrying out a filtering process using a filter which is
selected by using the same method as that shown in above-
mentioned Embodiment 1 as D2, and then checks to see
whether or not the following equation (5) is established.

D1+MR1<D2 )

Where A is a constant.

[0166] When the equation (5) is established, the intra
prediction part 4 carries out a filtering process by using the
Wiener filter instead of a filter which is selected by using the
same method as that shown in above-mentioned Embodi-
ment 1. In contrast, when the equation (5) is not established,
the intra prediction part carries out a filtering process by
using a filter which the intra prediction part selects by using
the same method as that shown in above-mentioned
Embodiment 1. Although the intra prediction part carries out
the evaluation by using the sums of squared errors D1 and
D2, this embodiment is not limited to this example. The intra
prediction part can alternatively carry out the evaluation by
using measures showing other prediction distortion values,
such as the sums of the absolute values of errors, instead of
the sums of squared errors D1 and D2.
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[0167] When carrying out a filtering process by using the
Wiener filter, the intra prediction part 4 requires filter update
information showing the filter coeflicients of the Wiener
filter and indexes each indicating a corresponding filter
which is replaced by the Wiener filter. More specifically,
when the number of filters selectable in the filtering process
using filter selection parameters is expressed as L, and
indexes ranging from zero to [.—1 are assigned to the filters,
respectively, when the designed Wiener filter is used for
each index, a value of “1”” needs to be encoded for the index
as the filter update information, whereas when a prepared
filter is used for each index, a value of “0” needs to be
encoded for the index as the filter update information. A
variable length encoding part 13 variable-length-encodes the
filter update information outputted thereto from the intra
prediction part 4, and multiplexes encoded data of the filter
update information into a bitstream.

[0168] Although the example of designing a Wiener filter
which minimizes the mean squared error between the input-
ted image and a prediction image in each area for which an
identical filter is used within a picture for the area is shown
in this embodiment, a Wiener filter which minimizes the
mean squared error between the inputted image and a
prediction image in each area for which an identical filter is
used can be designed for each of other specific areas each of
which is not a picture. For example, the above-mentioned
design of a Wiener filter can be carried out only for a certain
specific picture or only when a specific condition is satisfied
(e.g., only for a picture to which a scene change detection
function is added and in which a scene change is detected).
[0169] A variable length decoding part 51 of a moving
image decoding device variable-length-decodes the encoded
data multiplexed into the bitstream to acquire the filter
update information. An intra prediction part 53 carries out an
intra-frame prediction process on each partition P,” of each
coding block B” to generate a intra prediction image P,”, like
that according to above-mentioned Embodiment 1. When
receiving the filter update information from the variable
length decoding part 51, the intra prediction part 53 refers to
the filter update information to check to see whether or not
there is an update to the filter indicated by the corresponding
index.

[0170] When determining from the result of the check that
the filter for a certain area is replaced by a Wiener filter, the
intra prediction part 53 reads the filter coefficients of the
Wiener filter which are included in the filter update infor-
mation to specify the Wiener filter, and carries out a filtering
process on the intra prediction image P,” by using the Wiener
filter. In contrast, for an area in which no filter is replaced by
a Wiener filter, the intra prediction part selects a filter by
using the same method as that which the intra prediction part
according to above-mentioned Embodiment 1 uses, and
carries out a filtering process on the intra prediction image
P,” by using the filter.

[0171] As can be seen from the above description, because
the moving image encoding device in accordance with this
Embodiment 2 is constructed in such a way as to design a
Wiener filter which minimizes the sum of squared errors
between a coding block and a prediction image, and, when
the use of this Wiener filter increases the degree of reduction
in prediction errors as compared with the use of a filter
which is selected from one or more filters which are pre-
pared in advance, carry out a filtering process on the
prediction image by using the Wiener filter, instead of the
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selected filter, there is provided an advantage of being able
to further reduce prediction errors which occur locally as
compared with above-mentioned Embodiment 1.

[0172] While the invention has been described in its
preferred embodiments, it is to be understood that an arbi-
trary combination of two or more of the above-mentioned
embodiments can be made, various changes can be made in
an arbitrary component according to any one of the above-
mentioned embodiments, and an arbitrary component
according to any one of the above-mentioned embodiments
can be omitted within the scope of the invention.

INDUSTRIAL APPLICABILITY

[0173] The present invention is suitable for an image
encoding device that needs to encode an image with a high
degree of efficiency, and is also suitable for an image
decoding device that needs to decode an image encoded with
a high degree of efficiency.

EXPLANATIONS OF REFERENCE NUMERALS

[0174] 1 encoding controlling part (encoding controlling
unit), 2 block dividing part (block dividing unit), 3 selection
switch (intra prediction unit and motion-compensated pre-
diction unit), 4 intra prediction part (intra prediction unit), 5
motion-compensated prediction part (motion-compensated
prediction unit), 6 subtracting part (difference image gener-
ating unit), 7 transformation/quantization part (image com-
pression unit), 8 inverse quantization/inverse transformation
part, 9 adding part, 10 memory for intra prediction, 11 loop
filtering part, 12 motion-compensated prediction frame
memory, 13 variable length encoding part (variable length
encoding unit), 31 variable length decoding part (variable
length decoding unit), 52 selection switch (intra prediction
unit and motion-compensated prediction unit), 53 intra
prediction part (intra prediction unit), 54 motion-compen-
sated prediction part (motion-compensated prediction unit),
55 inverse quantization/inverse transformation part (differ-
ence image generating unit), 56 adding part (decoded image
generating unit), 57 memory for intra prediction, 58 loop
filtering part, 12 motion-compensated prediction frame
memory, 100 filter selection table index.

1. A non-transitory computer readable medium compris-
ing coded data for each of coding blocks, the coded data
including:

coding mode information causing a decoder to determine

atype of coding mode, and causing the decoder to carry
out an intra-frame prediction process on each block
which is a unit for prediction of a coding block to
generate a prediction image, when the coding mode
information associated with the coding block indicates
an intra coding mode; and

an intra prediction parameter causing the decoder to

determine a type of intra prediction, wherein when the
intra prediction parameter indicates an average predic-
tion, a filtering process is carried out on target pixels of
the intra prediction located at an upper end and a left
end of the block which is a unit for prediction of the
coding block, the filtering process using an intermedi-
ate prediction value, which is an average value of
adjacent pixels of the block, and at least one adjacent
pixel of the target pixel, and wherein

the filtering process sets a filter coefficient to ¥4, associ-

ated with the intermediate prediction value for a target
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pixel at the left end of the block other than the target
pixel at an upper left corner of the block, and sets a
filter coeflicient to ¥4, associated with the adjacent pixel
adjacent to the left side of the target pixel at the left end
of the block.



