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TRAINING DEVICE AND TRAINING
METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a Continuation of PCT Interna-
tional Application No. PCT/JP2021/018320 filed on May
14, 2021, which is hereby expressly incorporated by refer-
ence into the present application.

TECHNICAL FIELD

[0002] The present disclosure relates to a training device
and a training method.

BACKGROUND ART

[0003] Methods for training a training model to generate a
trained model include supervised training and unsupervised
training.

[0004] For example, Non Patent Literature 1 discloses a
technique of generating a trained model by efficiently per-
forming deep learning on a training model configured by a
neural network by optimization using a stochastic gradient
variational Bayesian.

CITATION LIST

Non Patent Literature

[0005] Non Patent Literature 1: “Diederik P Kingma, Max
Welling”, “Auto-Encoding Variational Bayes”, [online],
“arXiv:1312.6114v10”, [Searched on Dec. 4, 2020], Inter-
net (URL: https://arxiv.org/abs/1312.6114v10)

SUMMARY OF INVENTION

Technical Problem

[0006] Inacase where the technology (hereinafter referred
to as “conventional art”) disclosed in Non Patent Literature
1 is applied to the field of image processing, a trained model
that outputs a feature vector that is a latent variable in an
image used for training (hereinafter referred to as a “training
image”) and a generated image decoded from this vector can
be obtained as a learning result of deep learning, and
compression, restoration, abnormality detection, classifica-
tion, or the like of an image to be inferred (hereinafter
referred to as an “inference target image™) can be performed
using the trained model.

[0007] However, in order to obtain a highly accurate
feature vector in a training image and a generated image in
the conventional art, it is necessary to construct a deep
neural network in which intermediate layers in the neural
network are multilayered, and perform deep learning of an
enormous number of weights that requires iterative optimi-
zation processing using a large number of training images.
[0008] Therefore, since the amount of calculation is enor-
mous in the conventional art, the conventional art has a
problem that, in order to generate a trained model that
enables highly accurate inference, it is necessary to cause the
training model to learn for a long time.

[0009] The present disclosure is intended to solve the
above-described problems, and an object thereof is to pro-
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vide a training device capable of generating a trained model
that enables highly accurate inference in a short time com-
pared to the related art.

Solution to Problem

[0010] A training device according to the present disclo-
sure includes processing circuitry to acquire a plurality of
pieces of training image information each indicating a
training image, to generate a plurality of one-dimensional
training image signals respectively corresponding to the
plurality of pieces of training image information by making
the training image indicated by each of the plurality of
pieces of training image information into one dimension, to
generate a matrix in which the plurality of one-dimensional
training image signals is arranged in parallel with each other,
to calculate a right singular vector and a singular value by
performing singular value decomposition on the matrix, to
generate a trained model that is based on the right singular
vector and the singular value and outputs an inference result
using, as an explanatory variable, a one-dimensional infer-
ence target image signal indicating an image obtained by
making an inference target image that is an image obtained
by image-capturing an inference target object into one
dimension, and to output the trained model as trained model
information.

Advantageous Effects of Invention

[0011] According to the present disclosure, it is possible to
generate a trained model that enables highly accurate infer-
ence in a short time compared to the related art.

BRIEF DESCRIPTION OF DRAWINGS

[0012] FIG. 1is ablock diagram illustrating an example of
a configuration of a main part of a training system to which
a training device according to a first embodiment is applied.
[0013] FIG. 2 is a block diagram illustrating an example of
a configuration of a main part of the training device accord-
ing to the first embodiment.

[0014] FIG. 3A is an explanatory diagram schematically
illustrating a training image according to the first embodi-
ment. FIG. 3B is an explanatory diagram schematically
illustrating a modification of the training image according to
the first embodiment.

[0015] FIG. 3C is an explanatory diagram schematically
illustrating a one-dimensional training image signal accord-
ing to the first embodiment. FIG. 3D is an explanatory
diagram schematically illustrating a matrix according to the
first embodiment.

[0016] FIGS. 4A and 4B are diagrams illustrating an
example of a hardware configuration of the main part of the
training device according to the first embodiment.

[0017] FIG. 5 is a flowchart illustrating an example of
processing performed in the training device according to the
first embodiment.

[0018] FIG. 6 is a block diagram illustrating an example of
a configuration of a main part of an image processing system
to which an image processing device according to the first
embodiment is applied.

[0019] FIG. 7 is a block diagram illustrating an example of
a configuration of'a main part of the image processing device
according to the first embodiment.
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[0020] FIGS. 8A and 8B are diagrams illustrating an
example of a hardware configuration of the main part of the
image processing device according to the first embodiment.
[0021] FIG. 9 is a flowchart illustrating an example of
processing performed in the image processing device
according to the first embodiment.

[0022] FIG. 10 is a block diagram illustrating an example
of a configuration of a main part of an image processing
system to which an image processing device according to a
second embodiment is applied.

[0023] FIG. 11 is a block diagram illustrating an example
of a configuration of a main part of the image processing
device according to the second embodiment.

[0024] FIG. 12 is an explanatory diagram illustrating an
example of an inspection target block in an inference target
image and a restoration inspection block in a restored image
which are to be compared by an abnormality determining
unit included in an image processing device according to the
second embodiment.

[0025] FIG. 13 is a flowchart illustrating an example of
processing performed in the image processing device
according to the second embodiment.

[0026] FIG. 14 is a block diagram illustrating an example
of a configuration of a main part of an image processing
system to which an image processing device according to a
third embodiment is applied.

[0027] FIG. 15 is a block diagram illustrating an example
of a configuration of a main part of the image processing
device according to the third embodiment.

[0028] FIG. 16 is a flowchart illustrating an example of
processing performed in the image processing device
according to the third embodiment.

DESCRIPTION OF EMBODIMENTS

[0029] Hereinafter, embodiments of the present disclosure
will be described in detail with reference to the drawings.

First Embodiment

[0030] A training device 100 according to a first embodi-
ment will be described with reference to FIGS. 1 to 5.
[0031] A configuration of a main part of a training system
10 to which the training device 100 according to the first
embodiment is applied will be described with reference to
FIG. 1.

[0032] FIG.1is ablock diagram illustrating an example of
the configuration of the main part of the training system 10
to which the training device 100 according to the first
embodiment is applied.

[0033] The training system 10 includes a storage device
11, a display output device 12, an operation input device 13,
and the training device 100.

[0034] The storage device 11 is a device that stores
information necessary for the training device 100 to execute
predetermined processing determined in advance. The train-
ing device 100 can acquire the information by reading the
information stored in the storage device 11. In addition, the
storage device 11 receives the information output from the
training device 100 and stores the received information.
[0035] The display output device 12 is a device such as a
display that acquires a display image signal and displays a
display image indicated by the display image signal. The
display output device 12 receives the display image signal
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output from the training device 100, and displays the display
image indicated by the display image signal.

[0036] The operation input device 13 is a device such as
a keyboard or a pointing device that receives operations by
a user (hereinafter referred to as “user operation™) and
outputs an operation signal based on the user operation. The
operation input device 13 is not limited to a keyboard or a
pointing device, and may be a touch panel, a touch sensor,
or the like as long as it can output an operation signal based
on a user operation in response to operations by the user.
[0037] The operation input device 13 outputs an operation
signal to the training device 100.

[0038] The training device 100 acquires training image
information indicating a training image and generates a
trained model based on the training image.

[0039] The display output device 12 and the operation
input device 13 provide an interactive user interface for a
user who operates the training device 100.

[0040] That is, the user can cause the training device 100
to perform control desired by the user by performing a user
operation using the operation input device 13 while check-
ing the display image displayed on the display output device
12.

[0041] A configuration of a main part of the training
device 100 according to the first embodiment will be
described with reference to FIG. 2.

[0042] FIG. 2 is a block diagram illustrating an example of
the configuration of the main part of the training device 100
according to the first embodiment.

[0043] The training device 100 includes a training image
acquiring unit 110, a one-dimensional training image gen-
erating unit 120, a matrix generating unit 130, a singular
value decomposing unit 140, a trained model generating unit
150, and a trained model output unit 160.

[0044] In addition to the above-described configuration,
the training device 100 may include a captured image
acquiring unit 111, or the captured image acquiring unit 111
and a clustering unit 112.

[0045] Hereinafter, as illustrated in FIG. 2, the training
device 100 will be described as including the training image
acquiring unit 110, the captured image acquiring unit 111,
the clustering unit 112, the one-dimensional training image
generating unit 120, the matrix generating unit 130, the
singular value decomposing unit 140, the trained model
generating unit 150, and the trained model output unit 160.
[0046] Note that, as a configuration not illustrated in FIG.
2, it is assumed that the training device 100 includes an
operation acquiring unit that acquires an operation signal
output from the operation input device 13, and a display
image output unit that generates a display image based on
the operation signal acquired by the operation acquiring unit
and outputs a display image signal indicating the display
image to the display output device 12.

[0047] The training image acquiring unit 110 acquires the
training image information indicating the training image.
[0048] Specifically, the training image acquiring unit 110
acquires a plurality of pieces of the training image informa-
tion different from each other.

[0049] More specifically, for example, the training image
acquiring unit 110 acquires the plurality of pieces of the
training image information different from each other by
reading the training image information from the storage
device 11 in which the training image information indicating
each of a plurality of training images is stored in advance.
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[0050] The training image information acquired by being
read from the storage device 11 by the training image
acquiring unit 110 is selected and acquired by the user
operating the operation input device 13, for example.
[0051] Hereinafter, a description will be given assuming
that the training image acquiring unit 110 acquires m (m is
an integer equal to or more than 2 determined in advance)
pieces of the training image information different from each
other. In addition, a training image indicated by each of the
m pieces of the training image information acquired by the
training image acquiring unit 110 will be described as a
training image w;, (i is any integer equal to or more than 1
and equal to or less than m).

[0052] The one-dimensional training image generating
unit 120 generates a plurality of one-dimensional signals
corresponding to the plurality of pieces of the training image
information (hereinafter referred to as a “one-dimensional
training image signals”) by making the training image
indicated by each of the plurality of pieces of the training
image information acquired by the training image acquiring
unit 110 into one dimension.

[0053] Specifically, for example, the one-dimensional
training image generating unit 120 generates the one-dimen-
sional training image signal by raster scanning the training
image indicated by the training image information acquired
by the training image acquiring unit 110.

[0054] More specifically, for example, the one-dimen-
sional training image generating unit 120 raster scans the
training image indicated by each of the plurality of pieces of
the training image information with respect to the plurality
of pieces of the training image information acquired by the
training image acquiring unit 110, thereby generating the
one-dimensional training image signal corresponding to
each piece of the training image information.

[0055] Hereinafter, the one-dimensional training image
signal corresponding to the training image w, will be
described as a one-dimensional training image signal w,".
[0056] The matrix generating unit 130 generates a matrix
in which a plurality of one-dimensional training image
signals generated by the one-dimensional training image
generating unit 120 is arranged in parallel with each other.
[0057] Hereinafter, a matrix in which m one-dimensional
training image signals from a one-dimensional training
image signal w,' to a one-dimensional training image signal
w,,' are arranged in parallel with each other will be described
as a matrix W,,.

[0058] Note that, in order for the matrix generating unit
130 to generate the matrix W, , it is necessary that the pieces
of the training image information, which are the basis of the
one-dimensional training image signal w,' to the one-dimen-
sional training image signal w,,' and are acquired by the
training image acquiring unit 110, have equal numbers of
pixels.

[0059] With reference to FIG. 3, the training image w,, the
one-dimensional training image signal w,, and the matrix
W, according to the first embodiment will be described.
[0060] FIG. 3A is an explanatory diagram schematically
illustrating the training image w, according to the first
embodiment.

[0061] As illustrated in FIG. 3A, the training image w, is
a rectangular image having p (p is a predetermined integer
equal to or more than 1) pixels in the lateral direction and q
(q is a predetermined integer equal to or more than 1) pixels
in the vertical direction in FIG. 3A. Assuming that a product
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of p and q is n, the training image w, is a rectangular image
having n pixels. Therefore, the training image w, is not
limited to a captured image itself, and is only necessary to
be a set of pixels arranged two-dimensionally, such as an
image obtained by cutting out a captured image in a rect-
angle (block) or performing image processing such as
enlargement or reduction. FIG. 3B is an explanatory dia-
gram schematically illustrating a modification of the training
image according to the first embodiment. For example, as
illustrated in FIG. 3B, each block obtained by dividing a
captured image may be set as a training image. Bx and By
indicate the numbers of pixels in the horizontal direction and
the vertical direction of the divided block, respectively, and
Sx and Sy indicate the numbers of moving pixels (step sizes)
at respective division positions in the horizontal direction
and the vertical direction. Furthermore, position indices (i, j)
of each divided block D, ; are information for identifying the
positional relationship of each block. In a case where S =B,
and S,=B,, the blocks are adjacent to each other. In a case
where S, <B, or S <B,, the blocks are divided in such a way
that adjacent blocks have an overlap. In a case where S, >B,
or S >B,, a gap is generated between the divided blocks, and
thus pixels not included as the training image are generated
in the captured image. In general, the larger the region where
adjacent blocks overlap, the more the patterns of the divided
blocks increase, and the more the accuracy of training is
improved. On the other hand, since the number of training
images increases, the training speed decreases. Therefore,
since the training accuracy and the training speed are in a
trade-off relationship, B,, B,, S,, and S are elements sub-
jected to tuning by the user or the like. For example, by the
user operating the operation input device 13, tuning (setting
of values) of B,, B,, S,, and S, is performed.

[0062] The training image w, may be a monochrome
image in which each pixel is indicated by one bit, a grayscale
image in which it is indicated by a bit string of 8 bits or the
like, or a color image in which it is indicated by a bit string
ot 24 bits or the like. Furthermore, the training image w, may
be a bitmap image in an RGB format or a bitmap image in
a YUV format.

[0063] FIG. 3C is an explanatory diagram schematically
illustrating the one-dimensional training image signal w,'
according to the first embodiment. As illustrated in FIG. 3C,
the one-dimensional training image signal w,' is an image
having n pixels in the lateral direction and one pixel in the
vertical direction in FIG. 3C. In the one-dimensional train-
ing image signal w,', each pixel in the one-dimensional
training image signal w,' is configured by bits or bit strings
having the same number of bits as each pixel in the training
image w,.

[0064] FIG. 3D is an explanatory diagram schematically
illustrating the matrix W, according to the first embodiment.
[0065] As illustrated in FIG. 3D, the matrix W,, is
obtained by arranging the one-dimensional training image
signal w, in the column direction, and is a matrix of pixel
signals having n pixels in the lateral direction and m pixels
in the vertical direction.

[0066] In the matrix W,,, each component in the matrix
W, is formed by the same number of bits or bit strings as
that of each pixel in the training image w,.

[0067] The singular value decomposing unit 140 calcu-
lates a right singular vector and a singular value by per-
forming singular value decomposition (SVD) on the matrix
W, generated by the matrix generating unit 130.
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[0068] Here, although it is a well-known technique, the
singular value decomposition will be briefly described.

[0069] Inacase where a matrix A, is a matrix of m rows
and n columns, the singular value decomposition of the
matrix A, can be expressed by the following Expression

).

A

mxn” nxn

U,

iscont Expression (1)

mxn

4
[0070] Here, U,,,,.,, is a unitary matrix of m rows and m
columns, and V¥, is a transposed matrix of V, that is a
unitary matrix of n rows and n columns. In addition, a matrix
T, 1s a matrix of m rows and n columns, and the matrix
other than the diagonal components is always zero. Further-
more, when a diagonal component of i rows and i columns
in the matrix I',,,,.,, is 0, and I is an order (rank) of A, ., I is
an integer equal to or more than 1 and equal to or less than
M (M=min(m, n), min(m, n) represents the smaller value
between m and n), and o, 0,, . . ., and o, represent I
singular values of the matrix A,,,,,,, satisfying the following

Expression (2).
O>05> . .. 200 Expression (2)

[0071] Here, in a case where I<M, o, ,=. .. =0,,~0. That
is, in Expression (1), the matrix I",,, is a matrix in which
non-zero components are formed only by a set of singular
values of the matrix A,,,,,,. Furthermore, in Expression (1),
each column vector in the matrix U, ,, represents a left
singular vector of the matrix A,,,,,,. That is, the matrix U .,
represents a set of left singular vectors of the matrix A, ..
Furthermore, in Expression (1), each column vector in the
matrix V, . represents a right singular vector of the matrix
A, That is, the matrix V,, represents a set of right
singular vectors of the matrix A,,,,,,,.

[0072] When Expression (1) is applied, matrices (herein-
after “approximation matrices™) A~,, . approximating the
matrix A can be expressed by using the following

TRXH

Expression (3).
~A psen=Unra LoV

rmxn’ mxn st rxarV rxn

A

[0073] Here, the matrix I',,., is a diagonal matrix of r rows
and r columns having r (r is an integer equal to or more than
1 and equal to or less than I) diagonal components, and the
matrix I, has o,, 0, . . ., O, among the diagonal
components in the matrix I',,.,, as the diagonal components.
Further, U, . is a matrix of m rows and r columns config-
ured with components from the left to r columns of the
matrix U, . and similarly, the matrix V7 ___ is a transposed
matrix of a matrix V,,,. of n rows and r columns configured
with components from the left to r columns of V, ... As is
clear from Expression (3), since this approximation repre-
sents a singular value decomposition of a matrix having r
singular values, the matrices A~ represent the low-rank
approximation at the rank r of the matrix A, of the rank
L

[0074] The singular value decomposing unit 140 calcu-
lates a right singular vector and a singular value satisfying
the following Expression (4) corresponding to Expression
(1) by performing the singular value decomposition on the
matrix W,, generated by the matrix generating unit 130.

Expression (3)

W= ULV e

[0075] The trained model generating unit 150 generates a
trained model on the basis of the right singular vector and
the singular value calculated by the singular value decom-
posing unit 140.

Expression (4)
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[0076] The trained model generated by the trained model
generating unit 150 outputs an inference result using, as an
explanatory variable, a signal (hereinafter referred to as a
“one-dimensional inference target image signal”) indicating
an image obtained by making an image (hereinafter referred
to as an “inference target image”) having the same number
of pixels as the training image in both the horizontal
direction and the vertical direction into one dimension. Here,
the inference target image is an image (hereinafter referred
to as an “inference captured image”) obtained by image-
capturing an object as an inference target (hereinafter
referred to as an “inference target object”) or an image
obtained by performing image processing on the inference
captured image.

[0077] Specifically, the trained model generating unit 150
generates a trained model based on a combination of r
singular values predetermined in descending order of values
among the singular values calculated by the singular value
decomposing unit 140 and a matrix having a set of right
singular vectors corresponding to a diagonal matrix that is a
combination of the r singular values.

[0078] More specifically, for example, the trained model
generating unit 150 generates matrices I',, and V7, that
satisfy the following Expression (5) as parameters of the
trained model.

w,~U, T,V

[0079] Here, the matrix I',,,, is a diagonal matrix of r rows
and r columns in which r singular values are arranged
diagonally. Furthermore, the matrix V7 is a transposed
matrix of a matrix V,, representing a set of right singular
vectors of W, corresponding to the matrix T',,,, in Expres-
sion (5). In addition, the right singular vector is a column
vector of V,_ (in a case of VZ,_, it is a row vector because
of being transposed).
[0080] Note that the number of singular values (rank of
approximate matrix of W,,) r employed by the trained model
generating unit 150 in descending order of values among the
singular values calculated by the singular value decompos-
ing unit 140 may be acquired by the trained model gener-
ating unit 150 on the basis of a user operation even if the
trained model generating unit 150 holds information indi-
cating the number.
[0081] Note that, in a case where r is determined in
advance, the singular value decomposing unit 140 may
increase the speed of the singular value decomposition or
reduce the memory by using, for example, a technique
related to a high-speed solution in the singular value decom-
position described in Literature 1 below.

[0082] Literature 1: “Matthew Brand”, “Fast Low-Rank
Modifications of the Thin Singular Value Decomposi-
tion”, “MITSUBISHI ELECTRIC RESEARCH LABO-
RATORIES”, [searched on Dec. 4, 2020], Internet (URL:
https://'www.merl.com/publications/docs/TR2006-059.
pdf)

[0083] In Literature 1, when the singular value decompo-

sition is performed, first, a normal singular value decompo-

sition operation is performed on r rows (matrix A, ) of the
matrix A, with respect to the matrix A, of the singular
value decomposition target, and singular value decomposi-
tion matrices U, !, T',..,", and V7 ! are obtained. Then, for
the remaining m-r rows, sequential update processing is
performed on the singular value decomposition matrices
U, T, and VZ . Specifically, singular value decom-

X}y

Expression (5)
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position of the matrix A, is achieved by repeatedly per-
forming a matrix operation (hereinafter referred to as
“update operation”) of updating from the singular value
decomposition matrix obtained by the previous update pro-
cessing to the singular value decomposition matrix of the
matrix A, 5., (J is the sum of j up to the update processing)
by any j row (j is an integer equal to or more than 1) until
r+J=m. Since this update operation has a smaller operation
amount than the operation processing of the normal singular
value decomposition, it is generally faster and more memory
saving than performing the singular value decomposition
operation of the matrix A, at a time. In this calculation, the
number of rows j to be processed may change for each
update operation. For example, in a case where m-r=20, t
can be set in any manner such as three rows, seven rows, one
row, two rows, two rows, and five rows in order for the
remaining 20 rows.

[0084] Since the update operation can be performed in any
number of rows as described above, additional training can
also be performed by the singular value decomposition
described in Literature 1. That is, not only the matrices I',,_,.
and V7, but also the matrix U, are held as the trained
model of W,,. Thus, by performing the matrix operation of
updating the singular value decomposition matrices U,,,,,,,
I',..and V7 being already obtained by using the matrix
W, in which 1 one-dimensional training image signals to be
additionally trained with are arranged in parallel with each
other, the same training model (matrix U,,,y,.,"s T..,"
vZ ") as in a case of performing the singular value
decomposition on the matrix W, , ; in which the matrix W,
and the matrix W, are connected in a row direction is
obtained. In a case where the update operation is not used,
it is impossible to perform additional training and it is
necessary to perform normal singular value decomposition
on the matrix W, ,, as retraining, and thus high-speed and
memory-saving additional training processing can be
achieved by the update operation. Note that the update
operation may be used for both the first training and the
additional training, or the update operation may be used only
for the additional training.

[0085] Furthermore, Literature 1 describes a technique of
achieving a singular value decomposition operation of a
matrix A, . obtained by excluding one row vector a
selected from the matrix A, with respect to the matrices
U __.T_ ., andVZ __ after the singular value decomposition
only by an update operation from the

mxyd T Xy ) Xy
of the matrix A,,,,,
T .
mscrs L s @d V©_using the

already obtained matrices U,
row vector a. By introducing this technique, even in a case
where an image inappropriate for training due to a human
error or the like is mixed in the training image signal used
in the trained model (matrix U, T',..,, V%), the trained
model (matrix U, _,..", T,.", vZ ™ from which an
inappropriate one-dimensional training image signal w,
(corresponding to the row vector a) is excluded can be
obtained by high-speed and memory-saving calculation.
[0086] In a case where there is a plurality of training
images to be excluded, it is sufficient if the above processing
is repeated sequentially.

[0087] Furthermore, Literature 1 describes a technique for
achieving singular value decomposition operations of a
matrix A,,., .., obtained by excluding one row vector a
selected from the matrix A,,,, and adding one new row
vector a' to the matrices U T,.,, and V7 after the

mxrs ltad nxr

singular value decomposition only by update operations

]

Feb. 22, 2024

from the matrices U,,,, I, and V7 __ being already
obtained using the row vector a and the row vector a'. By
introducing this technique, even in a case where an image
different from an image to be originally trained is mixed in
the training image signal used in the trained model (matrix
U,.o T,s V2 ) due to a human error or the like, the
trained model (matrix U,,.", T',,,"", VI ") in a case
where the inappropriate one-dimensional training image
signal w,' (corresponding to the row vector a) is replaced
with a correct one-dimensional training image signal w,'
(corresponding to the row vector a') can be obtained by
high-speed and memory-saving calculation.

[0088] In a case where there is a plurality of training
images to be replaced, it is sufficient if the above processing
is repeated sequentially.

[0089] For example, when the one-dimensional inference
target image signal is input as an explanatory variable, the
trained model generating unit 150 generates a trained model
that outputs an approximate signal (hereinafter referred to as
a “one-dimensional approximate signal”) of the one-dimen-
sional inference target image signal as an inference result on
the basis of the right singular vector and the singular value
calculated by the singular value decomposing unit 140.
[0090] Hereinafter, the one-dimensional approximate sig-
nal will be described as w,.

[0091] w, can be expressed by the following Expression
(6) using the matrix I',,., and the matrix V7, in Expression

).
w=ul, VI

[0092] Here, u, is a one-dimensional vector, and is a
feature vector of w, including coefficients for restoring w,
using the matrix I",,, and the matrix V7, . Since the matrix
T, and the matrix VZ__ are known by Expression (4), u,
is uniquely determined when w, is determined.

[0093] When Expression (6) is applied, w, can be approxi-
mated by the following Expression (7) using the matrix I,.,,.
and the matrix V7 in Expression (5).

Expression (6)

wew, =, T, V7, Expression (7)

[0094] Here, w,” is a one-dimensional approximate signal
approximating w,. Further, u,” is a feature vector (hereinafter
referred to as “approximate feature vector”) obtained by
reducing the number of dimensions of u,, which is a feature
vector of w,, to r dimensions, and the following Expression
(8) can be obtained.

u =w; VT, ew V, T, 7t Expression (8)

[0095] Here, I, ' is an inverse matrix of T, _,.

[0096] As described above, when w, which is a one-
dimensional inference target image signal, is input as an
explanatory variable, the trained model generating unit 150
generates a trained model that outputs w,”, which is a
one-dimensional approximate signal, on the basis of, for
example, Expression (7).

[0097] In addition, when the one-dimensional inference
target image signal is input as an explanatory variable, the
trained model generating unit 150 may generate a trained
model that outputs a feature vector of an inference target
image corresponding to the one-dimensional inference target
image signal as an inference result on the basis of the right
singular vector and the singular value calculated by the
singular value decomposing unit 140.

[0098] In this case, for example, when the one-dimen-
sional inference target image signal is input as an explana-
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tory variable, the trained model generating unit 150 gener-
ates a trained model that outputs, as an inference result, a
feature vector u,” that is a feature vector of an inference
target image corresponding to the one-dimensional inference
target image signal and in which the number of dimensions
of the feature vector u, is reduced to r dimensions.

[0099] As described above, when w, that is a one-dimen-
sional inference target image signal is input as an explana-
tory variable, the trained model generating unit 150 may
generate a trained model that outputs u, that is the approxi-
mate feature vector of an inference target image correspond-
ing to the one-dimensional inference target image signal on
the basis of, for example, Expression (8).

[0100] The trained model output unit 160 outputs the
trained model generated by the trained model generating
unit 150 as trained model information.

[0101] Specifically, for example, the trained model output
unit 160 outputs the trained model information to the storage
device 11 and causes the storage device 11 to store the
trained model information.

[0102] With the above configuration, the training device
100 can generate a trained model not configured by a deep
neural network in which the intermediate layers are multi-
layered. Consequently, since the training device 100 can
generate a trained model that enables highly accurate infer-
ence by the singular value decomposition performed once
without requiring iterative optimization processing of
parameters, it is possible to generate a trained model that
enables highly accurate inference in a short time compared
to the related art.

[0103] In the above description, the training image acquir-
ing unit 110 is assume to acquire a plurality of pieces of
mutually different pieces of training image information
generated in advance by reading the training image infor-
mation from the storage device 11, but the method of
acquiring the training image information by the training
image acquiring unit 110 is not limited thereto.

[0104] For example, the training image acquiring unit 110
may generate and acquire the training image information on
the basis of information indicating an image different from
the training image information and indicating an image
(hereinafter referred to as a “captured image”) acquired by
image-capturing a target object (hereinafter referred to as
“captured image information™).

[0105] Inorder for the training image acquiring unit 110 to
generate and acquire the training image information on the
basis of the captured image information, for example, the
training device 100 includes the captured image acquiring
unit 111 as illustrated in FIG. 2.

[0106] The captured image acquiring unit 111 acquires
captured image information indicating a captured image
acquired by image-capturing the target object.

[0107] Specifically, the captured image acquiring unit 111
acquires captured image information corresponding to each
of a plurality of different target objects.

[0108] Forexample, the captured image acquiring unit 111
acquires the captured image information corresponding to
each of'the plurality of different target objects by reading the
captured image information from the storage device 11 in
which captured image information that is a plurality of
pieces of captured image information and respectively cor-
responds to the plurality of different target objects is stored
in advance.
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[0109] In this case, for example, regarding the captured
image indicated by each of the plurality of pieces of captured
image information acquired by the captured image acquiring
unit 111, the training image acquiring unit 110 divides the
captured image into a plurality of image regions and
acquires partial images corresponding to respective image
regions. The training image acquiring unit 110 acquires
partial image information indicating each of the plurality of
partial images based on the captured image for each piece of
the captured image information, thereby acquiring, as the
training image information, a plurality of pieces of partial
image information corresponding to each of the plurality of
pieces of captured image information acquired by the cap-
tured image acquiring unit 111. A specific example of the
divided image is the divided block described above in FIG.
3B.

[0110] Furthermore, in this case, the matrix generating
unit 130 generates a matrix by arranging, in parallel with
each other, a plurality of one-dimensional training image
signals corresponding to a plurality of pieces of the partial
image information satisfying one or more predetermined
conditions out of a plurality of pieces of the partial image
information that is acquired by the training image acquiring
unit 110 and corresponds to each of the plurality of pieces of
captured image information acquired by the captured image
acquiring unit 111.

[0111] Here, the plurality of pieces of partial image infor-
mation satisfying the predetermined condition is, for
example, partial image information corresponding to the
same image region in the captured image indicated by each
of the plurality of pieces of captured image information.
When the plurality of divided blocks Dj have the position
indices (i, j) coinciding with each other in FIG. 3B, they
have the same image region.

[0112] That is, for example, the matrix generating unit 130
generates a matrix by arranging a plurality of one-dimen-
sional training image signals generated by the one-dimen-
sional training image generating unit 120 in parallel with
each other on the basis of the partial image information
corresponding to the same image region in the captured
image indicated by each of the plurality of pieces of captured
image information acquired by the captured image acquiring
unit 111.

[0113] The singular value decomposing unit 140 arranges
the one-dimensional training image signals generated by the
one-dimensional training image generating unit 120 in par-
allel with each other on the basis of the partial image
information, thereby calculating the right singular vector
and the singular value in the matrix generated by the matrix
generating unit 130.

[0114] In addition, the trained model generating unit 150
generates a trained model that outputs the right singular
vector and the singular value corresponding to a matrix
based on the partial image information generated by the
matrix generating unit 130.

[0115] With the above configuration, the training device
100 can generate a trained model that sets an image (partial
image) in a predetermined image region in an image (cap-
tured image) obtained by image-capturing an inference
target object as an inference target image, and outputs the
one-dimensional approximate signal corresponding to the
inference target image or a feature vector of the inference
target image as an inference result when a one-dimensional
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inference target image signal corresponding to the inference
target image is input as an explanatory variable.

[0116] Consequently, the training device 100 can generate
the trained model that enables highly accurate inference
specialized for the partial image in the predetermined image
region in the captured image obtained by image-capturing
the inference target object in a short time compared to the
related art.

[0117] The matrix generating unit 130 may generate a
corresponding matrix for each condition on the basis of one
or more predetermined conditions.

[0118] Specifically, for example, the matrix generating
unit 130 generates a matrix corresponding to each of the
plurality of image regions in the captured image. The
plurality of image regions is a region in which a plurality of
divided blocks D, ; is combined in FIG. 3B. For example, it
is a region obtained by combining four in the horizontal
direction and two in the vertical direction. Hereinafter, this
region is referred to as a “segment”. Here, an example of the
largest segment is a case where one segment is generated in
the entire image, and in this case, the number of trained
models to be generated is one, and a memory capacity
required for storing the trained model can be reduced. The
size of each segment may be different. In a case where what
is shown in which position of the captured image is known
in advance, the feature of the image can be divided in each
segment by performing explicit segment division (for
example, dividing into a subject and a background), and an
image pattern to be learned can be narrowed down, so that
it is possible to implement highly efficient training that
enables highly accurate inference (image generation) with a
limited number of trained models (the number of segments).
[0119] On the other hand, in a case where one segment is
formed for each position of one partial image of the smallest
segment, in this case, the number of segments is the number
of partial image divisions. Therefore, although the number
of training models increases, training specialized for each
partial image position becomes possible, and very highly
accurate inference (image generation) becomes possible.
Note that this case is the same as the case of the condition
described in paragraph 0046.

[0120] Inthis case, for example, the singular value decom-
posing unit 140 calculates the right singular vector and the
singular value for the matrix for each condition generated by
the matrix generating unit 130.

[0121] Specifically, for example, the singular value
decomposing unit 140 calculates the right singular vector
and the singular value corresponding to each of the plurality
of matrices for the matrix corresponding to each of the
plurality of image regions in the captured image generated
by the matrix generating unit 130.

[0122] Furthermore, in this case, the trained model gen-
erating unit 150 generates the trained model corresponding
to the matrix for each condition on the basis of the right
singular vector and the singular value calculated by the
singular value decomposing unit 140 corresponding to the
matrix for each condition generated by the matrix generating
unit 130.

[0123] Specifically, for example, for the matrix corre-
sponding to each of the plurality of image regions in the
captured image generated by the matrix generating unit 130,
the trained model generating unit 150 generates a trained
model corresponding to each of the plurality of matrices on
the basis of the right singular vector and the singular value
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calculated by the singular value decomposing unit 140
corresponding to each of the plurality of matrices.

[0124] With the above configuration, the training device
100 can generate, for each image region, a trained model that
sets an image (partial image) in each of a plurality of
predetermined image regions in an image (captured image)
obtained by image-capturing an inference target object as an
inference target image, and outputs the one-dimensional
approximate signal corresponding to each of the plurality of
inference target images or a feature vector corresponding to
each of the plurality of inference target images as an
inference result when a one-dimensional inference target
image signal corresponding to each of the plurality of
inference target images is input as an explanatory variable to
a trained model generated using the partial image of the
same image region.

[0125] Consequently, the training device 100 can generate
the trained model that enables highly accurate inference
specialized for the partial image in each of the plurality of
predetermined image regions in the captured image obtained
by image-capturing the inference target object for each
image region in a short time compared to the related art.
[0126] As illustrated in FIG. 2, the training device 100
may include the captured image acquiring unit 111 and the
clustering unit 112.

[0127] The clustering unit 112 clusters the partial images
indicated by each of the plurality of pieces of partial image
information that is acquired by the training image acquiring
unit 110, and corresponds to each of the plurality of pieces
of captured image information acquired by the captured
image acquiring unit 111.

[0128] Ina case where the training device 100 includes the
captured image acquiring unit 111 and the clustering unit
112, for example, the matrix generating unit 130 generates
a matrix by arranging a plurality of one-dimensional training
image signals generated by the one-dimensional training
image generating unit 120 in parallel with each other for
each of a plurality of partial images belonging to each class
classified on the basis of a result of clustering by the
clustering unit 112.

[0129] For example, there is a method of using a clustering
method such as k-means clustering, hierarchical clustering,
density-based spatial clustering of applications with noise
(DBSCAN), or gaussian mixture model (GMM) on any one
of partial images themselves, images obtained by perform-
ing feature transformation on partial images (for example, an
edge image or an orthogonally transformed image) them-
selves, images obtained by performing filter processing such
as smoothing processing or pooling processing on these, or
signals obtained by making a set of these images into one
dimension.

[0130] The plurality of pieces of partial image information
is partial image information indicating each of the plurality
of partial images belonging to each class classified on the
basis of the result of clustering by the clustering unit 112.
[0131] With the above configuration, the training device
100 can generate, for each class, a trained model that sets a
partial image belonging to a predetermined class in each of
a plurality of image regions in an image (captured image)
obtained by image-capturing an inference target object as an
inference target image, and outputs the one-dimensional
approximate signal corresponding to the inference target
image or a feature vector corresponding to the inference
target image as an inference result when the one-dimen-
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sional inference target image signal corresponding to the
inference target image is input as an explanatory variable to
a trained model generated using a plurality of partial images
belonging to the class.

[0132] Consequently, the training device 100 can generate
the trained model that enables highly accurate inference
specialized for the partial image belonging to the predeter-
mined class in the image obtained by image-capturing the
inference target object in a short time compared to the
related art.

[0133] Furthermore, the matrix generating unit 130 may
generate a matrix corresponding to each class.

[0134] Inthis case, for example, the singular value decom-
posing unit 140 calculates the right singular vector and the
singular value for each matrix for the matrix corresponding
to each class generated by the matrix generating unit 130.
[0135] Furthermore, in this case, the trained model gen-
erating unit 150 generates a trained model corresponding to
each class on the basis of the right singular vector and the
singular value corresponding to each class generated by the
matrix generating unit 130.

[0136] With the above configuration, the training device
100 can generate, for each class, the trained model that
enables highly accurate inference specialized for the partial
image in each of a plurality of image regions in an image
(captured image), in particular to images belonging to each
of the classes, obtained by image-capturing an inference
target object in a short time compared to the related art.
[0137] A hardware configuration of the main part of the
training device 100 according to the first embodiment will
be described with reference to FIGS. 4A and 4B.

[0138] FIGS. 4A and 4B are diagrams illustrating an
example of a hardware configuration of the main part of the
training device 100 according to the first embodiment.
[0139] As illustrated in FIG. 4A, the training device 100 is
configured by a computer, and the computer includes a
processor 401 and a memory 402. The memory 402 stores a
program for causing the computer to function as the training
image acquiring unit 110, the captured image acquiring unit
111, the clustering unit 112, the one-dimensional training
image generating unit 120, the matrix generating unit 130,
the singular value decomposing unit 140, the trained model
generating unit 150, and the trained model output unit 160.
The processor 401 reads and executes the program stored in
the memory 402, thereby implementing the training image
acquiring unit 110, the captured image acquiring unit 111,
the clustering unit 112, the one-dimensional training image
generating unit 120, the matrix generating unit 130, the
singular value decomposing unit 140, the trained model
generating unit 150, and the trained model output unit 160.
[0140] In addition, as illustrated in FIG. 4B, the training
device 100 may be configured by a processing circuit 403.
In this case, the functions of the training image acquiring
unit 110, the captured image acquiring unit 111, the clus-
tering unit 112, the one-dimensional training image gener-
ating unit 120, the matrix generating unit 130, the singular
value decomposing unit 140, the trained model generating
unit 150, and the trained model output unit 160 may be
implemented by the processing circuit 403.

[0141] Furthermore, the training device 100 may include
the processor 401, the memory 402, and the processing
circuit 403 (not illustrated). In this case, part of the functions
of the training image acquiring unit 110, the captured image
acquiring unit 111, the clustering unit 112, the one-dimen-
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sional training image generating unit 120, the matrix gen-
erating unit 130, the singular value decomposing unit 140,
the trained model generating unit 150, and the trained model
output unit 160 may be implemented by the processor 401
and the memory 402, and the remaining functions may be
implemented by the processing circuit 403.

[0142] The processor 401 uses, for example, a central
processing unit (CPU), a graphics processing unit (GPU), a
microprocessor, a microcontroller, or a digital signal pro-
cessor (DSP).

[0143] The memory 402 uses, for example, a semiconduc-
tor memory or a magnetic disk. More specifically, the
memory 402 uses a random access memory (RAM), a read
only memory (ROM), a flash memory, an erasable program-
mable read only memory (EPROM), an electrically erasable
programmable read-only memory (EEPROM), a solid state
drive (SSD), a hard disk drive (HDD), or the like.

[0144] The processing circuit 403 uses, for example, an
application specific integrated circuit (ASIC), a program-
mable logic device (PLD), a field-programmable gate array
(FPGA), a system-on-a-chip (SoC), or a system large-scale
integration (LSI).

[0145] The operation of the training device 100 according
to the first embodiment will be described with reference to
FIG. 5.

[0146] FIG. 5 is a flowchart illustrating an example of
processing performed in the training device 100 according to
the first embodiment.

[0147] Note that FIG. 5 is a flowchart in a case where the
training device 100 includes the captured image acquiring
unit 111 and the clustering unit 112 in addition to the training
image acquiring unit 110, the one-dimensional training
image generating unit 120, the matrix generating unit 130,
the singular value decomposing unit 140, the trained model
generating unit 150, and the trained model output unit 160.
[0148] In a case where the training device 100 does not
include the clustering unit 112, or the captured image
acquiring unit 111 and the clustering unit 112, in FIG. 5, the
processing performed by the captured image acquiring unit
111 or the clustering unit 112 can be appropriately omitted.
[0149] First, in step ST501, the captured image acquiring
unit 111 acquires captured image information.

[0150] Next, in step ST502, the training image acquiring
unit 110 acquires a plurality of pieces of partial image
information corresponding to the plurality of pieces of
captured image information as the training image informa-
tion.

[0151] Next, in step ST503, the clustering unit 112 clusters
the partial images indicated by each of the plurality of pieces
of partial image information.

[0152] Next, in step ST504, the one-dimensional training
image generating unit 120 generates a one-dimensional
training image signal for a plurality of pieces of the training
image information.

[0153] Next, in step ST505, the matrix generating unit 130
generates a matrix in which a plurality of one-dimensional
training image signals is arranged in parallel with each other.
[0154] Next, in step ST506, the singular value decompos-
ing unit 140 calculates a right singular vector and a singular
value by performing the singular value decomposition on the
matrix. However, in a case of performing the additional
training processing, the update processing of the training
model using the update operation according to Literature 1,
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such as excluding or replacing specific training data (para-
graphs 0031 to 0033), the left singular vector is also
obtained.

[0155] Next, in step ST507, the trained model generating
unit 150 generates a trained model on the basis of the right
singular vector and the singular value. However, in the case
of performing the additional training processing, the update
processing of the training model using the update operation
according to Literature 1, such as excluding or replacing
specific training data (paragraphs 0031 to 0033), the trained
model is generated including the left singular vector.
[0156] Next, in step ST508, the trained model output unit
160 outputs the trained model as trained model information.
[0157] After step ST508, the training device 100 ends the
processing of the flowchart.

[0158] An image processing device 200 according to the
first embodiment will be described with reference to FIGS.
6109.

[0159] With reference to FIG. 6, a configuration of a main
part of an image processing system 20 to which the image
processing device 200 according to the first embodiment is
applied will be described.

[0160] FIG. 6 is a block diagram illustrating an example of
a configuration of a main part of an image processing system
20 to which the image processing device 200 according to
the first embodiment is applied.

[0161] The image processing system 20 includes a storage
device 21, a display output device 22, an operation input
device 23, an imaging device 24, and the image processing
device 200.

[0162] The storage device 21 is a device that stores
information necessary for the image processing device 200
to execute predetermined processing determined in advance.
Specifically, for example, the storage device 21 stores the
trained model information output by the training device 100.
The image processing device 200 acquires the trained model
information by reading the trained model information stored
in the storage device 21.

[0163] The display output device 22 is a device such as a
display that acquires a display image signal and displays a
display image indicated by the display image signal. The
display output device 22 receives the display image signal
output from the image processing device 200, and displays
the display image indicated by the display image signal.
[0164] The operation input device 23 is a device such as
a keyboard or a pointing device that receives a user opera-
tion and outputs an operation signal based on the user
operation. The operation input device 23 is not limited to a
keyboard or a pointing device, and may be a touch panel, a
touch sensor, or the like as long as it can output an operation
signal based on a user operation in response to the user
operation.

[0165] The operation input device 23 outputs an operation
signal to the image processing device 200.

[0166] The imaging device 24 is a device such as a digital
still camera that outputs an image (hereinafter referred to as
a “captured inference image”) obtained by image-capturing
the inference target object as captured inference image
information.

[0167] Specifically, the imaging device 24 outputs the
captured inference image information to the image process-
ing device 200.

[0168] The image processing device 200 is a device that
acquires an inference result output by a trained model when
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a signal based on an inference target image is input to the
trained model as an explanatory variable on the basis of an
image (hereinafter referred to as an “inference target
image”) based on the captured inference image indicated by
the captured inference image information and the trained
model indicated by the trained model information, and
acquires inference result information based on the acquired
inference result.

[0169] The display output device 22 and the operation
input device 23 provide an interactive user interface for a
user who operates the image processing device 200.
[0170] That is, the user can cause the image processing
device 200 to perform control desired by the user by
performing a user operation using the operation input device
23 while checking the display image displayed on the
display output device 22.

[0171] A configuration of a main part of the image pro-
cessing device 200 according to the first embodiment will be
described with reference to FIG. 7.

[0172] FIG. 7 is a block diagram illustrating an example of
the configuration of the main part of the image processing
device 200 according to the first embodiment.

[0173] The image processing device 200 includes an infer-
ence target image acquiring unit 210, a one-dimensional
inference target image generating unit 220, and an inference
unit 240.

[0174] The image processing device 200 may include a
captured inference image acquiring unit 211 or a trained
model acquiring unit 230 in addition to the above-described
configuration.

[0175] Hereinafter, as illustrated in FIG. 7, the image
processing device 200 will be described as including the
inference target image acquiring unit 210, the captured
inference image acquiring unit 211, the one-dimensional
inference target image generating unit 220, the trained
model acquiring unit 230, and the inference unit 240.
[0176] Note that the image processing device 200
includes, as a configuration not illustrated in FIG. 7, an
operation acquiring unit that acquires an operation signal
output from the operation input device 23 and a display
image output unit that generates a display image and outputs
a display image signal indicating the display image to the
display output device 22.

[0177] The captured inference image acquiring unit 211
acquires captured inference image information indicating
the captured inference image obtained by image-capturing
the inference target object.

[0178] Specifically, for example, the captured inference
image acquiring unit 211 acquires the captured inference
image information output by the imaging device 24.
[0179] The method of acquiring the captured inference
image information by the captured inference image acquir-
ing unit 211 is not limited to the method of acquiring the
captured inference image information output by the imaging
device 24. For example, the captured inference image
acquiring unit 211 may acquire the captured inference image
information by reading the captured inference image infor-
mation from the storage device 21 that stores the captured
inference image information in advance.

[0180] The inference target image acquiring unit 210
acquires inference target image information indicating an
image (inference target image) based on an image (captured
inference image) obtained by image-capturing the inference
target object.
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[0181] Specifically, for example, the inference target
image acquiring unit 210 acquires the inference target image
information by reading the inference target image informa-
tion from the storage device 21 that stores the inference
target image information in advance.

[0182] The method of acquiring the inference target image
information by the inference target image acquiring unit 210
is not limited to the method of reading from the storage
device 21. For example, the inference target image acquiring
unit 210 may acquire the captured inference image infor-
mation acquired by the captured inference image acquiring
unit 211 as the inference target image information. Further-
more, for example, the inference target image acquiring unit
210 may acquire the inference target image information by
generating the inference target image information on the
basis of the captured inference image information acquired
by the captured inference image acquiring unit 211. The
method of generating the inference target image information
by the inference target image acquiring unit 210 on the basis
of the captured inference image information will be
described later.

[0183] The one-dimensional inference target image gen-
erating unit 220 generates a one-dimensional signal corre-
sponding to the inference target image information (herein-
after referred to as a “one-dimensional inference target
image signal”) by making the inference target image indi-
cated by the inference target image information acquired by
the inference target image acquiring unit 210 into one
dimension.

[0184] Specifically, for example, the one-dimensional
inference target image generating unit 220 generates a
one-dimensional inference target image signal by raster
scanning the inference target image indicated by the infer-
ence target image information acquired by the inference
target image acquiring unit 210.

[0185] Hereinafter, the inference target image indicated by
the inference target image information acquired by the
inference target image acquiring unit 210 will be described
as an inference target image w, and a one-dimensional
inference target image signal that corresponds to the infer-
ence target image w, and is generated by the one-dimen-
sional inference target image generating unit 220 will be
described as a one-dimensional inference target image signal
w, .

[0186] The trained model acquiring unit 230 acquires the
trained model information output by the training device 100.
Specifically, for example, the trained model acquiring unit
230 acquires the trained model information by reading the
trained model information from the storage device 21 that
stores the trained model information in advance. The trained
model acquiring unit 230 may acquire the trained model
information from the training device 100, which is not
illustrated in FIG. 6, via an information network such as a
local area network (LAN).

[0187] Note that, in a case where the inference unit 240
holds the trained model information in advance, the trained
model acquiring unit 230 is not a necessary configuration in
the image processing device 200.

[0188] The inference unit 240 acquires inference result
information corresponding to a one-dimensional inference
target image signal on the basis of the one-dimensional
inference target image signal generated by the one-dimen-
sional inference target image generating unit 220. Specifi-
cally, the inference unit 240 inputs the one-dimensional
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inference target image signal to the trained model indicated
by the trained model information as an explanatory variable,
and acquires the inference result output by the trained
model, thereby acquiring the inference result information
based on the inference result.

[0189] In a case where the trained model generated by the
training device 100 outputs the one-dimensional approxi-
mate signal corresponding to the one-dimensional inference
target image signal as the inference result, for example, the
inference unit 240 inputs the one-dimensional inference
target image signal to the trained model as an explanatory
variable, and acquires the one-dimensional approximate
signal output by the trained model as the inference result.
Furthermore, the inference unit 240 acquires, as inference
result information, restored image information indicating a
restored image generated from the one-dimensional approxi-
mate signal output as the inference result by the trained
model. Specifically, for example, the inference unit 240
generates the restored image by mapping the one-dimen-
sional approximate signal output as the inference result by
the trained model to a two-dimensional image having the
same size as the inference target image indicated by the
inference target image information acquired by the inference
target image acquiring unit 210. The inference unit 240
acquires the restored image information indicating the
restored image as the inference result information by gen-
erating the restored image.

[0190] Furthermore, in a case where the trained model
generated by the training device 100 outputs the feature
vector of the inference target image corresponding to the
one-dimensional inference target image signal as the infer-
ence result, for example, the inference unit 240 inputs the
one-dimensional inference target image signal to the trained
model as an explanatory variable, and acquires the feature
vector of the inference target image corresponding to the
one-dimensional inference target image signal, the feature
vector being output as the inference result by the trained
model. Furthermore, the inference unit 240 acquires, as the
inference result information, feature vector information indi-
cating a feature vector output as the inference result by the
trained model.

[0191] With the above configuration, the image processing
device 200 can perform highly accurate inference using the
trained model generated in a short time compared to the
related art.

[0192] The method of generating the inference target
image information by the inference target image acquiring
unit 210 on the basis of the captured inference image
information will be described.

[0193] The inference target image acquiring unit 210
divides the captured inference image into a plurality of
image regions with respect to the captured inference image
indicated by the captured inference image information
acquired by the captured inference image acquiring unit 211.
The inference target image acquiring unit 210 generates and
acquires partial inference image information indicating each
of a plurality of images obtained by dividing the captured
inference image into a plurality of image regions (hereinaf-
ter referred to as a “partial inference image™). The inference
target image acquiring unit 210 acquires each of one or more
predetermined pieces of partial inference image information
out of a plurality of pieces of partial inference image
information corresponding to the captured inference image
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information acquired by the captured inference image
acquiring unit 211 as the inference target image information.
[0194] In a case where the inference target image acquir-
ing unit 210 acquires the partial inference image information
as the inference target image information, the one-dimen-
sional inference target image generating unit 220 generates
a one-dimensional inference target image signal correspond-
ing to each of one or more pieces of the inference target
image information acquired by the inference target image
acquiring unit 210. The inference unit 240 acquires infer-
ence result information corresponding to the one-dimen-
sional inference target image signal that is generated by the
one-dimensional inference target image generating unit 220
and corresponds to each of one or more pieces of the
inference target image information.

[0195] In this case, the trained model is a trained model
generated by the training device 100 using a partial image as
the training image, specifically, a trained model generated on
the basis of a matrix generated by the training device 100
arranging one-dimensional training image signals based on
partial images that are a plurality of partial images and
correspond to the same image region in each of a plurality
of captured images in parallel with each other. Therefore,
there is one trained model for each defined image region.
[0196] With the above configuration, the image processing
device 200 can perform highly accurate inference special-
ized for a partial image in each of one or more predeter-
mined image regions in the captured inference image.
[0197] A hardware configuration of the main part of the
image processing device 200 according to the first embodi-
ment will be described with reference to FIGS. 8A and 8B.
[0198] FIGS. 8A and 8B are diagrams illustrating an
example of the hardware configuration of the main part of
the image processing device 200 according to the first
embodiment.

[0199] As illustrated in FIG. 8A, the image processing
device 200 is configured by a computer, and the computer
includes a processor 801 and a memory 802. The memory
802 stores a program for causing the computer to function as
the inference target image acquiring unit 210, the captured
inference image acquiring unit 211, the one-dimensional
inference target image generating unit 220, the trained
model acquiring unit 230, and the inference unit 240. The
processor 801 reads and executes the program stored in the
memory 802, thereby implementing the inference target
image acquiring unit 210, the captured inference image
acquiring unit 211, the one-dimensional inference target
image generating unit 220, the trained model acquiring unit
230, and the inference unit 240.

[0200] In addition, as illustrated in FIG. 8B, the image
processing device 200 may include a processing circuit 803.
In this case, the functions of the inference target image
acquiring unit 210, the captured inference image acquiring
unit 211, the one-dimensional inference target image gen-
erating unit 220, the trained model acquiring unit 230, and
the inference unit 240 may be implemented by the process-
ing circuit 803.

[0201] Furthermore, the image processing device 200 may
include the processor 801, the memory 802, and the pro-
cessing circuit 803 (not illustrated). In this case, part of the
functions of the inference target image acquiring unit 210,
the captured inference image acquiring unit 211, the one-
dimensional inference target image generating unit 220, the
trained model acquiring unit 230, and the inference unit 240
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may be implemented by the processor 801 and the memory
802, and the remaining functions may be implemented by
the processing circuit 803.

[0202] Since the processor 801 and the memory 802 are
similar to the processor 401 and the memory 402 illustrated
in FIG. 4A, the description thereof will be omitted.

[0203] In addition, since the processing circuit 803 is
similar to the processing circuit 403 illustrated in FIG. 4B,
the description thereof will be omitted.

[0204] The operation of the image processing device 200
according to the first embodiment will be described with
reference to FIG. 9.

[0205] FIG. 9 is a flowchart illustrating an example of
processing performed in the image processing device 200
according to the first embodiment.

[0206] Note that FIG. 9 is a flowchart in a case where the
image processing device 200 includes the captured inference
image acquiring unit 211 and the trained model acquiring
unit 230 in addition to the inference target image acquiring
unit 210, the one-dimensional inference target image gen-
erating unit 220, and the inference unit 240.

[0207] In a case where the image processing device 200
does not include the captured inference image acquiring unit
211 or the trained model acquiring unit 230, processing
performed by the captured inference image acquiring unit
211 and the trained model acquiring unit 230 can be appro-
priately omitted in FIG. 9.

[0208] First, in step ST901, the captured inference image
acquiring unit 211 acquires captured inference image infor-
mation.

[0209] Next, in step ST902, the inference target image
acquiring unit 210 acquires inference target image informa-
tion.

[0210] Next, in step ST903, the one-dimensional inference
target image generating unit 220 generates a one-dimen-
sional inference target image signal.

[0211] Next, in step ST904, the trained model acquiring
unit 230 acquires trained model information.

[0212] Next, in step ST905, the inference unit 240
acquires an inference result output by the trained model and
acquires inference result information based on the inference
result.

[0213] After step ST905, the image processing device 200
ends the processing of the flowchart, returns to step ST901
after the end, and repeatedly executes the processing of the
flowchart.

[0214] As described above, the training device 100
according to the first embodiment includes a training image
acquiring unit 110 to acquire training image information
indicating a training image, a one-dimensional training
image generating unit 120 to generate a plurality of one-
dimensional training image signals corresponding to a plu-
rality of pieces of the training image information by making
the training image indicated by each of the plurality of
pieces of the training image information acquired by the
training image acquiring unit 110 into one dimension, a
matrix generating unit 130 to generate a matrix in which the
plurality of the one-dimensional training image signals
generated by the one-dimensional training image generating
unit 120 is arranged in parallel with each other, a singular
value decomposing unit 140 to calculate a right singular
vector and a singular value by performing singular value
decomposition on the matrix generated by the matrix gen-
erating unit 130, a trained model generating unit 150 to
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generate a trained model that is based on the right singular
vector and the singular value calculated by the singular
value decomposing unit 140 and outputs an inference result
using, as an explanatory variable, a one-dimensional infer-
ence target image signal indicating an image obtained by
making an inference target image that is an image obtained
by image-capturing an inference target object into one
dimension, and a trained model output unit 160 to output the
trained model generated by the trained model generating
unit 150 as trained model information.

[0215] With such a configuration, the training device 100
can generate the trained model that enables highly accurate
inference in a short time compared to the related art.

[0216] Further, as described above, in the training device
100 according to the first embodiment, in the above-de-
scribed configuration, the trained model generating unit 150
generates the trained model that outputs, as the inference
result, a one-dimensional approximate signal that is an
approximate signal of the one-dimensional inference target
image signal on the basis of the right singular vector and the
singular value calculated by the singular value decomposing
unit 140 when the one-dimensional inference target image
signal is input as the explanatory variable.

[0217] With such a configuration, the training device 100
can generate a trained model that enables highly accurate
inference in a short time compared to the related art and
outputs, as an inference result, the one-dimensional approxi-
mate signal based on the inference target image input to the
trained model as an explanatory variable.

[0218] Further, as described above, in the training device
100 according to the first embodiment, in the above-de-
scribed configuration, the trained model generating unit 150
is configured to generate, when the one-dimensional infer-
ence target image signal is input as the explanatory variable,
the trained model generating unit generates the trained
model that outputs a feature vector of the inference target
image corresponding to the one-dimensional inference target
image signal as the inference result on the basis of the right
singular vector and the singular value calculated by the
singular value decomposing unit 140.

[0219] With such a configuration, the training device 100
can generate a trained model that enables highly accurate
inference in a short time compared to the related art and
outputs, as an inference result, the feature vector of the
inference target image corresponding to a one-dimensional
inference target image signal input to the trained model as an
explanatory variable.

[0220] Further, as described above, in the training device
100 according to the first embodiment, in the above-de-
scribed configuration, the one-dimensional training image
generating unit 120 is configured to generate the one-
dimensional training image signals by raster scanning the
training image indicated by the training image information
acquired by the training image acquiring unit 110.

[0221] With this configuration, the training device 100 can
easily convert the training image into the one-dimensional
training image signal.

[0222] Further, as described above, in the training device
100 according to the first embodiment, in the above-de-
scribed configuration, the training image acquiring unit 110
is configured to acquire the training image information
indicating each of a plurality of the training images having
equal numbers of pixels.
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[0223] With such a configuration, the training device 100
can easily generate a matrix without performing complicated
image processing on a plurality of training images when
generating the trained model.

[0224] Further, as described above, in addition to the
above configuration, the training device 100 according to the
first embodiment includes the captured image acquiring unit
111 that acquires captured image information that indicates
a captured image acquired by image-capturing a target
object and corresponds to each of a plurality of different
target objects, and the training image acquiring unit 110 is
configured to divide a captured image indicated by each of
a plurality of pieces of the captured image information
acquired by the captured image acquiring unit 111 into a
plurality of image regions, acquire partial image information
indicating each of a plurality of partial images based on the
captured image for each piece of the captured image infor-
mation, and thereby acquire a plurality of pieces of the
partial image information corresponding to each of the
plurality of pieces of the captured image information
acquired by the captured image acquiring unit 111 as the
training image information.

[0225] With such a configuration, the training device 100
can generate the trained model that enables highly accurate
inference specialized for the partial image in the predeter-
mined image region in the captured image obtained by
image-capturing the inference target object in a short time
compared to the related art.

[0226] Further, as described above, in the training device
100 according to the first embodiment, in the above-de-
scribed configuration, the matrix generating unit 130 is
configured to generate the matrix by arranging, in parallel
with each other, a plurality of the one-dimensional training
image signals corresponding to a plurality of pieces of the
partial image information satisfying one or more predeter-
mined conditions out of a plurality of pieces of the partial
image information that is acquired by the training image
acquiring unit 110 and corresponds to each of the plurality
of pieces of captured image information acquired by the
captured image acquiring unit 111.

[0227] With such a configuration, the training device 100
can generate the trained model that enables highly accurate
inference specialized for the partial image in the predeter-
mined image region in the captured image obtained by
image-capturing the inference target object in a short time
compared to the related art.

[0228] Further, as described above, in the training device
100 according to the first embodiment, in the above-de-
scribed configuration, the matrix generating unit 130 is
configured to generate a matrix by arranging the one-
dimensional training image signals generated by the one-
dimensional training image generating unit 120 in parallel
with each other on the basis of the partial image information
corresponding to the same image region in the captured
image indicated by each of the plurality of pieces of captured
image information acquired by the captured image acquiring
unit 111.

[0229] With such a configuration, the training device 100
can generate the trained model that enables highly accurate
inference specialized for the partial image in the predeter-
mined image region in the captured image obtained by
image-capturing the inference target object in a short time
compared to the related art.
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[0230] Further, as described above, in addition to the
above-described configuration, the training device 100
according to the first embodiment includes the clustering
unit 112 to cluster the partial images indicated by each of the
plurality of pieces of the partial image information corre-
sponding to each of the plurality of pieces of captured image
information acquired by the training image acquiring unit
110, the plurality of pieces of partial image information
being acquired by the captured image acquiring unit 111, and
the matrix generating unit 130 is configured to generate the
matrix by arranging the one-dimensional training image
signals generated by the one-dimensional training image
generating unit 120 in parallel with each other for each of the
plurality of the partial images belonging to each class
classified on the basis of a result of clustering by the
clustering unit 112.

[0231] With this configuration, the training device 100 can
generate the trained model that enables highly accurate
inference specialized for the partial images belonging to
each class in the captured image obtained by image-captur-
ing the inference target object in a short time compared to
the related art.

[0232] Further, as described above, in addition to the
above-described configuration, the training device 100
according to the first embodiment is configured so that the
matrix generating unit 130 generates, on the basis of the
predetermined conditions, the matrix corresponding to each
of the conditions, the singular value decomposing unit 140
calculates the right singular vector and the singular value for
the matrix for each of the conditions generated by the matrix
generating unit 130, and the trained model generating unit
150 generates the trained model corresponding to the matrix
for each of the conditions on the basis of the right singular
vector and the singular value corresponding to the matrix for
each of the conditions generated by the matrix generating
unit 130. With this configuration, the training device 100 can
generate a plurality of trained models that enable highly
accurate inference specialized for a partial image in a
predetermined image region or a partial image belonging to
each class classified on the basis of a result of clustering by
the clustering unit 112 in a captured image obtained by
image-capturing an inference target object, the plurality of
trained models corresponding to a matrix for each condition
in a short time compared to the related art.

[0233] Further, as described above, the image processing
device 200 according to the first embodiment includes the
inference target image acquiring unit 210 to acquire infer-
ence target image information indicating an inference target
image that is an image based on a captured inference image
that is an image obtained by image-capturing an inference
target object, the one-dimensional inference target image
generating unit 220 to generate a one-dimensional inference
target image signal corresponding to the inference target
image information by making the inference target image
indicated by the inference target image information acquired
by the inference target image acquiring unit 210 into one
dimension, and the inference unit 240 to acquire inference
result information corresponding to the one-dimensional
inference target image signal on the basis of the one-
dimensional inference target image signal generated by the
one-dimensional inference target image generating unit 220,
and acquire, by inputting the one-dimensional inference
target image signal as an explanatory variable to a trained
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model and acquiring an inference result output by the trained
model, the inference result information based on the infer-
ence result.

[0234] With this configuration, the image processing
device 200 can perform highly accurate inference using the
trained model generated in a short time compared to the
related art.

[0235] Further, as described above, in the image process-
ing device 200 according to the first embodiment, in the
above-described configuration, the inference unit 240 is
configured to input the one-dimensional inference target
image signal to the trained model as the explanatory vari-
able, acquire a one-dimensional approximate signal that is
output as the inference result by the trained model and is an
approximate signal of the one-dimensional inference target
image signal, and acquire, as the inference result informa-
tion, restored image information indicating a restored image
generated from the one-dimensional approximate signal
output as the inference result by the trained model.

[0236] With such a configuration, the image processing
device 200 can acquire the one-dimensional approximate
signal approximating the one-dimensional inference target
image signal from the one-dimensional inference target
image signal based on the inference target image input as the
explanatory variable to the trained model using the trained
model generated in a short time compared to the related art,
and can infer the inference target image with high accuracy
using the acquired one-dimensional approximate signal.
[0237] Further, as described above, in the image process-
ing device 200 according to the first embodiment, in the
above-described configuration, the inference unit 240 is
configured to generate the restored image by mapping the
one-dimensional approximate signal output as the inference
result by the trained model to a two-dimensional image
similar in size to the inference target image indicated by the
inference target image information acquired by the inference
target image acquiring unit 210, and acquire the restored
image information indicating the restored image.

[0238] With such a configuration, the image processing
device 200 can acquire the one-dimensional approximate
signal approximating the one-dimensional inference target
image signal from the one-dimensional inference target
image signal based on the inference target image input as the
explanatory variable to the trained model using the trained
model generated in a short time compared to the related art,
and can infer the inference target image with high accuracy
using the acquired one-dimensional approximate signal.
[0239] Further, as described above, in the image process-
ing device 200 according to the first embodiment, in the
above-described configuration, the inference unit 240 is
configured to input the one-dimensional inference target
image signal to the trained model as the explanatory vari-
able, acquire a feature vector that is output as the inference
result by the trained model and is of the inference target
image corresponding to the one-dimensional inference target
image signal, and acquire, as the inference result informa-
tion, feature vector information indicating the feature vector
output as the inference result by the trained model.

[0240] With such a configuration, the image processing
device 200 can infer the feature vector of the inference target
image corresponding to the one-dimensional inference target
image signal input to the trained model as the explanatory
variable with high accuracy using the trained model gener-
ated in a short time compared to the related art.
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[0241] Further, as described above, in the image process-
ing device 200 according to the first embodiment, in the
above-described configuration, the one-dimensional infer-
ence target image generating unit 220 is configured to
generate the one-dimensional inference target image signal
by raster scanning the inference target image indicated by
the inference target image information acquired by the
inference target image acquiring unit 210.

[0242] With this configuration, the image processing
device 200 can easily convert the inference target image into
the one-dimensional inference target image signal.

[0243] Further, as described above, in addition to the
above-described configuration, the image processing device
200 according to the first embodiment includes the captured
inference image acquiring unit 211 to acquire captured
inference image information indicating a captured inference
image obtained by image-capturing an inference target
object, in which the inference target image acquiring unit
210 divides the captured inference image into a plurality of
image regions with respect to the captured inference image
indicated by the captured inference image information
acquired by the captured inference image acquiring unit 211,
and acquires partial inference image information indicating
each of a plurality of partial inference images based on the
captured inference image, to thereby acquire each of one or
more predetermined pieces of the partial inference image
information out of a plurality of pieces of the partial infer-
ence image information corresponding to the captured infer-
ence image information acquired by the captured inference
image acquiring unit 211 as the inference target image
information, and the one-dimensional inference target image
generating unit 220 generates the one-dimensional inference
target image signal corresponding to each of one or more
pieces of the inference target image information acquired by
the inference target image acquiring unit 210, and the
inference unit 240 acquires the inference result information
corresponding to the one-dimensional inference target image
signal that is generated by the one-dimensional inference
target image generating unit 220 and corresponds to each of
one or more pieces of the inference target image informa-
tion.

[0244] With this configuration, the image processing
device 200 can perform highly accurate inference special-
ized for a partial image in a predetermined image region of
the captured inference image obtained by image-capturing
the inference target object.

Second Embodiment

[0245] An image processing device 200a according to a
second embodiment will be described with reference to
FIGS. 10 to 13.

[0246] A configuration of a main part of an image pro-
cessing system 20q to which the image processing device
200aq according to the second embodiment is applied will be
described with reference to FIG. 10.

[0247] FIG. 10 is a block diagram illustrating an example
of a configuration of the main part of the image processing
system 20a to which the image processing device 200a
according to the second embodiment is applied.

[0248] The image processing system 20q includes the
storage device 21, the display output device 22, the opera-
tion input device 23, the imaging device 24, and the image
processing device 200a.
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[0249] That is, the image processing system 20a is
obtained by changing the image processing device 200
according to the first embodiment to the image processing
device 200aq.

[0250] In FIG. 10, components similar to the components
illustrated in FIG. 6 are denoted by the same reference
numerals, and detailed description thereof is omitted. That
is, detailed description of the storage device 21, the display
output device 22, the operation input device 23, and the
imaging device 24 is omitted.

[0251] The image processing device 200q has a function
included in the image processing device 200 according to
the first embodiment, and additionally has a function of
determining whether or not there is an abnormality in an
inference target object appearing in an inference target
image. Here, the abnormality indicates a feature that is not
present in a normal inference target object (non-defective
product). Examples of the abnormality include a scratch,
dirt, discoloration, foreign matter adhesion, damage, a
defect, a component error, and a printing error in the case of
product inspection.

[0252] A configuration of a main part of the image pro-
cessing device 200a according to the second embodiment
will be described with reference to FIG. 11.

[0253] FIG. 11 is a block diagram illustrating an example
of'the configuration of the main part of the image processing
device 200a according to the second embodiment.

[0254] The image processing device 200a includes the
inference target image acquiring unit 210, the captured
inference image acquiring unit 211, the one-dimensional
inference target image generating unit 220, the trained
model acquiring unit 230, the inference unit 240, an abnor-
mality determining unit 250, and a determination result
output unit 260.

[0255] That is, the image processing device 200a is
obtained by adding the abnormality determining unit 250
and the determination result output unit 260 to the image
processing device 200 according to the first embodiment.
[0256] In FIG. 11, components similar to the components
illustrated in FIG. 7 are denoted by the same reference
numerals, and detailed description thereof is omitted. That
is, detailed description of the captured inference image
acquiring unit 211, the one-dimensional inference target
image generating unit 220, the trained model acquiring unit
230, and the inference unit 240 included in the image
processing device 200a will be omitted.

[0257] Note that the trained model used by the inference
unit 240 included in the image processing device 200a
according to the second embodiment is a trained model that
is generated by the training device 100 according to the first
embodiment, and outputs, as an inference result, a one-
dimensional approximate signal that is an approximate sig-
nal of a one-dimensional inference target image signal input
as an explanatory variable. Furthermore, the trained model
is a model trained using a plurality of one-dimensional
training image signals corresponding to a plurality of respec-
tive training images indicating a captured image in which an
imaging target object without abnormality (hereinafter
referred to as a “non-defective product image”) is captured.
[0258] That is, the inference unit 240 included in the
image processing device 200a according to the second
embodiment inputs the one-dimensional inference target
image signal to the trained model as the explanatory vari-
able, acquires a one-dimensional approximate signal that is
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output as the inference result by the trained model and is an
approximate signal of the one-dimensional inference target
image signal, and acquires, as the inference result informa-
tion, restored image information indicating a restored image
generated from the one-dimensional approximate signal
output as the inference result by the trained model. In this
embodiment, since the restored image is inferred using the
trained model trained from only the plurality of non-defec-
tive product images, only features of the non-defective
product image can be accurately restored.

[0259] On the basis of the inference target image infor-
mation acquired by the inference target image acquiring unit
210 and the restored image information generated by the
inference unit 240, the abnormality determining unit 250
determines whether or not there is an abnormality in the
inference target object appearing in the inference target
image by comparing the inference target image indicated by
the inference target image information with the restored
image indicated by the restored image information.

[0260] Specifically, for example, the abnormality deter-
mining unit 250 divides each of the inference target image
indicated by the inference target image information and the
restored image indicated by the restored image information
into a plurality of inspection blocks having a predetermined
image size.

[0261] Hereinafter, the inspection blocks obtained by
dividing the inference target image will be referred to as
inspection target blocks, and the inspection blocks obtained
by dividing the restored image will be referred to as resto-
ration inspection blocks.

[0262] Here, since the inference target image and the
restored image are images of the same image size and are
divided in the same manner, the number of inspection target
blocks and the number of restoration inspection blocks are
equal. Hereinafter, it is assumed that the number of inspec-
tion target blocks and the number of restoration inspection
blocks are both j (j is a positive integer). In addition, the
inspection blocks and the restoration inspection blocks can
be generated by dividing in such a manner that the blocks are
adjacent to each other or the blocks overlap each other in
such a way that S,<B, and S <B, in FIG. 3B exemplified as
the description of the divided image. In this manner, for each
abnormal region, it is possible to increase the probability
that one or more inspection blocks in which the abnormal
region (scratches, foreign matters, or the like) is within the
block are present. That is, it is possible to reduce the
probability that an abnormal region is divided into a plural-
ity of blocks due to that the abnormal region crosses a
boundary of the blocks, which reduces the abnormality score
of each block, and thus the detection omission occurs.
[0263] With reference to FIG. 12, the restoration inspec-
tion block in the inference target image and the restoration
inspection block in the restored image which are to be
compared by the abnormality determining unit 250 included
in the image processing device 200a according to the second
embodiment will be described.

[0264] FIG. 12 is an explanatory diagram illustrating an
example of an inspection target block in the inference target
image and a restoration inspection block in the restored
image which are to be compared by the abnormality deter-
mining unit 250 included in the image processing device
200a according to the second embodiment.

[0265] In FIG. 12, an image illustrated on the left side is
the inference target image, and an image of an image region
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surrounded by a solid line rectangle in the inference target
image is one of the inspection target blocks. In addition, in
FIG. 12, an image illustrated on the right side is the restored
image, and an image of an image region surrounded by a
solid line rectangle in the restored image is the restoration
inspection block corresponding to the inspection target
block.

[0266] For each of the j inspection target blocks, the
abnormality determining unit 250 compares the inspection
target block with the restoration inspection block corre-
sponding to the same image region as the inspection target
block in the inference target image in the restored image to
determine whether or not there is an abnormality in the
inference target object appearing in the inference target
image. As described above, since the restored image is
inferred using the trained model trained from only the
plurality of non-defective product images, only features of
the non-defective product image can be accurately restored.
On the other hand, the restoration accuracy becomes low for
an abnormal portion having a feature that does not exist in
the non-defective product. Therefore, it is possible to deter-
mine that a region having a large difference between the
inspection target block and the restoration inspection block
is abnormal.

[0267] More specifically, for example, the abnormality
determining unit 250 calculates a difference evaluation value
between a k-th (k is any positive integer equal to or less than
j) inspection target block and a k-th restoration inspection
block corresponding to the inspection target block using the
following Expression (9).

g Expression (9)
e = Z'(Skk ®) _ERk) - (SGk ) _EGk)|

x=1

[0268] Here, o, is the difference evaluation value between
the k-th inspection target block and the k-th restoration
inspection block corresponding to the inspection target
block. Further, R, is a set of pixels (hereinafter referred to as
a “pixel set”) in the k-th inspection target block, G, is a set
of pixels in the k-th restoration inspection block, and n, is
the number of pixels of R, and G,.

[0269] Further, S,(x) is a signal value of a pixel x in a
pixel set X (x=1, 2, . .., n, and n is the number of pixels of
the pixel set X), and E, is an average value of the signal
values in the pixel set X.

[0270] Note that, in Expression (9), an absolute value
difference sum of values obtained by subtracting the average
value E,, (x=R,, G,) from each of the pixel sets R, and G,
is obtained. In this manner, the difference evaluation value
focusing only on a difference in texture rather than a
difference in signal values themselves of the pixel sets R,
and G, is indicated. Thus, it is possible to perform the
evaluation that does not affect variation in the average value
such as brightness of the entire screen of the inference target
image due to image-capturing condition variation, which
exceeds the range of variation of the plurality of training
images used for training. On the other hand, in a case where
it is desired to perform evaluation as abnormality including
such variation in the average value, it is sufficient if an
expression obtained by deleting E, (x=R,, G,) in Expression
(9) is defined as o,.
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[0271] Further, for example, the abnormality determining
unit 250 calculates an inspection score [ which is a maxi-
mum value of difference evaluation values corresponding to
the respective j inspection target blocks using the following
Expression (10).

I= max (o —o_base) Expression (10)
)

k=0,1

[0272] Here, o_base, is a predetermined value and is a
maximum value of the difference evaluation value (for
example, the difference evaluation value calculated by
Expression (9)) between the inspection target block in the
non-defective product image and the restoration inspection
block in the non-defective product restored image, which are
calculated on the basis of the non-defective product image
and the restored image (hereinafter referred to as a “non-
defective product restored image”) generated by the infer-
ence unit 240 on the basis of the non-defective product
image, for the non-defective product image prepared in
advance.

[0273] That is, in a case where o_base, is a value that
covers variation of the non-defective product image that can
occur on the basis of the non-defective product image
prepared in advance, 0._base, indicates the maximum abnor-
mality degree that occurs on the basis of the non-defective
product image.

[0274] Therefore, for example, in a case where the value
of the inspection score I calculated by Expression (10)
exceeds 0 (zero), the abnormality determining unit 250
determines whether or not there is an abnormality in the
inference target object appearing in the inference target
image.

[0275] Note that a threshold value for the abnormality
determining unit 250 to determine whether or not there is an
abnormality in the inference target object appearing in the
inference target image based on the inspection score [
calculated by Expression (10) is not limited to O (zero). The
threshold value may be a value larger than 0 (zero) or a value
smaller than O (zero). As the threshold value is larger, it is
less likely to be determined as abnormal, and thus the
probability of occurrence of overdetection (overdetection
rate) is suppressed, while the probability of occurrence of
overlooking of abnormality (overlooking rate) increases.
Since the over-detection rate and the overlooking rate are in
a trade-off relationship, the threshold value is a tuning
parameter in the image processing device.

[0276] The determination result output unit 260 outputs a
result determined by the abnormality determining unit 250
as determination result information.

[0277] Specifically, for example, the determination result
output unit 260 may output the determination result infor-
mation to the display output device 22 as a display image
signal, and cause the display output device 22 to display the
determination result information.

[0278] Furthermore, for example, the determination result
output unit 260 may output to an output device, which is not
illustrated in FIG. 10, such as a determination result infor-
mation illuminating device or a voice output device, and in
a case where it is determined that there is an abnormality in
the inference target object, the output device may be caused
to display the fact that the abnormality is present.
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[0279] Note that the functions of the inference target
image acquiring unit 210, the captured inference image
acquiring unit 211, the one-dimensional inference target
image generating unit 220, the trained model acquiring unit
230, the inference unit 240, the abnormality determining
unit 250, and the determination result output unit 260 in the
image processing device 200a according to the second
embodiment may be implemented by the processor 801 and
the memory 802 in the hardware configuration illustrated as
an example in FIGS. 8A and 8B in the first embodiment, or
may be implemented by the processing circuit 803.

[0280] The operation of the image processing device 200a
according to the second embodiment will be described with
reference to FIG. 13.

[0281] FIG. 13 is a flowchart illustrating an example of
processing performed in the image processing device 200a
according to the second embodiment.

[0282] Note that, in FIG. 13, the processing from step
ST901 to step ST905 is similar to the processing from step
ST901 to step ST905 illustrated in FIG. 9.

[0283] First, in step ST901, the captured inference image
acquiring unit 211 acquires the captured inference image
information.

[0284] Next, in step ST902, the inference target image
acquiring unit 210 acquires the inference target image infor-
mation.

[0285] Next, in step ST903, the one-dimensional inference
target image generating unit 220 generates the one-dimen-
sional inference target image signal.

[0286] Next, in step ST904, the trained model acquiring
unit 230 acquires the trained model information.

[0287] Next, in step ST905, the inference unit 240
acquires an inference result output by the trained model and
acquires the inference result information based on the infer-
ence result.

[0288] Next, in step ST1301, the abnormality determining
unit 250 determines whether or not there is an abnormality
in the inference target object appearing in the inference
target image.

[0289] Next, in step ST1302, the determination result
output unit 260 outputs the determination result information.
[0290] After step ST1302, the image processing device
200a ends the processing of the flowchart, returns to step
ST901 after the end, and repeatedly executes the processing
of the flowchart.

[0291] As described above, the image processing device
200a according to the second embodiment includes an
inference target image acquiring unit 210 to acquire infer-
ence target image information indicating an inference target
image that is an image based on a captured inference image
that is an image obtained by image-capturing an inference
target object, a one-dimensional inference target image
generating unit 220 to generate a one-dimensional inference
target image signal corresponding to the inference target
image information by making the inference target image
indicated by the inference target image information acquired
by the inference target image acquiring unit 210 into one
dimension, and an inference unit 240 to acquire inference
result information corresponding to the one-dimensional
inference target image signal on the basis of the one-
dimensional inference target image signal generated by the
one-dimensional inference target image generating unit 220,
and acquire, by inputting the one-dimensional inference
target image signal as an explanatory variable to a trained
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model and acquiring an inference result output by the trained
model, the inference result information based on the infer-
ence result, in which the inference unit 240 included in the
image processing device 200q inputs the one-dimensional
inference target image signal to the trained model as an
explanatory variable, acquires a one-dimensional approxi-
mate signal that is output as the inference result by the
trained model and is an approximate signal of the one-
dimensional inference target image signal, and acquires, as
the inference result information, restored image information
indicating a restored image generated from the one-dimen-
sional approximate signal output as the inference result by
the trained model, and the image processing device 200a
further includes an abnormality determining unit 250 to
determine whether or not there is an abnormality in the
inference target object appearing in the inference target
image by comparing the inference target image indicated by
the inference target image information with the restored
image indicated by the restored image information on the
basis of the inference target image information acquired by
the inference target image acquiring unit 210 and the
restored image information generated by the inference unit
240, and a determination result output unit 260 to output a
result determined by the abnormality determining unit 250
as determination result information.

[0292] With such a configuration, the image processing
device 200a can acquire the one-dimensional approximate
signal approximating the one-dimensional inference target
image signal from the one-dimensional inference target
image signal based on the inference target image input as the
explanatory variable to the trained model using the trained
model generated in a short time compared to the related art,
can infer the restored image obtained by restoring the
inference target image with high accuracy using the acquired
one-dimensional approximate signal, and can determine
whether or not there is an abnormality in the inference target
object appearing in the inference target image by comparing
the restored image and the inference target image.

Third Embodiment

[0293] An image processing device 2005 according to a
third embodiment will be described with reference to FIGS.
14 to 16.

[0294] A configuration of a main part of an image pro-
cessing system 2056 to which the image processing device
2005 according to the third embodiment is applied will be
described with reference to FIG. 14.

[0295] FIG. 14 is a block diagram illustrating an example
of a configuration of the main part of the image processing
system 2056 to which the image processing device 2005
according to the third embodiment is applied.

[0296] The image processing system 205 includes the
storage device 21, the display output device 22, the opera-
tion input device 23, the imaging device 24, and the image
processing device 2005.

[0297] That is, the image processing system 206 is
obtained by changing the image processing device 200
according to the first embodiment to the image processing
device 2005.

[0298] In FIG. 14, components similar to the components
illustrated in FIG. 6 are denoted by the same reference
numerals, and detailed description thereof is omitted. That
is, detailed description of the storage device 21, the display
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output device 22, the operation input device 23, and the
imaging device 24 is omitted.

[0299] The image processing device 2005 includes the
function of the image processing device 200 according to the
first embodiment, and additionally includes a function of
classifying inference target image information into any one
of a plurality of predetermined groups.

[0300] A configuration of a main part of the image pro-
cessing device 2005 according to the third embodiment will
be described with reference to FIG. 15.

[0301] FIG. 15 is a block diagram illustrating an example
of'the configuration of the main part of the image processing
device 2005 according to the third embodiment.

[0302] The image processing device 2005 includes the
inference target image acquiring unit 210, the captured
inference image acquiring unit 211, the one-dimensional
inference target image generating unit 220, the trained
model acquiring unit 230, the inference unit 240, and a
classification unit 270.

[0303] That is, the image processing device 2005 is
obtained by adding the classification unit 270 to the image
processing device 200 according to the first embodiment.
[0304] In FIG. 15, components similar to the components
illustrated in FIG. 7 are denoted by the same reference
numerals, and detailed description thereof is omitted. That
is, detailed description of the captured inference image
acquiring unit 211, the one-dimensional inference target
image generating unit 220, the trained model acquiring unit
230, and the inference unit 240 included in the image
processing device 2005 will be omitted.

[0305] Note that the trained model used by the inference
unit 240 included in the image processing device 2005
according to the third embodiment is a trained model that is
generated by the training device 100 according to the first
embodiment, and outputs, as an inference result, a feature
vector of an inference target image corresponding to a
one-dimensional inference target image signal input as an
explanatory variable.

[0306] That is, the inference unit 240 included in the
image processing device 2005 according to the third
embodiment inputs the one-dimensional inference target
image signal to the trained model as the explanatory vari-
able, acquires a feature vector that is output as the inference
result by the trained model and is of the inference target
image corresponding to the one-dimensional inference target
image signal, and acquires, as the inference result informa-
tion, feature vector information indicating the feature vector
output as the inference result by the trained model.

[0307] The classification unit 270 classifies the inference
target image information corresponding to the feature vector
information into any of a plurality of predetermined groups
on the basis of the feature vector information acquired by the
inference unit 240, and outputs classification result infor-
mation indicating a classification result.

[0308] Specifically, for example, the classification unit
270 classifies the inference target image information into
any one of a plurality of predetermined groups by perform-
ing classification based on supervised training such as a
support vector machine (SVM) using the feature vector
information acquired by the inference unit 240.

[0309] A classification method based on supervised train-
ing such as a support vector machine will not be described
because it is a well-known technique.
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[0310] Note that the functions of the inference target
image acquiring unit 210, the captured inference image
acquiring unit 211, the one-dimensional inference target
image generating unit 220, the trained model acquiring unit
230, the inference unit 240, and the classification unit 270 in
the image processing device 2005 according to the third
embodiment may be implemented by the processor 801 and
the memory 802 in the hardware configuration illustrated as
an example in FIGS. 8A and 8B in the first embodiment, or
may be implemented by the processing circuit 803.

[0311] The operation of the image processing device 2005
according to the second embodiment will be described with
reference to FIG. 16. FIG. 16 is a flowchart illustrating an
example of processing performed in the image processing
device 2005 according to the second embodiment.

[0312] Note that, in FIG. 16, the processing from step
ST901 to step ST905 is similar to the processing from step
ST901 to step ST905 illustrated in FIG. 9.

[0313] First, in step ST901, the captured inference image
acquiring unit 211 acquires captured inference image infor-
mation.

[0314] Next, in step ST902, the inference target image
acquiring unit 210 acquires the inference target image infor-
mation.

[0315] Next, in step ST903, the one-dimensional inference
target image generating unit 220 generates the one-dimen-
sional inference target image signal.

[0316] Next, in step ST904, the trained model acquiring
unit 230 acquires trained model information.

[0317] Next, in step ST905, the inference unit 240
acquires an inference result output by the trained model and
acquires the inference result information based on the infer-
ence result.

[0318] Next, in step ST1601, the classification unit 270
outputs classification result information.

[0319] After step ST1601, the image processing device
2005 ends the processing of the flowchart, returns to step
ST901 after the end, and repeatedly executes the processing
of the flowchart.

[0320] As described above, the image processing device
2005 according to the second embodiment includes an
inference target image acquiring unit 210 to acquire infer-
ence target image information indicating an inference target
image that is an image based on a captured inference image
that is an image obtained by image-capturing an inference
target object, a one-dimensional inference target image
generating unit 220 to generate a one-dimensional inference
target image signal corresponding to the inference target
image information by making the inference target image
indicated by the inference target image information acquired
by the inference target image acquiring unit 210 into one
dimension, and an inference unit 240 to acquire inference
result information corresponding to the one-dimensional
inference target image signal on the basis of the one-
dimensional inference target image signal generated by the
one-dimensional inference target image generating unit 220,
and acquire, by inputting the one-dimensional inference
target image signal as an explanatory variable to a trained
model and acquiring an inference result output by the trained
model, the inference result information based on the infer-
ence result, the inference unit 240 inputs the one-dimen-
sional inference target image signal to the trained model as
the explanatory variable, acquires a feature vector that is
output as the inference result by the trained model and is of
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the inference target image corresponding to the one-dimen-
sional inference target image signal, and acquires, as the
inference result information, feature vector information indi-
cating the feature vector output as the inference result by the
trained model, the image processing device 20056 further
includes a classification unit 270 to classify the inference
target image information corresponding to the feature vector
information into any of a plurality of predetermined groups
on the basis of the feature vector information acquired by the
inference unit 240, and output classification result informa-
tion indicating a classification result.

[0321] With this configuration, the image processing
device 20056 can classify the inference target image infor-
mation corresponding to the feature vector information into
any of a plurality of predetermined groups by using the
feature vector of the inference target image corresponding to
the one-dimensional inference target image signal input to
the trained model as the explanatory variable using the
trained model generated in a short time compared to the
related art.

[0322] Note that, in the present disclosure, it is possible to
modify any component of the embodiments or omit any
component in the embodiments within the scope of the
disclosure.

INDUSTRIAL APPLICABILITY

[0323] A training device according to the present disclo-
sure can be applied to a training system.

REFERENCE SIGNS LIST

[0324] 10: training system, 11: storage device, 12: display
output device, 13: operation input device, 100: training
device, 110: training image acquiring unit, 111: captured
image acquiring unit, 112: clustering unit, 120: one-dimen-
sional training image generating unit, 130: matrix generating
unit, 140: singular value decomposing unit, 150: trained
model generating unit, 160: trained model output unit, 20,
20a, 205: image processing system, 21: storage device, 22:
display output device, 23: operation input device, 24: imag-
ing device, 200, 200q, 2005: image processing device, 210:
inference target image acquiring unit, 211: captured infer-
ence image acquiring unit, 220: one-dimensional inference
target image generating unit, 230: trained model acquiring
unit, 240: inference unit, 250: abnormality determining unit,
260: determination result output unit, 270: classification
unit, 401, 801: processor, 402, 802: memory, 403, 803:
processing circuit

1. A training device, comprising processing circuitry

to acquire a plurality of pieces of training image infor-
mation each indicating a training image,

to generate a plurality of one-dimensional training image
signals respectively corresponding to the plurality of
pieces of training image information by making the
training image indicated by each of the plurality of
pieces of training image information into one dimen-
sion,

to generate a matrix in which the plurality of one-
dimensional training image signals is arranged in par-
allel with each other,

to calculate a right singular vector and a singular value by
performing singular value decomposition on the
matrix,
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to generate a trained model that is based on the right
singular vector and the singular value and outputs an
inference result using, as an explanatory variable, a
one-dimensional inference target image signal indicat-
ing an image obtained by making an inference target
image that is an image obtained by image-capturing an
inference target object into one dimension, and

to output the trained model as trained model information.

2. The training device according to claim 1, wherein

the processing circuitry generates the trained model that
outputs, as the inference result, a one-dimensional
approximate signal that is an approximate signal of the
one-dimensional inference target image signal on a
basis of the right singular vector and the singular value
when the one-dimensional inference target image sig-
nal is input as the explanatory variable.

3. The training device according to claim 1, wherein

when the one-dimensional inference target image signal is
input as the explanatory variable, the processing cir-
cuitry generates the trained model that outputs a feature
vector of the inference target image corresponding to
the one-dimensional inference target image signal as
the inference result on a basis of the right singular
vector and the singular value.

4. The training device according to claim 1, wherein

in a case where a left singular vector which is calculated
by performing singular value decomposition on the
matrix, the right singular vector, and the singular value
are already obtained, as a method of singular value
decomposition of a matrix obtained by connecting, in a
row direction, the matrix which is subjected to singular
value decomposition to obtain the left singular vector,
the right singular vector, and the singular value and the
matrix, the processing circuitry calculates the right
singular vector and the singular value by performing a
matrix operation of updating the left singular vector
that is already obtained, the right singular vector that is
already obtained, and the singular value that is already
obtained using the matrix.

5. The training device according to claim 1, wherein

in a case where a left singular vector which is calculated
by performing singular value decomposition on the
matrix, the right singular vector, and the singular value
are already obtained, the processing circuitry selects
one one-dimensional training image signal from the
matrix which is subjected to the singular value decom-
position to obtain the left singular vector, the right
singular vector, and the singular value, and generates a
matrix excluding the one-dimensional training image
signal selected from the matrix which is subjected to
the singular value decomposition, and

as a method of obtaining a singular value decomposition
result of the matrix excluding the one-dimensional
training image signal selected, the processing circuitry
calculates the right singular vector and the singular
value by performing a matrix operation of updating the
left singular vector that is already obtained, the right
singular vector that is already obtained, and the singu-
lar value that is already obtained using the one-dimen-
sional training image signal selected.

6. The training device according to claim 1, wherein

the processing circuitry generates the one-dimensional
training image signals by raster scanning the training
image indicated by the training image information.
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7. The training device according to claim 1, wherein

the processing circuitry acquires the plurality of pieces of
training image information respectively indicating a
plurality of training images having equal numbers of
pixels.

8. The training device according to claim 1, wherein

the processing circuitry acquires, as the training image
information, a plurality of pieces of partial image
information respectively indicating a plurality of partial
images obtained by dividing a captured image in which
a target object is captured.

9. The training device according to claim 8, wherein

the processing circuitry generates the matrix by arranging,
in parallel with each other, the plurality of one-dimen-
sional training image signals respectively correspond-
ing to pieces of partial image information, out of the
plurality of pieces of partial image information, the
pieces of partial image information respectively satis-
fying predetermined conditions.

10. The training device according to claim 9, wherein

the processing circuitry generates the matrix by arranging,
in parallel with each other, the one-dimensional train-
ing image signals on a basis of the plurality of pieces
of partial image information corresponding to a same
image region in the captured image.

11. The training device according to claim 9, wherein the

processing circuitry further performs

to perform clustering of the plurality of partial images
respectively indicated by the plurality of pieces of
partial image information, and

to generate the matrix by arranging the plurality of
one-dimensional training image signals in parallel with
each other for each of the plurality of partial images
belonging to each class classified on a basis of a result
of the clustering.

12. The training device according to claim 9, wherein the

processing circuitry

generates, on a basis of the predetermined conditions, the
matrix corresponding to each of the predetermined
conditions,

calculates the right singular vector and the singular value
for the matrix corresponding to each of the conditions,
and

generates the trained model corresponding to the matrix
which corresponds to each of the conditions on a basis
of the right singular vector and the singular value
corresponding to the matrix which corresponds to each
of the conditions.

13. A training method, comprising:

acquiring a plurality of pieces of training image informa-
tion each indicating a training image;

generating a plurality of one-dimensional training image
signals respectively corresponding to the plurality of
pieces of training image information by making the
training image indicated by each of the plurality of
pieces of training image information into one dimen-
sion;

generating a matrix in which the plurality of one-dimen-
sional training image signals is arranged in parallel
with each other;

calculating a right singular vector and a singular value by
performing singular value decomposition on the
matrix;
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generating a trained model that is based on the right
singular vector and the singular value and outputs an
inference result using, as an explanatory variable, a
one-dimensional inference target image signal indicat-
ing an image obtained by making an inference target
image that is an image obtained by image-capturing an
inference target object into one dimension; and

outputting the trained model as trained model informa-
tion.



