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(57) ABSTRACT

This application provides a channel encoding method and a
communication apparatus. A second communication appa-
ratus obtains a first parameter of a first communication
apparatus, where the first parameter includes a parameter
related to channel coding and decoding and a reinforcement
learning training parameter. The second communication
apparatus determines, based on the first parameter, first code
construction information for constructing a coded bit
sequence based on an information bit sequence during
channel encoding; and after sending the first code construc-
tion information to the first communication apparatus, per-
forms channel encoding and decoding on communication
data between the first communication apparatus and the
second communication apparatus by using the first code
construction information to improve channel encoding per-
formance and further improve communication reliability.
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CHANNEL ENCODING AND DECODING
METHOD AND COMMUNICATION
APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of International
Application No. PCT/CN2021/096302, filed on May 27,
2021, which claims priority to Chinese Patent Application
No. 202010556048.6, filed on Jun. 17, 2020. The disclosures
of the aforementioned applications are hereby incorporated
by reference in their entireties.

TECHNICAL FIELD

[0002] This application relates to the communication field,
and more particularly, to a channel encoding method and a
communication apparatus.

BACKGROUND

[0003] As the most basic radio access technology, channel
encoding is one of important research objects that meet a
communication requirement. After the Shannon theory is
proposed, persons skilled in the art are devoted to finding an
encoding and decoding method that can reach a Shannon
limit and that has relatively low complexity. A plurality of
channel encoding schemes emerge correspondingly, for
example, a convolutional code and a turbo code used in a 377
generation (3G) or 4” generation (4G) mobile communica-
tion network, and a polar code used for a control channel and
a low-density parity-check (LDPC) code used for a data
channel in a 5% generation (5G) mobile communication
system. In a communication system, channel encoding
parameters, such as a code block length and a generator
matrix, are usually defined in a standardization protocol. In
actual communication, channel encoding is performed by
using a protocol-defined parameter. However, performance
of a protocol-defined channel encoding parameter varies
when the parameter is used in different scenarios.

SUMMARY

[0004] This application provides a channel encoding and
decoding method and a communication apparatus, to
improve channel encoding performance, and further
improve communication reliability.

[0005] According to a first aspect, a communication
method is provided. The method may be performed by a first
communication apparatus or performed by a module (for
example, a chip) configured in (or used in) the first com-
munication apparatus. An example in which the method is
performed by the first communication apparatus is used for
description below.

[0006] The method includes: The first communication
apparatus sends a first parameter to a second communication
apparatus, where the first parameter includes a parameter
related to channel encoding and decoding and a reinforce-
ment learning training parameter. The first communication
apparatus obtains first code construction information of the
second communication apparatus, where the first code con-
struction information corresponds to the first parameter, and
the first code construction information is used to construct a
coded bit based on an information bit during channel encod-
ing.
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[0007] According to the foregoing solution, the first com-
munication apparatus notifies the second communication
apparatus of a current scenario parameter used for channel
encoding and decoding and a training parameter used to
perform reinforcement learning on code construction infor-
mation, that is, the first parameter, so that the second
communication apparatus determines, based on the first
parameter, the first code construction information corre-
sponding to the first parameter. Channel encoding and
decoding are performed by using the first code construction
information corresponding to a scenario used for channel
encoding and decoding, so that channel encoding perfor-
mance can be improved, and further, communication reli-
ability can be improved.

[0008] In some embodiments, the first code construction
information is a polar channel reliability sorting sequence of
a polar code or a base matrix of a low-density parity-check
LDPC code.

[0009] According to the foregoing solution, channel
encoding is performed on communication information
between the first communication apparatus and the second
communication apparatus by using the polar code or the
LDPC code. The first code construction information may be
the base matrix of the LDPC code, or the polar channel
reliability sorting sequence, of the polar code, that is used to
construct a coded bit based on an information bit. The first
communication apparatus sends the first parameter to the
second communication apparatus and obtains the first code
construction information determined by the second commu-
nication apparatus based on the first parameter, so that the
first communication apparatus and the second communica-
tion apparatus can perform channel encoding and decoding
by using the first code construction information correspond-
ing to the channel encoding and decoding scenario. This can
improve channel encoding performance, and further
improve communication reliability.

[0010] In some embodiments, the first code construction
information is obtained by using a reinforcement learning
method.

[0011] According to the foregoing solution, the first code
construction information obtained by the first communica-
tion apparatus is obtained by using the reinforcement learn-
ing method, and the second communication apparatus per-
forms, through reinforcement learning based on the first
parameter, a process of learning an optimal policy through
trial and error (or referred to as exploration), to obtain the
first code construction information that better matches the
first parameter, to improve channel encoding and decoding
performance, and further improve communication reliabil-
ity.

[0012] In some embodiments, before the first communi-
cation apparatus obtains the first code construction informa-
tion, the method further includes: The first communication
apparatus obtains exploration code construction information
of the second communication apparatus, where the explo-
ration code construction information corresponds to the first
parameter. The first communication apparatus assesses per-
formance of the exploration code construction information,
generates performance information of the exploration code
construction information based on the first parameter, and
sends the performance information of the exploration code
construction information to the second communication
apparatus.
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[0013] According to the foregoing solution, the first com-
munication apparatus participates in a training process in
which the second communication apparatus performs rein-
forcement learning on code construction information. In
some embodiments, the first communication apparatus, as a
reinforcement learning environment, assesses the explora-
tion code construction information generated by the second
communication apparatus in a reinforcement learning pro-
cess, and feeds back a reward (namely, the performance
information) of the exploration code construction to the
second communication apparatus, so that the second com-
munication apparatus can obtain code construction informa-
tion that corresponds to the first parameter and that has
higher performance.

[0014] Insome embodiments, the method further includes:
The first communication apparatus sends capability infor-
mation to the second communication apparatus, where the
capability information is used to indicate whether the first
communication apparatus supports an update of code con-
struction information.

[0015] According to the foregoing solution, before the
exploration code construction information is updated, the
two communication entities exchange capability informa-
tion to reach a consensus on whether they have a capability
of updating code construction information, so that code
construction information is updated when both entities have
a capability of updating code construction information. This
improves channel encoding performance, and further
improves communication reliability.

[0016] Insome embodiments, the method further includes:
The first communication apparatus performs channel encod-
ing by using the first code construction information after
obtaining the first code construction information; or the first
communication apparatus performs channel encoding by
using the first code construction information after sending
acknowledgement information to the second communication
apparatus, where the acknowledgement information is used
to indicate that the first communication apparatus has
obtained the first code construction information.

[0017] According to the foregoing solution, the two com-
munication entities reach an agreement on a time point at
which channel encoding is to be performed by using the first
code construction information, to avoid a case that commu-
nication information cannot be correctly received due to use
of inconsistent code construction information.

[0018] In some embodiments, the channel encoding is
channel encoding for one or more of the following commu-
nication information: uplink data, downlink data, uplink
control information, downlink control information, sidelink
data, or sidelink control information.

[0019] In some embodiments, the parameter related to
channel encoding and decoding includes one or more of the
following: channel state information CSI, precoding matrix
information PMI, an encoding length, an information bit
length, a code rate, and a modulation order.

[0020] In some embodiments, the reinforcement learning
training parameter includes one or more of the following: a
modulation order distribution, an encoding length distribu-
tion, a code rate distribution, an information bit length
distribution, a codec parameter, a channel feature parameter,
or a decoding result.

[0021] According to a second aspect, a communication
method is provided. The method may be performed by a
second communication apparatus or performed by a module

Apr. 20, 2023

(for example, a chip) configured in (or used in) the second
communication apparatus. An example in which the method
is performed by the second communication apparatus is used
for description below.

[0022] The method includes: The second communication
apparatus obtains a first parameter of a first communication
apparatus, where the first parameter includes a parameter
related to channel encoding and decoding and a reinforce-
ment learning training parameter. The second communica-
tion apparatus determines first code construction informa-
tion based on the first parameter, where the first code
construction information is used to construct a coded bit
sequence based on an information bit sequence during
channel encoding. The second communication apparatus
sends the first code construction information to the first
communication apparatus.

[0023] According to the foregoing solution, the second
communication apparatus obtains a current scenario param-
eter used by the first communication apparatus for channel
encoding and decoding and a training parameter used to
perform reinforcement learning on code construction infor-
mation, that is, the first parameter; and determines, based on
the first parameter, the first code construction information
corresponding to the first parameter. Channel encoding and
decoding are performed by using the first code construction
information corresponding to a scenario used for channel
encoding and decoding, so that channel encoding perfor-
mance can be improved, and further, communication reli-
ability can be improved.

[0024] In some embodiments, the first code construction
information is a polar channel reliability sorting sequence of
a polar code or a base matrix of a low-density parity-check
LDPC code.

[0025] According to the foregoing solution, channel
encoding is performed on communication information
between the first communication apparatus and the second
communication apparatus by using the polar code or the
LDPC code. The first code construction information may be
the base matrix of the LDPC code, or the polar channel
reliability sorting sequence, of the polar code, that is used to
construct a coded bit based on an information bit. The first
communication apparatus sends the first parameter to the
second communication apparatus and obtains the first code
construction information determined by the second commu-
nication apparatus based on the first parameter, so that the
first communication apparatus and the second communica-
tion apparatus can perform channel encoding and decoding
by using the first code construction information correspond-
ing to the channel encoding and decoding scenario. This can
improve channel encoding performance, and further
improve communication reliability.

[0026] In some embodiments, the first code construction
information is obtained by using a reinforcement learning
method.

[0027] According to the foregoing solution, the second
communication apparatus performs, through reinforcement
learning based on the first parameter, a process of learning
an optimal policy through trial and error (or referred to as
exploration), to obtain the first code construction informa-
tion that better matches the first parameter, so that channel
encoding and decoding performance can be improved, and
further, communication reliability can be improved.

[0028] In some embodiments, the generating first code
construction information based on the first parameter
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includes: generating exploration code construction informa-
tion based on the first parameter; obtaining performance
information of the exploration code construction informa-
tion; training a code construction information generation
model by using the performance information as a reward;
and generating the first code construction information by
using a trained code construction information generation
model.

[0029] According to the foregoing solution, the second
communication apparatus performs reinforcement learning
based on the first parameter to generate the exploration code
construction information used for trial and error (or referred
to as exploration), obtains a feedback (that is, the perfor-
mance information) of an environment for the exploration
code construction information, and adjusts a reinforcement
learning policy by using the performance information as a
reward. The first code construction information that better
matches the first parameter can be obtained through a
plurality of times of exploration, to improve channel encod-
ing performance, and further improve communication reli-
ability.

[0030] In some embodiments, the obtaining performance
information of the exploration code construction informa-
tion includes: assessing performance of the exploration code
construction information based on the first parameter, and
generating the performance information of the exploration
code construction information.

[0031] According to the foregoing solution, after generat-
ing the exploration code construction information, the sec-
ond communication apparatus assesses the performance of
the exploration code construction information, and generates
the performance information as a feedback of an environ-
ment for the exploration code construction information,
where the performance information is used as a reward for
adjusting a reinforcement learning policy. The first code
construction information that better matches the first param-
eter can be obtained through a plurality of times of explo-
ration, to improve channel encoding performance, and fur-
ther improve communication reliability.

[0032] In some embodiments, the obtaining performance
information of the exploration code construction informa-
tion includes: sending the exploration code construction
information to the first communication apparatus; and
obtaining the performance information, determined by the
first communication apparatus, of the exploration code con-
struction information.

[0033] According to the foregoing solution, the first com-
munication apparatus participates in a training process in
which the second communication apparatus performs rein-
forcement learning on code construction information. In
some embodiments, the first communication apparatus, as a
reinforcement learning environment, assesses the explora-
tion code construction information generated by the second
communication apparatus in a reinforcement learning pro-
cess, and feeds back a reward (namely, the performance
information) of the exploration code construction to the
second communication apparatus, so that the second com-
munication apparatus can obtain code construction informa-
tion that corresponds to the first parameter and that has
higher performance.

[0034] In some embodiments, in a process of performing
reinforcement learning by the second communication appa-
ratus, the second communication apparatus (for example, an
assessment unit configured in the second communication
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apparatus) assesses exploration code construction informa-
tion generated in a training process, and generates perfor-
mance information as a reward for adjusting a reinforcement
learning policy. When performance of the exploration code
construction information reaches a preset value, channel
encoding is performed on communication information
between the first communication apparatus and the second
communication apparatus by using the exploration code
construction information. The first communication appara-
tus assesses the exploration code construction information,
and feeds back performance information of the exploration
code construction information to the second communication
apparatus as a reward, so that the second communication
apparatus adjusts the reinforcement learning performance.
That is, the first code construction information determined
by the second communication apparatus based on the first
parameter can still be used as exploration code construction
information for reinforcement learning to perform reinforce-
ment learning training in a process of communication
between the first communication apparatus and the second
communication apparatus. However, this application is not
limited thereto.

[0035] Insome embodiments, the method further includes:
The second communication apparatus obtains capability
information of the first communication apparatus, where the
capability information is used to indicate whether the first
communication apparatus supports an update of code con-
struction information.

[0036] According to the foregoing solution, before the
exploration code construction information is updated, the
two communication entities exchange capability informa-
tion to reach a consensus on whether they have a capability
of updating code construction information, so that code
construction information is updated when both entities have
a capability of updating code construction information. This
improves channel encoding performance, and further
improves communication reliability.

[0037] Insomeembodiments, the method further includes:
The second communication apparatus performs channel
encoding and decoding by using the first code construction
information after sending the first code construction infor-
mation to the first communication apparatus; or the second
communication apparatus performs channel encoding and
decoding by using the first code construction information
after obtaining acknowledgement information of the first
communication apparatus, where the acknowledgement
information is used to indicate that the first communication
apparatus has obtained the first code construction informa-
tion.

[0038] According to the foregoing solution, the two com-
munication entities reach an agreement on a time point at
which channel encoding is to be performed by using the first
code construction information, to avoid a case that commu-
nication information cannot be correctly received due to use
of inconsistent code construction information.

[0039] In some embodiments, the channel encoding is
channel encoding for one or more of the following commu-
nication information: uplink data, downlink data, uplink
control information, downlink control information, sidelink
data, or sidelink control information.

[0040] In some embodiments, the parameter related to
channel encoding and decoding includes one or more of the
following: channel state information CSI, precoding matrix
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information PMI, an encoding length, an information bit
length, a code rate, and a modulation order.

[0041] In some embodiments, the reinforcement learning
training parameter includes one or more of the following: a
modulation order distribution, an encoding length distribu-
tion, a code rate distribution, an information bit length
distribution, a codec parameter, a channel feature parameter,
or a decoding result.

[0042] According to a third aspect, a method for training
a code construction information generation model is pro-
vided. The method may be performed by a second commu-
nication apparatus or performed by a module (for example,
a chip) configured in (or used in) the second communication
apparatus. An example in which the method is performed by
the second communication apparatus is used for description
below.

[0043] The method includes: The code construction infor-
mation is used to construct a coded bit based on an infor-
mation bit during channel encoding. The method includes:
generating exploration code construction information based
on a first parameter, where the first parameter includes a
parameter value related to channel encoding and decoding
and/or a reinforcement learning training parameter value;
obtaining performance information of the exploration code
construction information; and training a code construction
information generation model by using the performance
information as a reward.

[0044] In some embodiments, the obtaining performance
information of the exploration code construction informa-
tion includes: assessing performance of the exploration code
construction information, and generating the performance
information based on the parameter value related to channel
encoding and decoding.

[0045] In some embodiments, the obtaining performance
information of the exploration code construction informa-
tion includes: receiving the performance information from a
first communication apparatus.

[0046] In some embodiments, the code construction infor-
mation generation model includes a policy function, and the
generating exploration code construction information
includes: inputting obtained current-state information of
code construction information to the policy function; deter-
mining next-state information of the code construction infor-
mation based on output of the policy function; and gener-
ating the exploration code construction information based on
the next-state information.

[0047] In some embodiments, the policy function is a
neural network.
[0048] Insome embodiments, the method further includes:

receiving the first parameter from the first communication
apparatus.

[0049] In some embodiments, the parameter related to
channel encoding and decoding includes one or more of the
following: channel state information CSI, precoding matrix
information PMI, an encoding length, an information bit
length, a code rate, and a modulation order.

[0050] In some embodiments, the reinforcement learning
training parameter includes one or more of the following: a
modulation order distribution, an encoding length distribu-
tion, a code rate distribution, an information bit length
distribution, a codec parameter, a channel feature parameter,
or a decoding result.

[0051] In some embodiments, a communication apparatus
is provided. The apparatus includes: a processing unit,
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configured to determine a first parameter, where the first
parameter includes a parameter related to channel encoding
and decoding and a reinforcement learning training param-
eter; and a transceiver unit, configured to send the first
parameter to a second communication apparatus, where the
transceiver unit is further configured to obtain first code
construction information of the second communication
apparatus, the first code construction information corre-
sponds to the first parameter, and the first code construction
information is used to construct a coded bit based on an
information bit during channel encoding.

[0052] In some embodiments, the first code construction
information is a polar channel reliability sorting sequence of
a polar code or a base matrix of a low-density parity-check
LDPC code.

[0053] In some embodiments, the first code construction
information is obtained by using a reinforcement learning
method.

[0054] In some embodiments, before the transceiver unit
obtains the first code construction information, the trans-
ceiver unit is further configured to obtain exploration code
construction information of the second communication
apparatus, where the exploration code construction infor-
mation corresponds to the first parameter; the processing
unit is further configured to assess performance of the
exploration code construction information, and generate
performance information of the exploration code construc-
tion information based on the first parameter; and the
transceiver unit is further configured to send the perfor-
mance information of the exploration code construction
information to the second communication apparatus.
[0055] In some embodiments, the transceiver unit is fur-
ther configured to send capability information to the second
communication apparatus, where the capability information
is used to indicate whether an update of code construction
information is supported.

[0056] In some embodiments, the processing unit per-
forms channel encoding by using the first code construction
information after the transceiver unit obtains the first code
construction information; or the processing unit performs
channel encoding by using the first code construction infor-
mation after the transceiver unit sends acknowledgement
information to the second communication apparatus, where
the acknowledgement information is used to indicate that the
first code construction information has been obtained.
[0057] In some embodiments, the channel encoding is
channel encoding for one or more of the following commu-
nication information: uplink data, downlink data, uplink
control information, downlink control information, sidelink
data, or sidelink control information.

[0058] In some embodiments, the parameter related to
channel encoding and decoding includes one or more of the
following: channel state information CSI, precoding matrix
information PMI, an encoding length, an information bit
length, a code rate, and a modulation order.

[0059] In some embodiments, the reinforcement learning
training parameter includes one or more of the following: a
modulation order distribution, an encoding length distribu-
tion, a code rate distribution, an information bit length
distribution, a codec parameter, a channel feature parameter,
or a decoding result.

[0060] According to a fifth aspect, a communication appa-
ratus is provided. The apparatus includes: a transceiver unit,
configured to obtain a first parameter of a first communica-
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tion apparatus, where the first parameter includes a param-
eter related to channel encoding and decoding and a rein-
forcement learning training parameter; and a processing
unit, configured to determine first code construction infor-
mation based on the first parameter, where the first code
construction information is used to construct a coded bit
sequence based on an information bit sequence during
channel encoding, and the transceiver unit is further con-
figured to send the first code construction information to the
first communication apparatus.

[0061] In some embodiments, the first code construction
information is a polar channel reliability sorting sequence of
a polar code or a base matrix of a low-density parity-check
LDPC code.

[0062] In some embodiments, the first code construction
information is obtained by using a reinforcement learning
method.

[0063] In some embodiments, the processing unit is fur-
ther configured to generate exploration code construction
information based on the first parameter; the transceiver unit
or the processing unit is further configured to obtain per-
formance information of the exploration code construction
information; the processing unit is further configured to train
a code construction information generation model by using
the performance information as a reward; and the processing
unit generates the first code construction information by
using a trained code construction information generation
model.

[0064] In some embodiments, that the processing unit is
further configured to obtain performance information of the
exploration code construction information includes: The
processing unit is configured to assess performance of the
exploration code construction information, and generate the
performance information of the exploration code construc-
tion information based on the first parameter.

[0065] In some embodiments, that the transceiver unit is
further configured to obtain performance information of the
exploration code construction information includes: The
transceiver unit is configured to obtain the performance
information, of the first communication apparatus, of the
exploration code construction information.

[0066] In some embodiments, the transceiver unit is fur-
ther configured to obtain capability information of the first
communication apparatus, where the capability information
is used to indicate whether an update of code construction
information is supported.

[0067] In some embodiments, the transceiver unit is fur-
ther configured to perform channel encoding and decoding
by using the first code construction information after send-
ing the first code construction information to the first com-
munication apparatus; or the transceiver unit is further
configured to perform channel encoding and decoding by
using the first code construction information after obtaining
acknowledgement information of the first communication
apparatus, where the acknowledgement information is used
to indicate that the first communication apparatus has
obtained the first code construction information.

[0068] In some embodiments, the channel encoding is
channel encoding for one or more of the following commu-
nication information: uplink data, downlink data, uplink
control information, downlink control information, sidelink
data, or sidelink control information.

[0069] In some embodiments, the parameter related to
channel encoding and decoding includes one or more of the
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following: channel state information CSI, precoding matrix
information PMI, an encoding length, an information bit
length, a code rate, and a modulation order.

[0070] In some embodiments, the reinforcement learning
training parameter includes one or more of the following: a
modulation order distribution, an encoding length distribu-
tion, a code rate distribution, an information bit length
distribution, a codec parameter, a channel feature parameter,
or a decoding result.

[0071] According to a sixth aspect, a code construction
information generation apparatus is provided. The apparatus
includes: a processing module, configured to generate explo-
ration code construction information based on a first param-
eter, where the first parameter includes a parameter value
related to channel encoding and decoding and/or a reinforce-
ment learning training parameter value; an obtaining mod-
ule, configured to obtain performance information of the
exploration code construction information; and a training
module, configured to train a code construction information
generation model by using related information of a decoding
result as a reward, where the processing module is further
configured to generate first code construction information by
using a trained code construction information generation
model.

[0072] In some embodiments, the processing unit is fur-
ther configured to assess performance of the exploration
code construction information, and generate the perfor-
mance information.

[0073] In some embodiments, the performance informa-
tion is obtained by the obtaining module from a first com-
munication apparatus.

[0074] In some embodiments, the code construction infor-
mation generation model includes a policy function, and the
processing module is configured to: after inputting obtained
current-state information of code construction information
to the policy function, determine next-state information of
the code construction information based on output of the
policy function, and generate the exploration code construc-
tion information based on the second state information.

[0075] In some embodiments, the policy function is a
neural network.
[0076] In some embodiments, the transceiver unit is fur-

ther configured to receive the first parameter from the first
communication apparatus.

[0077] In some embodiments, the parameter related to
channel encoding and decoding includes one or more of the
following: channel state information CSI, precoding matrix
information PMI, an encoding length, an information bit
length, a code rate, and a modulation order.

[0078] In some embodiments, the reinforcement learning
training parameter includes one or more of the following: a
modulation order distribution, an encoding length distribu-
tion, a code rate distribution, an information bit length
distribution, a codec parameter, a channel feature parameter,
or a decoding result.

[0079] According to a seventh aspect, a communication
apparatus is provided, and includes a processor. The pro-
cessor is coupled to a memory, and may be configured to
execute instructions in the memory, to implement the
method in any one of the embodiments discussed in the
present disclosure. In some embodiments, the communica-
tion apparatus further includes the memory. In some
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embodiments, the communication apparatus further includes
a communication interface, and the processor is coupled to
the communication interface.

[0080] In some embodiments, the communication appara-
tus is a terminal device. When the communication apparatus
is the terminal device, the communication interface may be
a transceiver or an input/output interface.

[0081] In some embodiments, the communication appara-
tus is a chip configured in a terminal device. When the
communication apparatus is the chip configured in the
terminal device, the communication interface may be an
input/output interface.

[0082] In some embodiments, the communication appara-
tus is a network device. When the communication apparatus
is the terminal device, the communication interface may be
a transceiver or an input/output interface.

[0083] In some embodiments, the communication appara-
tus is a chip configured in a network device. When the
communication apparatus is the chip configured in the
network device, the communication interface may be an
input/output interface.

[0084] In some embodiments, the transceiver may be a
transceiver circuit. In some embodiments, the input interface
and/or the output interface may be an input circuit and/or an
output circuit.

[0085] In some embodiments, a processor is provided,
including an input circuit, an output circuit, and a processing
circuit. The processing circuit is configured to receive a
signal by using the input circuit, and transmit a signal by
using the output circuit, so that the processor performs the
method in any one of the embodiments discussed in the
present disclosure.

[0086] In some embodiments, a chip is provided, includ-
ing a logic circuit and a communication interface. The
communication interface is configured to receive a signal
input to the chip, or output a processed signal from the chip.
The logic circuit processes the signal input to the chip and
generates the processed signal according to the method in
any one of the embodiments discussed in the present dis-
closure.

[0087] In some embodiments, the communication inter-
face may be an input interface and/or an output interface, or
the communication interface may be an input circuit and/or
an output circuit. The input circuit may be an input pin, and
the output circuit may be an output pin. An input signal
received by the input circuit may be received and input by,
for example, but not limited to, a receiver, a signal output by
the output circuit may be output to, for example, but not
limited to, a transmitter and transmitted by the transmitter,
and the input circuit and the output circuit may be a same
circuit, where the circuit is used as the input circuit and the
output circuit at different moments.

[0088] In some embodiments, a processing apparatus is
provided, including a processor and a memory. The proces-
sor is configured to read instructions stored in the memory,
and may receive a signal by using a receiver, and transmit a
signal by using a transmitter, to perform the method in any
one of the embodiments discussed in the present disclosure.
[0089] In some embodiments, there are one or more pro-
cessors, and there are one or more memories.

[0090] In some embodiments, the memory may be inte-
grated with the processor, or the memory and the processor
are disposed separately.
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[0091] In some embodiments, the memory may be a
non-transitory memory, for example, a read-only memory
(ROM). The memory and the processor may be integrated
into a same chip, or may be disposed on different chips. A
type of the memory and a manner in which the memory and
the processor are disposed are not limited in embodiments of
this application.

[0092] It should be understood that, a related data
exchange process such as sending of indication information
may be a process of outputting the indication information
from the processor, and receiving of capability information
may be a process of receiving the input capability informa-
tion by the processor. In some embodiments, data output by
the processor may be output to a transmitter, and input data
received by the processor may be from a receiver. The
transmitter and the receiver may be collectively referred to
as a transceiver.

[0093] The processing apparatus in the tenth aspect may
be one or more chips. The processor in the processing
apparatus may be implemented by using hardware or soft-
ware. When the processor is implemented by using hard-
ware, the processor may be a logic circuit, an integrated
circuit, or the like. When the processor is implemented by
using software, the processor may be a general-purpose
processor, and is implemented by reading software code
stored in a memory. The memory may be integrated in the
processor, or may be located outside the processor and exist
independently.

[0094] In some embodiments, a computer program prod-
uct is provided. The computer program product includes a
computer program (which may also be referred to as code or
instructions). When the computer program is run, the
method in any one of the embodiments discussed in the
present disclosure is performed.

[0095] In some embodiments, a computer-readable stor-
age medium is provided. The computer-readable storage
medium stores a computer program (which may also be
referred to as code or instructions). When the computer
program is run on a computer, the method in any one of the
embodiments discussed in the present disclosure is per-
formed.

[0096] In some embodiments, a communication system is
provided, including at least one first communication appa-
ratus and at least one second communication apparatus in
the foregoing descriptions.

BRIEF DESCRIPTION OF DRAWINGS

[0097] FIG. 1 is a schematic diagram of a wireless com-
munication system to which an embodiment of this appli-
cation is applicable;

[0098] FIG. 2 is an example schematic flowchart of a
channel encoding and decoding method according to an
embodiment of this application;

[0099] FIG. 3 is an example schematic diagram of per-
forming reinforcement learning training on a code construc-
tion information generation model according to an embodi-
ment of this application;

[0100] FIG. 4 is another example schematic diagram of
performing reinforcement learning training on a code con-
struction information generation model according to an
embodiment of this application;

[0101] FIG. 5 is another example schematic diagram of
performing reinforcement learning training on a code con-
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struction information generation model according to an
embodiment of this application;

[0102] FIG. 6 is an example schematic flowchart of a
communication method according to an embodiment of this
application;

[0103] FIG. 7 is another example schematic flowchart of
a communication method according to an embodiment of
this application;

[0104] FIG. 8 is an example schematic block diagram of
a communication apparatus according to this application;
[0105] FIG. 9 is an example schematic diagram of a
structure of a terminal device according to this application;
and

[0106] FIG. 10 is an example schematic diagram of a
structure of a network device according to this application.

DESCRIPTION OF EMBODIMENTS

[0107] The following describes technical solutions of this
application with reference to the accompanying drawings.
[0108] The technical solutions of embodiments of this
application may be applied to various communications sys-
tem, such as a global system for mobile communications
(GSM) system, a code division multiple access (CDMA)
system, a wideband code division multiple access
(WCDMA) system, a general packet radio service (GPRS),
a long term evolution (LTE) system, an LTE frequency
division duplex (FDD) system, an LTE time division duplex
(TDD), a universal mobile telecommunications system
(UMTS), a worldwide interoperability for microwave access
(WiMAX) communications system, a future Sth generation
(5G) system, a new radio (NR) system, vehicle-to-X (V2X),
where V2X may include vehicle-to-network (V2N), vehicle
to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-
to-pedestrian (V2P), or the like, a long term evolution-
vehicle (LTE-V) technology, internet of vehicles, machine
type communication (MTC), internet of things (IoT), a long
term evolution-machine (LTE-M) technology, device-to-
device (D2D), machine-to-machine (M2M), or the like.
[0109] FIG. 1 is a schematic diagram of a wireless com-
munication system 100 to which an embodiment of this
application is applicable.

[0110] As shown in FIG. 1, the wireless communication
system 100 may include at least one network device, for
example, a network device 110 shown in FIG. 1. The
wireless communication system 100 may further include at
least one terminal device, for example, a terminal device 120
shown in FIG. 1. Information bits (for example, control
information and data) between the terminal device and the
network device and between terminal devices are transmit-
ted after channel encoding. In this application, a first com-
munication apparatus may be the network device in the
communication system 100, and a second communication
apparatus may be the terminal device in the communication
system 100. Alternatively, in this application, a first com-
munication apparatus may be the terminal device in the
communication system 100, and a second communication
apparatus may be the network device in the communication
system 100. Alternatively, in this application, a first com-
munication apparatus and a second communication appara-
tus may be two terminal devices in the communication
system 100.

[0111] The terminal device in embodiments of this appli-
cation may also be referred to as user equipment (UE), an
access terminal, a subscriber unit, a subscriber station, a
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mobile station, a remote station, a remote terminal, a mobile
device, a user terminal, a terminal, a wireless communica-
tion device, a user agent, or a user apparatus. The terminal
device in this embodiment of this application may be a
mobile phone, a tablet computer (pad), a computer with a
wireless transceiver function, a virtual reality (VR) terminal
device, an augmented reality (AR) terminal device, a wire-
less terminal in industrial control, a wireless terminal in self
driving, a wireless terminal in remote medical, a wireless
terminal in a smart grid, a wireless terminal in transportation
safety, a wireless terminal in a smart city, a wireless terminal
in a smart home, a cellular phone, a cordless phone, a session
initiation protocol (SIP) phone, a wireless local loop (WLL)
station, a personal digital assistant (PDA), a handheld device
with a wireless communication function, a computing
device or another processing device connected to a wireless
modem, a vehicle-mounted device, a wearable device, a
terminal device in a 5G network, a terminal device in a
future evolved public land mobile network (PLMN), or the
like.

[0112] The wearable device may also be referred to as a
wearable smart device, and is a general term for daily
wearable devices that are smartly designed and developed
by using wearable technologies, such as glasses, gloves,
watches, apparels, and shoes. The wearable device is a
portable device that can be directly worn on the body or
integrated into clothes or an accessory of a user. The
wearable device is not only a hardware device, but also
implements a powerful function through software support,
data exchange, and cloud interaction. Generalized wearable
intelligent devices include full-featured and large-size
devices that can implement complete or partial functions
without depending on smartphones, such as smart watches
or smart glasses, and devices that focus on only one type of
application and need to work with other devices such as
smartphones, such as various smart bands or smart jewelry
for monitoring physical signs.

[0113] In addition, the terminal device may be alterna-
tively a terminal device in an internet of things (IoT) system.
IoT is an important component of future information tech-
nology development. A main technical feature of the IoT is
to connect an object to a network by using a communication
technology, to implement an intelligent network of human-
computer interconnection and thing-to-thing interconnec-
tion.

[0114] The network device in this embodiment of this
application may be any device with a wireless transceiver
function. The device includes but is not limited to an evolved
NodeB (eNB), a radio network controller (RNC), a NodeB
(NB), a base station controller (BSC), a base transceiver
station (BTS), a home base station (for example, a home
evolved NodeB or a home NodeB, HNB), a baseband unit
(BBU), an access point (AP) in a wireless fidelity (Wi-Fi)
system, a wireless relay node, a wireless backhaul node, a
transmission point (TP), a transmission and reception point
(TRP), or the like; or may be a device that plays a function
of a network device in satellite communication, V2X, D2D,
M2M, and internet of vehicles communication; or may be a
gNB or a transmission point (TRP or TP) in a 5G (for
example, NR) system, or one antenna panel or a group of
antenna panels (including a plurality of antenna panels) of a
base station in a 5G system; or may be a network node that
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constitutes a gNB or a transmission point, for example, a
baseband unit (BBU) or a distributed unit (distributed unit,
DU).

[0115] In some deployment, the gNB may include a cen-
tral unit (CU) and the DU. The gNB may further include an
active antenna unit (AAU). The CU implements some
functions of the gNB, and the DU implements some func-
tions of the gNB. For example, the CU is responsible for
processing a non-real-time protocol and service, and imple-
menting functions of a radio resource control (RRC) layer
and a packet data convergence protocol (PDCP) layer; and
the DU is responsible for processing a physical layer pro-
tocol and a real-time service, and implementing functions of
a radio link control (RLC) layer, a media access control
(MAC) layer, and a physical (PHY) layer. The AAU imple-
ments some physical layer processing functions, radio fre-
quency processing, and a function related to an active
antenna. Information at the RRC layer eventually becomes
information at the PHY layer, or is converted from the
information at the PHY layer. Therefore, in the architecture,
higher layer signaling such as RRC layer signaling or PHCP
layer signaling may also be considered as being sent by the
DU or sent by the DU and the AAU. It can be understood
that the network device may be a device including one or
more of a CU node, a DU node, and an AAU node. In
addition, the CU may be classified into a network device in
an access network (RAN), or the CU may be classified into
a network device in a core network (CN). This is not limited
in this application.

[0116] The network device provides a service for a cell.
The terminal device communicates with the cell by using a
transmission resource (for example, a frequency domain
resource, in other words, a spectrum resource) allocated by
the network device. The cell may belong to a macro base
station (for example, a macro eNB or a macro gNB), or may
belong to a base station corresponding to a small cell. The
small cell herein may include a metro cell, a micro cell, a
pico cell, a femto cell, and the like. These small cells have
features of a small coverage area and a low transmit power,
and are suitable for providing high-rate data transmission
services.

[0117] To better understand solutions of this application,
the following describes definitions included in this applica-
tion.

[0118] 1. Deep Reinforcement Learning

[0119] Deep reinforcement learning is a combination of a
deep neural network and reinforcement learning.

[0120] The deep neural network is a network with an input
layer and an output layer. There is at least one hidden layer
between the input layer and the output layer. The hidden
layer may be followed by nonlinear activation function
processing, for example, a rectified linear unit (ReLU) and
tanh. Connection between layers includes interconnection
between nodes at the layers. A pair of connected nodes has
one weight value and one offset value. The deep neural
network may be regarded as nonlinear transformation from
input to output. The output may be further input to a loss
function to calculate a loss. A gradient resulting from the
calculation may be transmitted back from the output layer to
the input layer by using a back-propagation (back-propaga-
tion) algorithm, to update a weight and an offset of each
layer to minimize the loss.

[0121] The reinforcement learning is a process in which an
agent interacts with an environment and an optimal policy is
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learned through trial and error (or referred to as exploration).
The reinforcement learning can provide solutions for prob-
lems with a series of decision-making, especially problems
that cannot be theoretically modeled or are difficult to solve.
A reinforcement learning system may further include the
following concepts: a state (or referred to as an observation),
a policy, a reward, a time step, a round, and a value function.
The policy determines an action to be taken by the agent in
a given state, that is, a mapping from a state to an action.
[0122] In the deep reinforcement learning, the state may
be input of the deep neural network, and the action corre-
sponds to output of the deep neural network. The reward is
a value fed back by the environment after the agent takes an
action in the current environment. In each time step, the
agent takes an action, and the environment feds back a
reward value. Usually, a problem encountered is not a
problem that can be solved by optimizing a single action;
instead, a series of decision-making needs to be optimized to
obtain a final result or a comprehensive result. Therefore, in
a process of optimizing a problem through reinforcement
learning, a round may be used as a unit, and each round
includes a plurality of time steps. The environment may feed
back a reward only in a time step in which the round ends.
In this case, a reward in a previous time step may be replaced
with zero. Certainly, the environment may alternatively feed
back a non-zero reward before the round ends. Different
environments have different feedback manners. Based on
the reward fed back by the environment, an objective of the
agent is to maximize a total reward of each round. The value
function is also a mapping. Input of the value function may
be a state or a combination of a state and an action. Output
of the value function is a value. The value indicates an
estimated value of the agent for a total reward that may be
accumulated in future. A larger value indicates that a cur-
rently selected action is better in the long run. In the deep
reinforcement learning, the value function may be alterna-
tively represented by a deep neural network. The input of the
value function is input of the deep neural network, and the
output of the value function is output of the deep neural
network.

[0123] 2. Polar Code

[0124] A polar code is a linear block code. A generator
matrix is G,. For example, the generator matrix may be
denoted as G,=B,F,®%#™ where N is a code length, B,
is an NxN transposed matrix, for example, a bit reversal
transposed matrix,

PR
2—11>

and F,®“s:™ is a Kronecker product of log, N matrices F,.
An encoding process may be denoted as x*=u™G,,, where
u™=(u,, u,, . . ., Uy) is a binary row vector. The aforemen-
tioned addition and multiplication operations are all addition
and multiplication operations in a binary Galois field. It
should be noted that, that the generator matrix is obtained by
using the bit reversal transposed matrix is only an example,
and the generator matrix G, of the polar code may be
alternatively obtained in another manner. For example, the
generator matrix may be obtained in a manner in an NR
standard protocol of a 5G system (in this manner, no BN
exists, or a BN is a unit matrix). This is not limited in this
application.
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[0125] In a polar code encoding process, some bits in u”
are used to carry information and are referred to as infor-
mation bits, and a sequence number set of positions of the
information bits in u” is denoted as A, and may be referred
to as a position sequence number set; and other bits in ¥ are
set to fixed values pre-agreed upon by a transmit end and a
receive and are referred to as fixed bits, and an index set of
the other bits is represented by a complementary set A° of A.
The sequence number set A of the information bits may be
determined by using the following method: An error prob-
ability P of a polar channel corresponding to each of N
position sequence numbers is obtained by using a method
such as density evolution or Gaussian approximation, and K
sequence numbers corresponding to K polar channels with
smallest values of error probabilities P are selected from the
N position sequence numbers to constitute the position
sequence number set of the information bits. Alternatively,
reliability sorting is performed on position sequence num-
bers of polar channels in descending order of error prob-
abilities P of the channels based on the error probabilities P
of'the polar channels, to obtain a reliability sorting sequence.
In this application, the reliability sorting sequence may be
referred to as code construction information of the polar
code.

[0126] The most basic decoding method for the polar code
is a successive cancellation (SC) decoding algorithm. How-
ever, decoding performance of the algorithm is not ideal in
the case of a limited code length. A subsequently proposed
cyclic redundancy check aided-successive cancellation list
(CA-SCL) decoding algorithm improves decoding perfor-
mance for a short code through horizontal path extension
and CRC check selection.

[0127] 3. Low-Density Parity-Check (LDPC) Code
[0128] There are two manners of constructing an LDPC
code. One is based on computer searches, for example, a
Gallager code, a MacKay code, or a PEG codes. The other
is based on an algebraic tool, for example, a finite geometric
code. An advantage of the computer search manner is that
the computer search manner is simple and an LDPC code
with any code length and any code rate can be flexibly
constructed. However, the computer search method usually
focuses on local optimization of a code and lacks global
optimization, and therefore has poor global performance.
Comparatively, the algebraic tool can ensure a better global
structure of an LDPC code, but cannot flexibly deal with
different code parameters. A base matrix of an LDPC code
is a sparse mxn-dimensional parity-check matrix H with a
plurality of Os and 1s. From a perspective of a Tanner graph,
m rows of the H matrix correspond to m check nodes, and
n columns correspond to n variable nodes. In this applica-
tion, the base matrix of the LDPC code may be referred to
as code construction information of the LDPC code
[0129] It should be noted that the polar code and the LDPC
code are used as examples for description in this application.
However, this application is not limited thereto, and another
channel encoding scheme, for example, a channel encoding
scheme used in a future communication system, may be
alternatively used. Any variation or replacement readily
figured out by persons skilled in the art within the technical
scope disclosed in this application shall fall within the
protection scope of this application.

[0130] In a communication system, code construction
information for channel encoding, such as a construction
sequence and a generator matrix, are usually defined in a
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standardization protocol. In actual communication, channel
encoding is performed by using the code construction infor-
mation defined in the protocol. However, performance var-
ies when the channel encoding parameters defined in the
protocol are used in different scenarios. For example, ina 5G
communication system, a polar code is used as a channel
encoding scheme for a control channel, and a nested
sequence with a length of 1024 is defined as code construc-
tion information of the polar code in a protocol, where the
code construction information of the polar code may also be
referred to as a reliability sorting sequence of polar channels.
In actual communication, polar channels corresponding to K
position sequence numbers with highest reliability in the
reliability sorting sequence may be seclected based on a
length K of information bits to transmit the information bits.
For another example, a 5G standard specifies two base
matrices of LDPC codes as code construction information of
the LDPC codes, where the two base matrices respectively
correspond to a short code with a low code rate and a long
code with a high code rate. However, it is found in practice
that channel encoding performance varies when a parameter
related to channel encoding varies, for example, when an
information bit length, an encoding length, a quantity of
LDPC decoding iterations, or a polar decoder list size varies.
As a result, this method in which fixed code construction is
used cannot meet a future mobile communication system
with a higher reliability requirement. This application pro-
poses a method for generating code construction information
online, to improve channel encoding performance, and fur-
ther improve communication reliability.

[0131] FIG. 2 is an example flowchart of a channel encod-
ing and decoding method according to an embodiment of
this application.

[0132] It should be noted that, in the embodiment of FIG.
2, a first communication apparatus may be configured in a
network device, or the first communication apparatus is a
network device; and a second communication apparatus may
be configured in a terminal device, or the second commu-
nication apparatus is a terminal device. Alternatively, the
first communication apparatus may be configured in a ter-
minal device, or the first communication apparatus is a
terminal device; and the second communication apparatus
may be configured in a network device, or the second
communication apparatus is a network device. Alternatively,
the first communication apparatus and the second commu-
nication apparatus are configured in different terminal
devices, or the first communication apparatus and the second
communication apparatus are different terminal devices.
[0133] S210: The first communication apparatus sends a
first parameter to the second communication apparatus,
where the first parameter includes a parameter related to
channel encoding and decoding and/or a reinforcement
learning training parameter.

[0134] Correspondingly, the second communication appa-
ratus receives the first parameter from the first communica-
tion apparatus.

[0135] As an example rather than a limitation, the param-
eter related to channel encoding and decoding may include
but is not limited to one or more of the following parameters:
[0136] an encoding length, an information bit length, a
code rate, a modulation order, or a MIMO-related parameter.
[0137] The MIMO-related parameter may include an
antenna configuration, channel state information CSI, pre-
coding matrix information PMI, and the like.



US 2023/0123083 Al

[0138] As an example rather than a limitation, the rein-
forcement learning training parameter may include but is not
limited to one or more of the following parameters:

[0139] a modulation order distribution, an encoding length
distribution, a code rate distribution, an information bit
length distribution, a codec parameter, a channel feature
parameter, or a decoding result.

[0140] The codec parameter may include a decoder list
size, a decoder list size distribution, a quantity of iterations
of a decoder, a distribution of a quantity of iterations of a
decoder, and the like. The channel feature parameter may
include a signal-to-noise ratio, a signal-to-noise ratio distri-
bution, channel strength, a channel strength distribution,
multipath information, a multipath delay spread distribution,
frequency selectivity information, a frequency selectivity
fading distribution, and the like on one or more antennas.
The decoding result may include a signal-to-noise ratio,
hybrid automatic repeat request (HARQ) information (for
example, an ACK or a NACK), a bit error ratio (BER), a
block error rate (BLER), and the like that reach a perfor-
mance index.

[0141] The distribution of each parameter may be a
description of a quantity of times or frequency of using the
parameter by the first communication apparatus within a
period of time. For example, the first communication appa-
ratus learns, through statistics, that encoding and decoding
are performed for a total of 1000 times in the last 24 hours,
where decoding is performed for 800 times by using a polar
code decoder with a list size of 8 (list 8), and decoding is
performed for 200 times by using a polar code decoder with
a list size of 2 (list 2). In this case, the decoder list size list
distribution may be described in a manner in which the list
2 corresponds to frequency of 20% and the list 8 corresponds
to frequency of 80%.

[0142] That is, the first communication apparatus sends, to
the second communication apparatus, a current application
scenario parameter related to channel encoding and decod-
ing, so that the second communication apparatus generates,
based on an application scenario of the first communication
apparatus, code construction information that is applicable
to the application scenario and that has good performance.
[0143] As an example rather than a limitation, the code
construction information is used to construct a coded bit
sequence based on an information bit sequence during
channel encoding, or the code construction information is
used to obtain an information bit sequence based on a coded
bit sequence during channel decoding (in other words,
channel decoding). For example, the code construction
information may be a polar channel reliability sorting
sequence of a polar code or a base matrix of an LDPC code.
[0144] S220: The second communication apparatus deter-
mines first code construction information based on the first
parameter.

[0145] In some embodiments, after receiving the first
parameter, the second communication apparatus performs
simulation and the like based on the first parameter, to
generate the first code construction information correspond-
ing to the first parameter, generates code construction infor-
mation, for channel encoding, that is applicable to an
application scenario corresponding to the first parameter.
[0146] In some embodiments, the second communication
apparatus determines the first code construction information
based on the first parameter and a first mapping relationship.
The first mapping relationship is a mapping relationship
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between the first parameter and code construction informa-
tion, and one piece of code construction information may be
uniquely determined based on the received first parameter.
[0147] In some embodiments, the second communication
apparatus determines the first code construction information
based on the first parameter by using a reinforcement
learning method.

[0148] In some embodiments, the second communication
apparatus generates exploration code construction informa-
tion based on the first parameter, obtains performance infor-
mation of the exploration code construction information,
trains a code construction information generation model by
using the performance information of the exploration code
construction as a reward, and generates the first code con-
struction information by using a trained code construction
information generation model.

[0149] According to the foregoing solution, the second
communication apparatus obtains a current scenario param-
eter used by the first communication apparatus for channel
encoding and decoding and a training parameter used to
perform reinforcement learning on code construction infor-
mation, that is, the first parameter; and determines, based on
the first parameter, the first code construction information
corresponding to the first parameter. Channel encoding and
decoding are performed by using the first code construction
information corresponding to a scenario used for channel
encoding and decoding, so that channel encoding perfor-
mance can be improved, and further, communication reli-
ability can be improved.

[0150] FIG. 3 is an example schematic diagram of per-
forming reinforcement learning training on a code construc-
tion information generation model according to an embodi-
ment of this application.

[0151] For example, the first communication apparatus
and the second communication apparatus perform channel
encoding and decoding by using a polar code. The first
communication apparatus receives the first parameter from
the second communication apparatus. For example, the first
parameter includes a code length L (that is, an example of a
parameter related to channel encoding) and a decoder list
size S (that is, an example of a parameter related to rein-
forcement learning). In this case, a state of reinforcement
learning is a bit string (or a bit vector or a bit sequence) with
a length of L, each bit of the bit string represents a polar
channel, and a bit sequence number is a sequence number of
a polar channel. A value of each bit is 0 or 1. If a bit is set
to “0”, it indicates that a polar channel represented by the bit
is not selected. If a bit is set to “1”, it indicates that a polar
channel represented by the bit is selected. At the beginning
of'a round, a state is all Os. The state is input to an agent, and
the agent outputs an action according to a policy and based
on the input state. The action is an integer value ranging
from 1 to L, that is, a sequence number of a polar channel
selected by the agent according to the policy. There are a
plurality of methods for selecting an action. This is related
to a policy design. The action causes a change of the state.
In some embodiments, in a bit string of the state, a bit
corresponding to a polar channel selected by the action
changes from “0” to “1” (it should be noted that, during
action selection, selection of an action corresponding to a
state that is already 1, that is, the state has been selected in
a previous time step, should be avoided).

[0152] In some embodiments, the policy may be a deep
neural network, that is, the state is input of the neural
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network. The neural network outputs a vector with a length
of L based on the state, where a position with a largest value
in the vector is used as an action. To avoid selecting an
action corresponding to a state that is already 1, a mask may
be added to the output of the neural network. For example,
output of the neural network that corresponds to a position
whose state is already 1 is forcibly set to be the smallest.
Because the largest value in the vector is used as an action,
selection of a selected position can be avoided. When the
policy of the agent in the reinforcement learning is used as
a deep neural network, the reinforcement learning may be
referred to as deep reinforcement learning.

[0153] Selecting an action based on the output of the
neural network may be referred to as sampling. As described
in the foregoing example, the sampling may be selecting a
position with a largest value in the output, or may be using
an output value as a probability of selection, or may be
making some transformation on an output value, for
example, softmax, and then selecting an action based on a
transformation result. The action may be a position corre-
sponding to an output, or may be an operation to which a
position is mapped. In the foregoing example, the action is
a position, and also represents a sequence number of a polar
channel. In other embodiments, the action may be alterna-
tively another operation of changing a channel encoding
construction. For example, a position 1 is selected based on
the output of the neural network, and in an action mapping
table, an action to which the position 1 is mapped is to flip
a non-1 polar channel that currently has highest reliability,
and an action to which a position 2 is mapped is to flip a
non-0 polar channel that currently has lowest reliability. It
can be learned that the action may be any operation capable
of changing a current channel encoding construction. In
addition, there may be a plurality of agents and code
construction information assessment units in a device, and
the agents explore a code construction in parallel and
interact with corresponding code construction information
assessment units to obtain rewards. Output of the plurality of
agents and corresponding rewards are placed together for
training, so that a training direction of the agent can be more
reliable.

[0154] A state changed due to an action may be under-
stood as that one more bit is selected from a mother code
sequence. Correspondingly, a quantity of information bits
(or referred to as an information bit length) is also increased
by 1 compared with that before, that is, a current state
corresponds to a construction under one quantity of infor-
mation bits, and also corresponds to decoding performance
under the quantity of information bits, where the decoding
performance is obtained by the code construction informa-
tion assessment unit by using a code length L and a list size
S. That is, the changed state corresponds to one piece of
exploration code construction information. The agent
obtains performance information corresponding to the
exploration code construction information, that is, obtains a
feedback (namely, a reward) of an environment for the
action. In this case, one time step ends. After a round
undergoes a maximum of L time steps, the round ends.

[0155] As an example rather than a limitation, the perfor-
mance information may include but is not limited to a
signal-to-noise ratio, a signal to interference plus noise ratio,
a bit error ratio (BER) and/or a block error rate (BLER), a
HARQ feedback, or the like, of a decoding result corre-
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sponding to the exploration code construction information,
that reaches a performance index.

[0156] After the round ends, a total reward is a sum of
rewards of all time steps, that is, a sum of decoding
performance corresponding to construction information of
all information bit lengths under the code length .. In a
plurality of rounds of training of the reinforcement learning,
an objective of the agent is to maximize a total reward of
each round (herein, the maximizing the reward means maxi-
mizing performance). After a period of time of training,
when a change of a sum of performance information of a
round compared with a sum of performance information of
a previous round is less than or equal to a preset threshold,
or when a difference between actions of exploration in the
deep reinforcement learning becomes increasingly small and
an entropy of an output action is less than or equal to a preset
threshold, it can be considered that the exploration of the
reinforcement learning converges. In this case, the training
is stopped. Alternatively, a quantity of rounds is specified,
and the training is stopped when the training reaches a
predetermined maximum quantity of rounds. After the train-
ing is stopped, a round with highest performance is selected,
an action of each time step in the round is recorded, and the
actions constitute a sequence with a length of L in order. The
sequence is a first code construction sequence, namely, the
polar channel reliability sorting sequence of the polar code,
or referred to as a nested construction sequence of a polar
code.

[0157] For another example, the first communication
apparatus and the second communication apparatus perform
channel encoding and decoding by using an LDPC code.
The first communication apparatus receives the first param-
eter from the second communication apparatus. For
example, the first parameter includes a code length [, an
information bit length K, and a quantity X of iterations.
Similar to the polar code construction optimization in the
foregoing example, a state may be an mxn LDPC base
matrix. When a dimensionality of the state is greater than 1,
a convolutional neural network (CNN) may be used as a
deep neural network. In addition, a starting value of the state
is all Os, a value is selected in 1 to mxn for each action, and
a state value corresponding to the state is set to “1”. When
a round ends, an agent obtains performance information
corresponding to exploration code construction information
(that is, a base matrix obtained in the round). Alternatively,
each time the state changes, the agent obtains performance
information corresponding to exploration code construction
information in the state. The decoding performance is
obtained by a code construction information assessment unit
by using the code length L, the information bit length K, and
the quantity X of iterations. After a plurality of rounds of
training, the first code construction information, that is, an
LDPC base matrix corresponding to the first parameter
obtained from the first device, is determined.

[0158] Performance of the exploration code construction
information may be assessed by the code construction
information assessment unit to obtain the performance infor-
mation. That is, the code construction information assess-
ment unit may serve as a reinforcement learning environ-
ment, and feed back the performance information of the
exploration code construction information feedback to the
agent as a reward. Because a plurality of channel codes may
be used in a communication system, the assessment unit may
also assess code construction information of a plurality of
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channel codes and return their comprehensive performance
as a reward. The code construction information assessment
unit may be configured in the second communication appa-
ratus. When the code construction information assessment
unit is configured in the second communication apparatus,
the code construction information assessment unit may be
referred to as an internal environment. Alternatively, the
code construction information generation model may be
configured in an external device other than the second
communication apparatus. When the code construction
information assessment unit is configured in an external
device, the code construction information assessment unit
may be referred to as an external environment.

[0159] In some embodiments, the code construction infor-
mation assessment unit is configured in the second commu-
nication apparatus.

[0160] For example, as shown in FIG. 4, after an agent
outputs a state changed due to an action (the state corre-
sponds to one piece of exploration code construction infor-
mation), the state is input to the code construction informa-
tion assessment unit, or the exploration code construction
information corresponding to the changed state is input to
the code construction information assessment unit. The code
construction information assessment unit assesses perfor-
mance of the exploration code construction information
based on the first parameter, and outputs performance infor-
mation of the exploration code construction information.
[0161] In some embodiments, the code construction
assessment unit is configured in an external device other
than the second communication apparatus.

[0162] After sending the exploration code construction
information to the external device, the second communica-
tion apparatus obtains performance information, determined
by the external device, of the exploration code construction
information.

[0163] For example, as shown in FIG. 5, the external
device may be the first communication apparatus, and the
code construction assessment unit is configured in the first
communication apparatus. After an agent of the second
communication apparatus outputs a state, the state or explo-
ration code construction information corresponding to the
state is sent to the first communication apparatus. The
second communication apparatus may assess performance
of the exploration code construction information based on
the first parameter, determine performance information of
the exploration code construction information, and then send
the performance information of the exploration code con-
struction information to the second communication appara-
tus.

[0164] In some embodiments, the code construction infor-
mation generation model has both an internal environment
and an external environment. That is, the foregoing embodi-
ments may be implemented in combination.

[0165] For example, the second communication apparatus
trains the code construction information generation model
based on the first parameter through interaction between an
agent and an internal code construction information assess-
ment unit to generate the first code construction information.
A time point at which the first code construction information
is generated may be controlled by some preset parameters.
For example, the first code construction information is
generated when a reward reaches a preset threshold. The
time point is a time point at which an environment inter-
acting with the agent changes from the internal environment
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to the external environment. The first communication appa-
ratus and the second communication apparatus perform
channel encoding and decoding by using the first code
construction information in a communication process. A
code construction information assessment unit configured in
the first communication apparatus may assess performance
of the first code construction information, and transmit
performance information of the first code construction infor-
mation to the second communication apparatus. The second
communication apparatus trains the code construction gen-
eration model based on the performance information,
obtained from the first communication apparatus, of the first
construction information. That is, code construction infor-
mation used in a communication process may also be used
as exploration code construction information to participate
in training of the code construction generation model, to
obtain optimal code construction information corresponding
to the first parameter.

[0166] The code construction information generation
model may be a pre-trained model. In some embodiments,
one or more training models corresponding to values of
different first parameters, and when a same or similar first
parameter is received, a corresponding training model (for
example, which may be referred to as a pre-trained model)
is invoked to initialize a policy network of an agent. This can
prevent the agent from starting training from completely
random sampling, and can reduce a training time. The
pre-trained model may be generated by the second commu-
nication apparatus (for example, generated by the second
communication apparatus through training), or may be
obtained from another device.

[0167] Insome embodiments, the code construction infor-
mation assessment unit may include a channel codec, and
may alternatively assess performance of input exploration
code construction information by using a theoretical calcu-
lation formula, a table lookup method, or a combination of
the foregoing methods.

[0168] For example, the code construction information
assessment unit includes a channel codec, and performs
Monte Carlo simulation based on input exploration code
construction information to obtain performance information
of the exploration code construction information. In some
embodiments, the code construction information assessment
unit may further include a channel simulator. When the first
parameter includes a parameter of a channel feature, the
channel simulator may simulate a channel corresponding to
the channel feature, and assess performance of input explo-
ration code construction information in combination with
the codec. However, this application is not limited thereto.
[0169] For another example, theoretical calculation may
be first performed on exploration code construction infor-
mation input to the code construction information assess-
ment unit, and when the exploration code construction
information violates a known reliable channel encoding rule,
the code construction information assessment unit may
output a reward of the exploration code construction infor-
mation without performing assessment by using a Monte
Carlo simulation method, for example, may output a nega-
tive reward. This can reduce a time consumed by a large
amount of inappropriate exploration, and improve efficiency
of reinforcement learning. However, this application is not
limited thereto.

[0170] For another example, assessment experience may
be shared among a plurality of communication apparatuses.



US 2023/0123083 Al

For example, the plurality of communication apparatuses are
a plurality of network devices, and an assessment result of
code construction information is shared among the plurality
of network devices. When exploration code construction
information is input to the code construction information
assessment unit, the code construction information assess-
ment unit may query the shared assessment result. When the
shared assessment result includes an assessment result of
code construction information whose similarity with the
input exploration code construction information and/or the
first parameter reaches a preset value, the assessment result
may be directly output as a reward of the input exploration
code construction information. Likewise, this can reduce a
time of Monte Carlo simulation, and improve efficiency of
reinforcement learning. However, this application is not
limited thereto.

[0171] For another example, the code construction assess-
ment unit may further collect statistics on performance (for
example, a BER or a BLER) of code construction informa-
tion (which may be first code construction information
previously output by the agent or code construction infor-
mation specified in a protocol) used by the first communi-
cation apparatus and the second communication apparatus,
generate performance information, and feed back the per-
formance information to the agent as a reward. The agent
outputs new first code construction information after per-
forming training.

[0172] Insome embodiments, the code construction infor-
mation assessment unit generates a reward of exploration
code construction information by using a reinforcement
learning training parameter. The reinforcement learning
training parameter may be obtained by the first communi-
cation apparatus through statistics collection. When the code
construction information assessment unit is configured in the
second communication apparatus, the reinforcement learn-
ing training parameter may be included in the first parameter
and sent to the second communication apparatus. Alterna-
tively, the reinforcement learning training parameter may be
obtained by the second communication apparatus through
statistics collection. When the code construction information
assessment unit is configured in the second communication
apparatus, the reinforcement learning training parameter
may be sent by the second communication apparatus to the
first communication apparatus.

[0173] For example, the reinforcement learning training
parameter includes a decoder list size distribution. For
example, the first communication apparatus has decoders
with two list sizes. For example, the list sizes are 2 and 8.
The first communication apparatus invokes a decoder with a
list size of 2 at a probability p, and schedules a decoder with
a length of 8 at a probability 1-p. In this case, after obtaining
the performance information of the exploration code con-
struction information, the code construction information
assessment unit may calculate a reward value by using the
following formula:

Reward value=wx(performance information with a
list size of 2)+(1-w)x(performance information
with a list size of 8), where

[0174] w=p; or when p is greater than or equal to a preset
threshold, w=1; or when p is less than the preset threshold,
w=0.

[0175] Performance of first code construction information
obtained through training in this manner is higher when a list
size with a high invocation probability is used. That is, when
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channel encoding and decoding is performed by using the
first code construction information obtained in the foregoing
manner, channel encoding and decoding performance
achieved through decoding by using a decoder correspond-
ing to a list size with a higher invocation probability is better
than channel encoding and decoding performance achieved
through decoding by using a decoder corresponding to a list
size with a lower invocation probability.

[0176] For another example, the reinforcement learning
training parameter includes a code length distribution, and
the first parameter sent by the first communication apparatus
to the second communication apparatus includes the code
length distribution. For example, the first communication
apparatus performs channel encoding by using a code length
of 256 at a probability p, and performs channel encoding by
using another code length at a probability 1-p. In this case,
after obtaining the performance information of the explora-
tion code construction information, the code construction
information assessment unit may calculate a reward value by
using the following formula:

Reward value=wx(performance information with a

code length of 256)+(1-w)x(performance infor-
mation with another code length), where

[0177] w=p; or when p is greater than or equal to a preset
threshold, w=1; or when p is less than the preset threshold,
w=0.

[0178] Performance of first code construction information
obtained through training in this manner is higher when a
code length with a high use probability is used.

[0179] It should be noted that code construction informa-
tion corresponding to the code length of 256 and code
construction information corresponding to the other code
length may be obtained by using an extraction or extension
method based on current exploration code construction
information. In some embodiments, based on code construc-
tion information corresponding to a code length of L, code
construction information with a code length less than [ may
be obtained by using an extraction method, or code con-
struction information with a code length greater than L. may
be obtained by using an extension method. For example,
after a polar channel reliability sorting sequence with a code
length of 1024 is obtained, in this case, a value range of the
sequence is 0 to 1023. To extract a reliability sequence with
a code length of 512 from the sequence, all values less than
512 in the sequence need to be retained, and an order of the
values in the sequence with a length of 1024 needs to be
maintained to constitute a sequence with a length of 512,
that is, an extracted construction sequence with a length of
512. For another example, after a reliability sequence with
a code length of 1024 is obtained, to obtain a reliability
sequence with a length of 2048, an extension method such
as a polarization weight (PW) or a FRANK (FRActally
eNhanced Kernel) may be used.

[0180] For another example, the reinforcement learning
training parameter sent by the first communication apparatus
to the second communication apparatus includes an infor-
mation bit length distribution. For example, a probability
that the first communication apparatus performs channel
encoding by using an information bit length of’k is pk, where
k is a positive integer. In this case, after obtaining the
performance information of the exploration code construc-
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tion information, the code construction information assess-
ment unit may calculate a reward value by using the fol-
lowing formula:

Reward value=SUM(wkxperformance information
with the information bit length of k), where

[0181] w=p; or when p is greater than or equal to a preset
threshold, w=1; or when p is less than the preset threshold,
w=0.

[0182] Performance of first code construction information
obtained through training in this manner is higher when an
information bit length with a high use probability is used.

[0183] For another example, the reinforcement learning
training parameter may be a channel feature distribution or
a scenario distribution. For example, a scenario includes a
decoder list size L. and an information bit length N. A reward
value is calculated based on a probability of using a scenario
(that is, a value of L, N, and the like) and a probability of
using another scenario (that is, another value of L, N, and the
like). For brevity, details are not described herein.

[0184] S230: The second communication apparatus sends
the first code construction information to the first commu-
nication apparatus.

[0185] Correspondingly, the first communication appara-
tus obtains the first code construction information deter-
mined by the second communication apparatus.

[0186] In some embodiments, the second communication
apparatus directly sends the first code construction informa-
tion; or the second communication apparatus compresses the
first code construction information in a preset compression
manner and then sends compressed first code construction
information, and after obtaining the compressed first code
construction information, the first communication apparatus
decompresses the compressed first code construction infor-
mation in the preset compression manner to obtain the first
code construction information.

[0187] In some embodiments, each time the second com-
munication apparatus performs reinforcement learning and
generates first construction information, the second commu-
nication apparatus stores the first parameter and correspond-
ing first construction information. The correspondence may
be the foregoing first mapping relationship. The second
communication apparatus may store first construction infor-
mation that corresponds to the first parameter and that is sent
by a plurality of communication apparatuses that have
performed communication with the second communication
apparatus. After the second communication apparatus
obtains the first parameter of the first communication appa-
ratus, the second communication apparatus may determine,
based on the first mapping relationship, whether first code
construction information corresponding to the first param-
eter of the first communication apparatus is stored; or may
use, as first code construction information corresponding to
the first parameter of the first communication apparatus, first
code construction information that is stored in the first
mapping relationship, that corresponds to the first parameter,
and whose similarity to the first parameter of the first
communication apparatus is greater than or equal to a
threshold value, and send the first code construction infor-
mation to the first communication apparatus. The first map-
ping relationship may be shown in the following Table 1.
However, this application is not limited thereto.
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TABLE 1
First parameter A First code construction information A
First parameter B First code construction information B
First parameter X First code construction information X

[0188] In some embodiments, the first communication
apparatus and the second communication apparatus prestore
a plurality of pieces of candidate first code construction
information and corresponding identifiers. After determin-
ing code construction information that corresponds to the
first parameter of the first communication apparatus and that
has good performance (for example, determining code con-
struction information corresponding to the first parameter
through simulation or a reinforcement learning), the second
communication apparatus performs matching against the
plurality of pieces of prestored candidate first code construc-
tion information; determines, from the plurality of pieces of
prestored candidate first code construction information, one
piece of candidate first code construction information with a
highest similarity to code construction information corre-
sponding to the first parameter as first code construction
information; and sends an identifier of the determined first
code construction information to the first communication
apparatus. The first communication apparatus determines,
based on the received identifier, that candidate first code
construction information corresponding to the identifier is
the first code construction information.

[0189] In some embodiments, the plurality of pieces of
prestored candidate first code construction information and
the corresponding identifiers may be specified in a protocol.
[0190] In some embodiments, the plurality of pieces of
prestored candidate first code construction information and
the corresponding identifiers may be code construction
information that is updated each time and that is stored after
the first communication apparatus and the second commu-
nication apparatus update code construction information for
a plurality of times. In addition, the first communication
apparatus and the second communication apparatus have
reached a consensus on an identifier of each piece of stored
candidate code construction information. For example, an
identifier of code construction information obtained through
a first update is “1”, and an identifier of code construction
information obtained through a second update is “2”. How-
ever, this application is not limited thereto.

[0191] The first communication apparatus and the second
communication apparatus need to reach an agreement on a
moment at which channel encoding and decoding are to be
performed by using the first code construction information,
to avoid a communication failure due to use of inconsistent
code construction information

[0192] In some embodiments, after sending the first code
construction information, the second communication appa-
ratus performs channel encoding and decoding on commu-
nication information (for example, data or signaling)
between the first communication apparatus and the second
communication apparatus by using the first code construc-
tion information. Correspondingly, after receiving the first
code construction information, the first communication
apparatus performs channel encoding and decoding on com-
munication information between the first communication
apparatus and the second communication apparatus by using
the first code construction information. For example, a
starting moment at which channel encoding and decoding



US 2023/0123083 Al

are performed by using the first code construction informa-
tion may be a starting moment of a next symbol, a slot, or
a subframe of a symbol that carries the code construction
information. However, this application is not limited thereto.

[0193] Insome embodiments, after sending acknowledge-
ment information, the first communication apparatus per-
forms channel encoding and decoding on communication
information between the first communication apparatus and
the second communication apparatus by using the first code
construction information. The acknowledgement informa-
tion is used to indicate that the first communication appa-
ratus has obtained the first code construction information.
Correspondingly, after receiving the acknowledgement
information, the second communication apparatus performs
channel encoding and decoding on communication informa-
tion between the first communication apparatus and the
second communication apparatus by using the first code
construction information. For example, a starting moment at
which channel encoding and decoding are performed by
using the first code construction information may be a
starting moment of a next symbol, a slot, or a subframe of
a symbol that carries the acknowledgement information.
However, this application is not limited thereto.

[0194] For example, the second communication apparatus
may be a network device, and the first communication
apparatus is a terminal device. After determining the first
code construction information corresponding to the first
parameter, the network device configures, for the terminal
device by using a radio resource control (RRC) reconfigu-
ration message, the first code construction information used
for channel encoding and decoding. After the reconfigura-
tion message takes effect, the network device and the
terminal device perform channel encoding and decoding on
communication information between the network device
and the terminal device by using the first code construction
information. However, this application is not limited thereto.

[0195] As an example rather than a limitation, the first
code construction information is used for channel encoding
and decoding for one or more of the following communi-
cation information:

[0196] wuplink data, downlink data, uplink control infor-
mation, downlink control information, sidelink data, or
sidelink control information.

[0197] According to the foregoing solution, the first com-
munication apparatus notifies the second communication
apparatus of a current scenario parameter used for channel
encoding and decoding and a training parameter used to
perform reinforcement learning on code construction infor-
mation, that is, the first parameter, so that the second
communication apparatus determines, based on the first
parameter, the first code construction information corre-
sponding to the first parameter. In some embodiments, the
second communication apparatus may determine the first
code construction information by using a reinforcement
learning method or a deep reinforcement learning method.
Channel encoding and decoding are performed by using the
first code construction information corresponding to a sce-
nario used for channel encoding and decoding, so that
channel encoding performance can be improved, and fur-
ther, communication reliability can be improved.

[0198] This embodiment of this application further pro-
vides the following polar channel reliability sorting
sequences, of polar codes, that are obtained through rein-
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forcement learning and that correspond to different combi-
nations of code lengths and decoder list sizes.

[0199] When a code length is 1024 and a decoder list size
is 8, a sequence of polar channel reliability sorted in
ascending order is as follows:

[0200] [2,4,1,8,0,16,32, 6,9, 64,10, 17, 12, 128, 18
33, 5, 20, 34, 256, 3, 65, 24, 36, 66, 14, 40, 129, 19, 68, 48
13, 512, 130, 22, 72, 25, 257, 35, 132, 21, 80, 37, 258, 26
136, 42, 96, 11, 513, 67, 28, 144, 38, 260, 49, 69, 264, 41,
74,160, 7, 514, 52, 131, 81, 44, 272, 70, 27, 192, 133, 50
88,516, 76, 15, 138, 288, 56, 98, 39, 520, 134, 73, 259, 145
30, 84, 320, 45, 140, 262, 97, 528, 82, 51, 162, 265, 23, 148
104, 46, 544, 71, 137, 261, 384, 53, 274, 161, 515, 75, 100,
146, 268, 58, 29, 193, 517, 77, 152, 112, 273, 576, 86, 57
290, 196, 522, 83, 168, 54, 135, 266, 518, 276, 78, 164, 89
529, 139, 289, 43, 101, 194, 322, 60, 524, 141, 296, 99, 176
640, 147, 92, 280, 200, 532, 106, 150, 324, 85, 521, 263, 31,
546, 142, 385, 163, 90, 208, 292, 108, 59, 153, 545, 267
102, 530, 304, 113, 165, 577, 224, 62, 278, 328, 149, 170,
79, 400, 269, 536, 105, 768, 156, 321, 548, 114, 275, 195
87, 386, 177, 584, 154, 270, 519, 166, 293, 116, 55, 197
281, 560, 336, 91, 642, 525, 172, 202, 388, 103, 120, 284,
578, 294, 61, 531, 169, 552, 352, 209, 297, 180, 94, 277
151, 644, 198, 392, 109, 323, 534, 282, 143, 523, 178, 216
592, 298, 107, 770, 326, 201, 580, 547, 228, 117, 306, 155
526, 641, 47, 291, 416, 184, 329, 167, 540, 118, 204, 300,
549, 157, 210, 769, 537, 340, 93, 387, 305, 271, 122, 448
225,325, 173, 554, 115, 656, 608, 312, 174, 338, 579, 533,
389, 279, 212, 111, 648, 330, 562, 179, 158, 394, 226, 308
550, 199, 121, 581, 772, 283, 354, 538, 332, 181, 295, 561,
401, 205, 585, 232, 368, 124, 672, 556, 186, 396, 588, 301,
776, 110, 211, 337, 553, 646, 171, 240, 402, 596, 353, 286
527, 206, 390, 182, 643, 564, 309, 784, 417, 63, 586, 213,
302, 344, 185, 331, 218, 649, 535, 285, 119, 593, 424, 356
704, 307, 203, 568, 404, 229, 327, 159, 541, 594, 393, 452,
236, 188, 777, 555, 660, 609, 313, 217, 582, 800, 126, 418
333, 227, 652, 360, 542, 299, 774, 341, 449, 310, 624, 214,
551, 175, 650, 408, 397, 612, 230, 771, 342, 314, 658, 563,
187, 464, 334, 220, 557, 123, 355, 248, 600, 391, 832, 420,
673, 583, 412, 345, 233, 680, 773, 645, 316, 207, 566, 610,
450, 395, 241, 95, 357, 786, 539, 189, 587, 339, 406, 234,
664, 362, 590, 706, 215, 303, 565, 780, 346, 616, 432, 657,
242, 403, 569, 364, 190, 785, 597, 558, 808, 456, 674, 311,
348, 221, 398, 244, 708, 653, 778, 602, 369, 589, 422, 833,
315, 358, 676, 219, 570, 409, 802, 480, 611, 235, 896, 651,
421, 125, 335, 792, 572, 647, 688, 361, 598, 410, 287, 705
372, 183, 451, 425, 788, 662, 238, 620, 595, 317, 405, 801,
347, 614, 543, 712, 661, 601, 222, 434, 370, 245, 454, 775
654, 836, 419, 613, 457, 349, 675, 231, 567, 804, 428, 376
720, 632, 665, 246, 604, 343, 781, 433, 897, 559, 363, 618
243, 460, 426, 659, 318, 787, 681, 407, 237, 816, 626, 736
466, 591, 678, 834, 399, 436, 359, 668, 617, 790, 453, 249
488, 709, 574, 350, 782, 898, 625, 373, 465, 684, 603, 666
250, 414, 793, 366, 440, 844, 127, 707, 482, 803, 573, 427,
840, 690, 677, 371, 779, 599, 458, 252, 411, 628, 468, 904,
805, 365, 714, 848, 429, 619, 689, 794, 191, 378, 605, 496
806, 667, 435, 710, 481, 682, 900, 809, 615, 423, 722, 319
655, 796, 737, 455, 251, 716, 377, 864, 472, 837, 413, 696
606, 789, 438, 374, 621, 824, 663, 223, 692, 912, 459, 627,
721, 835, 484, 810, 430, 817, 571, 254, 441, 685, 740, 622,
713, 461, 380, 669, 842, 928, 467, 633, 728, 783, 375, 820,
630, 902, 683, 367, 444, 812, 470, 849, 247, 670, 899, 437,
724, 691, 838, 791, 473, 629, 486, 738, 818, 351, 679, 442,
850, 715, 462, 906, 865, 634, 797, 694, 905, 575, 483, 752,
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381, 711, 807, 469, 960, 431, 841, 686, 490, 852, 744, 697,
914, 636,476,379, 868, 795, 717, 492, 908, 439, 819, 725,
814, 253, 623, 901, 474, 718, 489, 856, 693, 929, 813, 843,
607, 445, 723, 880, 700, 500, 382, 730, 798, 811, 475, 920,
839, 866, 443, 498, 739, 671, 826, 913, 698, 821, 471, 631,
741, 932, 463, 726, 845, 497, 872, 239, 916, 746, 853, 485,
687, 732, 822, 936, 760, 846, 638, 961, 729, 903, 504, 825,
858, 742, 487, 930, 695, 753, 415, 854, 867, 915, 637, 478,
962, 828, 910, 699, 748, 491, 873, 446, 719, 907, 944, 857,
870, 745, 493,754, 917, 799, 635, 968, 851, 731, 477, 876,
701, 909, 815, 501, 931, 964, 860, 702, 924, 756, 494, 743,
881, 827, 869, 921, 733, 506, 934, 447, 976, 823, 874, 499,
918, 937, 847,747, 505, 888, 734, 965, 922, 502, 882, 859,
749, 933, 829, 952, 727, 969, 479, 938, 757, 861, 884, 992,
830, 508, 948, 750, 871, 963, 945, 758, 255, 919, 875, 970,
639, 940, 761, 911, 862, 977, 383, 755, 966, 946, 855, 878,
923, 735, 883, 503, 972, 762, 935, 978, 889, 925, 993, 510,
764, 886, 941, 980, 877, 942, 751, 984, 507, 947, 926, 885,
967, 994, 703, 892, 831, 950, 971, 996, 953, 763, 890, 981,
863, 939, 974, 759, 1000, 956, 879, 949, 979, 765, 973,
1008, 954, 893, 986, 495, 995, 982, 927, 887, 997, 985, 766,
1002, 951, 988, 943, 891, 1001, 998, 957, 894, 1009, 975,
1004, 509, 987, 958, 1010, 955, 999, 989, 1012, 983, 1006,
990, 1016, 511, 1003, 1005, 1011, 1013, 767, 1014, 1017,
895, 1018, 1015, 1020, 1019, 1007, 959, 1022, 1023, 991,
1021].

[0201] The values in the foregoing sequence are sequence
numbers of polar channels. In some embodiments, a polar
channel whose sequence number is 2 has lowest reliability,
a polar channel whose sequence number is 4 has higher
reliability than that of the polar channel whose sequence
number is 2, and so on, and a polar channel whose sequence
number is 1021 has highest reliability.

[0202] When a code length is 64 and a decoder list size is
8, a sequence of polar channel reliability sorted in ascending
order is as follows:

[0203] [0,4,2,1,8,16,6,9,32,3,12,17, 18, 10, 33, 20,
5,24, 34, 14, 36, 19, 13, 40, 21, 22, 35, 25, 48, 26, 37, 11,
38, 28, 41, 42,7, 49, 44, 29, 50, 30, 39, 52, 43, 27, 56, 45,
51,46, 53, 23, 54, 57, 15, 58, 60, 55, 47,31, 59, 63, 61, 62].
[0204] When a code length is 64 and a decoder list size is
2, a sequence of polar channel reliability sorted in ascending
order is as follows:

[0205] [0, 2,1,4,8,16,5,3,32,10,6,17,9, 12, 18, 33,
20, 34, 24, 11, 36, 13, 7, 40, 19, 21, 14, 48, 35, 25, 22, 37,
26,38, 41, 28, 42, 49, 23, 44, 50, 15, 27, 52, 39, 30, 43, 56,
45,51, 29, 46, 53, 57, 54, 58,31, 60, 55, 47, 59, 63, 61, 62].
[0206] Reliability sequences, with other code lengths, that
are obtained by transforming the foregoing sequences
through extraction or extension also fall within the protec-
tion scope. In addition, the foregoing sequences are polar
channel reliability sorting sequences with high performance
at the corresponding code lengths and decoder list sizes.
Embodiments performed after an order of a particular
sequence number in the sequence is changed on this basis
should also fall within the protection scope of this applica-
tion.

[0207] In a communication system, two communication
entities need to negotiate on whether to update code con-
struction information for channel encoding. A network
device and a terminal device are used as examples for
description below. However, this application is not limited
thereto, and may be alternatively applied to negotiation
between terminal devices.
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[0208] FIG. 6 is an example schematic flowchart of a
communication method according to this application.
[0209] S610: A network device sends information A to a
terminal device, to request capability information of the
terminal device.

[0210] Correspondingly, the terminal device obtains the
information A of the network device.

[0211] In some embodiments, the information A may be
sent when a radio resource control (RRC) connection
between the terminal device and the network device is
established.

[0212] S620: The terminal device sends the capability
information to the network device, where the capability
information is used to indicate whether the terminal device
supports an update of code construction information for
channel encoding and decoding information.

[0213] Correspondingly, the network device obtains the
capability information of the terminal device.

[0214] The capability information may include an
enhanced code construction information field. For example,
the field may be denoted as enhancedConstructionFlag. The
field may indicate “0” or “1”, or the field may indicate “true”
or “false”. For example, when the field indicates “1” or
“true”, it indicates that the terminal device supports an
update of code construction information; or when the field
indicates “0” or “false”, it indicates that the terminal device
does not support code construction information. However,
this application is not limited thereto.

[0215] In some embodiments, when the terminal device
indicates that an update of code construction information is
supported in S620, the network device determines, based on
the capability information, that the terminal device supports
an update of code construction information in S630. In this
case, the terminal device and the network device perform
S640: a code construction information update process.
[0216] For example, the terminal device and the network
device perform the process shown in FIG. 2. The terminal
device may be the first communication apparatus in FIG. 2,
and the network device may be the second communication
apparatus in FIG. 2. After the terminal device provides the
first parameter for the network device, the network device
determines the first code construction information corre-
sponding to the first parameter, and indicates the terminal
device to update code construction information to the first
code construction information. Alternatively, the terminal
device may be the second communication apparatus in FIG.
2, and the network device may be the first communication
apparatus in FIG. 2. After the network device provides the
first parameter for the terminal device, the terminal device
determines the first code construction information corre-
sponding to the first parameter, and indicates the network
device to update code construction information to the first
code construction information. However, this application is
not limited thereto.

[0217] As an example rather than a limitation, in this
application, the first parameter sent by the first communi-
cation apparatus to the second communication apparatus
may be referred to as a code construction information
parameter set, which may be denoted as ConstructionRelat-
edParameters. The first parameter ConstructionRelatedPar-
ameters may include the following elements:

[0218] a decoder list size, where a value of the decoder list
size is an integer and may be denoted as, for example,
ListNum INTEGER(1 . . . 100);
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[0219] a decoder list size distribution, used to indicate
probabilities of invoking different decoder list sizes, where
a value of the decoder list size distribution may be an integer
and may be denoted as, for example, ListNumFreq INTE-
GER(1 ... 100);

[0220] a quantity of iterations of a decoder, where a value
of the quantity of iterations is an integer and may be denoted
as, for example, IterationNum INTEGER(1 . . . 100);
[0221] a distribution of a quantity of iterations of a
decoder, where a value of the distribution is an integer and
may be denoted as, for example:

[0222] TIterationFreq INTEGER(1 . . . 100);

[0223] an encoding length set, where a value of the
encoding length set is an integer and may be denoted as, for
example, CodeLength INTEGER(1 . . . 100);

[0224] an encoding length distribution, used to indicate an
invocation probability corresponding to an encoding length,
where a value of the encoding length distribution may be an
integer and may be denoted as, for example, CodeLength-
Freq INTEGER(1 . . . 100);

[0225] an information bit length set, where a value of the
information bit length set is an integer and may be denoted
as, for example, InfolLength INTEGER(1 . . . 100);

[0226] an information bit length distribution, used to indi-
cate a probability of invoking an information bit length,
where a value of the information bit length distribution may
be an integer and may be denoted as, for example, Info-
LengthFreq INTEGER(1 . . . 100);

[0227] an SNR range of a decoder, where a value of the
range is an integer: SNRRegion INTEGER(1 . . . 100);
[0228] an SNR range distribution of a decoder, used to
indicate a probability that an SNR range of a decoder
appears, where a value of the SNR range distribution may be
an integer and may be denoted as, for example, SNRRe-
gionFreq INTEGER(1 . . . 100); and

[0229] a BLER of a decoding result, where a value of the
BLER may be an integer and may be denoted as, for
example, BLER INTEGER(1 . . . 100).

[0230] According to the foregoing solution, the two com-
munication entities determine, by exchanging information,
whether code construction information can be updated, so
that the two communication entities can reach an agreement
on a communication capability. Therefore, when code con-
struction information can be updated, the code construction
information is updated to improve communication reliabil-
ity.

[0231] When the first communication apparatus and the
second communication apparatus, for example, the terminal
device and the network device, perform channel encoding
by using updated code construction information, perfor-
mance of the code construction information may deteriorate
due to a change of a channel environment or the like. In this
case, the code construction information may be updated
again according to the foregoing process. In addition, this
application further proposes a code construction information
rollback mechanism.

[0232] FIG. 7 is another example schematic flowchart of
a communication method according to an embodiment of
this application.

[0233] S710: A network device sends information B to a
terminal device, where the information B is used to indicate
to use code construction information specified in a protocol.
[0234] Correspondingly, the terminal device obtains the
information B of the network device. The network device
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may send the information B to the terminal device when
determining that communication quality deteriorates after
updated first code construction information is used, or when
determining that channel encoding is to be performed by
using a first parameter different from that corresponding to
currently used first code construction information, to indi-
cate the terminal device to perform channel encoding and
decoding by using the code construction information speci-
fied in the protocol.

[0235] S720: The terminal device sends information C to
the network device, to confirm that the code construction
information specified in the protocol is to be used.

[0236] Correspondingly, the network device obtains the
information C of the terminal device. After obtaining the
information B of the network device, if the terminal device
determines to use the code construction information speci-
fied in the protocol, the terminal device sends the informa-
tion C to the network device.

[0237] S730: The terminal device and the network device
perform channel encoding and decoding by using the code
construction information specified in the protocol.

[0238] After the terminal device sends the information C,
correspondingly, after receiving the information C, the net-
work device confirms that the two communication entities
have reached an agreement on understanding, and the two
communication entities start to perform channel encoding
and decoding by using the code construction information
specified in the protocol.

[0239] It should be noted that the foregoing protocol may
be a communication standardization protocol. In addition, in
this embodiment, an example in which the network device
confirms that code construction information is changed to
the code construction information specified in the protocol is
used for description. Alternatively, in the method, the ter-
minal device may initiate a process of updating code con-
struction information. In some embodiments, the terminal
device sends information for requesting to perform channel
encoding by using the code construction information speci-
fied in the protocol. After receiving the information, the
network device determines whether to agree; and when
agreeing to performing an update to the code construction
information specified in the protocol, sends acknowledge-
ment information to the terminal device, to complete a
rollback to performing channel encoding and decoding by
using the code construction information specified in the
protocol.

[0240] According to the foregoing solution, when finding
that performance of code construction information deterio-
rates or a channel encoding parameter changes, a commu-
nication device supporting an update of code construction
information may change the code construction information
to the code construction information specified in the proto-
col through information exchange and negotiation, so that
communication performance is maintained at a correspond-
ing level, and communication reliability is improved.
[0241] It should be understood that sequence numbers of
the processes do not mean execution sequences in the
foregoing embodiments. The execution sequences of the
processes should be determined according to functions and
internal logic of the processes.

[0242] The foregoing describes in detail the methods
provided in embodiments of this application with reference
to FIG. 2 to FIG. 7. The following describes in detail
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apparatuses provided in embodiments of this application
with reference to FIG. 8 to FIG. 10.

[0243] FIG. 8 is a schematic block diagram of a commu-
nication apparatus according to an embodiment of this
application. As shown in FIG. 8, the communication appa-
ratus 800 may include a processing unit 810 and a trans-
ceiver unit 820.

[0244] In some embodiments, the communication appara-
tus 800 may correspond to the first communication appara-
tus in the foregoing method embodiments. The first com-
munication apparatus may be a terminal device or a chip
configured in a terminal device, or the first communication
apparatus may be a network device or a chip configured in
a network device.

[0245] It should be understood that the communication
apparatus 800 may correspond to the first communication
apparatus in the method 200 according to an embodiment of
this application, and the communication apparatus 800 may
include units configured to perform the method performed
by the first communication apparatus in the method 200 in
FIG. 2. In addition, the units in the communication apparatus
800 and the foregoing other operations and/or functions are
separately used to implement corresponding processes of the
method 200 in FIG. 2.

[0246] When the communication apparatus 800 is config-
ured to perform the method 200 in FIG. 2, the transceiver
unit 820 may be configured to perform S210 and S230 in the
method 200. When the communication apparatus 800 is
configured to perform the method 300 in FIG. 2, the trans-
ceiver unit 820 may be configured to perform S320 in the
method 600, and the processing unit 810 may be configured
to perform S310 in the method 300. It should be understood
that a process in which the units perform the foregoing
corresponding operations has been described in detail in the
foregoing method embodiments. For brevity, details are not
described herein again.

[0247] In some embodiments, the communication appara-
tus 800 may correspond to the second communication
apparatus in the foregoing method embodiments. The sec-
ond communication apparatus may be a terminal device or
a chip configured in a terminal device, or the second
communication apparatus may be a network device or a chip
configured in a network device.

[0248] It should be understood that the communication
apparatus 800 may correspond to the second communication
apparatus in the method 200 according to an embodiment of
this application, and the communication apparatus 800 may
include units configured to perform the method performed
by the second communication apparatus in the method 200
in FIG. 2. In addition, the units in the communication
apparatus 800 and the foregoing other operations and/or
functions are separately used to implement corresponding
processes of the method 200 in FIG. 2.

[0249] When the communication apparatus 800 is config-
ured to perform the method 200 in FIG. 2, the transceiver
unit 820 may be configured to perform S210 and S230 in the
method 200, and the processing unit 810 may be configured
to perform S220 in the method 200. It should be understood
that a process in which the units perform the foregoing
corresponding operations has been described in detail in the
foregoing method embodiments. For brevity, details are not
described herein again.

[0250] In some embodiments, the communication appara-
tus 800 may correspond to the terminal device in the
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foregoing method embodiments. For example, the commu-
nication apparatus 800 may be the terminal device or a chip
configured in the terminal device.

[0251] It should be understood that the communication
apparatus 800 may correspond to the terminal device in the
methods 600 and 700 according to embodiments of this
application, and the communication apparatus 800 may
include units configured to perform the methods performed
by the terminal device in the methods 600 and 700 in FIG.
6 and FIG. 7. In addition, the units in the communication
apparatus 800 and the foregoing other operations and/or
functions are separately used to implement corresponding
processes of the methods 600 and 700 in FIG. 6 and FIG. 7.

[0252] When the communication apparatus 800 is config-
ured to perform the method 600 in FIG. 6, the transceiver
unit 820 may be configured to perform S610, S620, and
S640 in the method 600, and the processing unit 810 may be
configured to perform S640 in the method 600. When the
communication apparatus 800 is configured to perform the
method 700 in FIG. 7, the transceiver unit 820 may be
configured to perform S710, S720, and 730 in the method
700, and the processing unit 810 may be configured to
perform S730 in the method 300. It should be understood
that a process in which the units perform the foregoing
corresponding operations has been described in detail in the
foregoing method embodiments. For brevity, details are not
described herein again.

[0253] It should be further understood that, when the
communication apparatus 800 is a terminal device, the
transceiver unit 820 in the communication apparatus 800
may correspond to a transceiver 920 in a terminal device 900
shown in FIG. 9, and the processing unit 810 in the com-
munication apparatus 800 may correspond to a processor
910 in the terminal device 900 shown in FIG. 9.

[0254] It should be further understood that, when the
communication apparatus 800 is a terminal device, the
transceiver unit 820 in the communication apparatus 800
may be implemented by using a communication interface
(for example, a transceiver or an input/output interface), for
example, the transceiver unit 820 may correspond to the
transceiver 920 in the terminal device 900 shown in FIG. 9;
and the processing unit 810 in the communication apparatus
800 may be implemented by using at least one processor, for
example, the processing unit 810 may correspond to the
processor 910 in the terminal device 900 shown in FIG. 9;
or the processing unit 810 in the communication apparatus
800 may be implemented by using at least one logic circuit.
[0255] In some embodiments, the communication appara-
tus 800 may further include the processing unit 810. The
processing unit 810 may be configured to process instruc-
tions or data, to implement a corresponding operation.
[0256] In some embodiments, the communication appara-
tus 800 may further include a storage unit. The storage unit
may be configured to store instructions or data. The pro-
cessing unit may invoke the instructions or the data stored in
the storage unit, to implement a corresponding operation.
[0257] It should be understood that a process in which the
units perform the foregoing corresponding operations has
been described in detail in the foregoing method embodi-
ments. For brevity, details are not described herein again.
[0258] In some embodiments, the communication appara-
tus 800 may correspond to the network device in the
foregoing method embodiments. For example, the commu-



US 2023/0123083 Al

nication apparatus 800 may be the network device or a chip
configured in the network device.

[0259] It should be understood that the communication
apparatus 800 may correspond to the network device in the
methods 600 and 700 according to embodiments of this
application, and the communication apparatus 800 may
include units configured to perform the methods performed
by the network device in the methods 600 and 700 in FIG.
6 and FIG. 7. In addition, the units in the communication
apparatus 800 and the foregoing other operations and/or
functions are separately used to implement corresponding
processes of the methods 600 and 700 in FIG. 6 and FIG. 7.
[0260] When the communication apparatus 800 is config-
ured to perform the method 600 in FIG. 6, the transceiver
unit 820 may be configured to perform S610, S620, and
S640 in the method 600, and the processing unit 810 may be
configured to perform S630 and S640 in the method 600.
When the communication apparatus 800 is configured to
perform the method 700 in FIG. 7, the transceiver unit 820
may be configured to perform S710, S720, and S730 in the
method 700, and the processing unit 810 may be configured
to perform S730 in the method 700. It should be understood
that a process in which the units perform the foregoing
corresponding operations has been described in detail in the
foregoing method embodiments. For brevity, details are not
described herein again.

[0261] It should be further understood that, when the
communication apparatus 800 is a network device, the
transceiver unit in the communication apparatus 800 may
correspond to a transceiver 1010 in a network device 1000
shown in FIG. 10, and the processing unit 810 in the
communication apparatus 800 may correspond to a proces-
sor 1022 in the network device 1000 shown in FIG. 10.
[0262] In some embodiments, the communication appara-
tus 800 may further include the processing unit 810. The
processing unit 810 may be configured to process instruc-
tions or data, to implement a corresponding operation.
[0263] In some embodiments, the communication appara-
tus 800 may further include a storage unit. The storage unit
may be configured to store instructions or data. The pro-
cessing unit may invoke the instructions or the data stored in
the storage unit, to implement a corresponding operation.
[0264] It should be understood that a process in which the
units perform the foregoing corresponding operations has
been described in detail in the foregoing method embodi-
ments. For brevity, details are not described herein again.
[0265] It should be further understood that, when the
communication apparatus 800 is a network device, the
transceiver unit 820 in the communication apparatus 800
may be implemented by using a communication interface
(for example, a transceiver or an input/output interface), for
example, the transceiver unit 820 may correspond to the
transceiver 1010 in the network device 1000 shown in FIG.
10; and the processing unit 810 in the communication
apparatus 800 may be implemented by using at least one
processor, for example, the processing unit 810 may corre-
spond to the processor 1022 in the network device 1000
shown in FIG. 10; or the processing unit 810 in the com-
munication apparatus 800 may be implemented by using at
least one logic circuit.

[0266] FIG. 9 is a schematic diagram of a structure of a
terminal device 900 according to an embodiment of this
application. The terminal device 900 may be used in the
system shown in FIG. 1, to perform the functions of the
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terminal device in the foregoing method embodiments. As
shown in the figure, the terminal device 900 includes a
processor 910 and a transceiver 920. In some embodiments,
the terminal device 900 further includes a memory 930. The
processor 910, the transceiver 920, and the memory 930 may
communicate with each other through an internal connection
path, and transfer a control signal and/or a data signal. The
memory 930 is configured to store a computer program, and
the processor 910 is configured to invoke the computer
program from the memory 930 and run the computer pro-
gram, to control the transceiver 920 to transmit or receive a
signal. In some embodiments, the terminal device 900 may
further include an antenna 940, configured to send, by using
a radio signal, uplink data or uplink control signaling output
by the transceiver 920.

[0267] The processor 910 and the memory 930 may be
combined into one processing apparatus, and the processor
910 is configured to execute program code stored in the
memory 930 to implement the foregoing functions. In some
embodiments, the memory 930 may be alternatively inte-
grated in the processor 910, or may be independent of the
processor 910. The processor 910 may correspond to the
processing unit in FIG. 8.

[0268] The transceiver 920 may correspond to the trans-
ceiver unit in FIG. 8. The transceiver 920 may include a
receiver (or referred to as a receiver machine or a receiver
circuit) and a transmitter (or referred to as a transmitter
machine or a transmitter circuit). The receiver is configured
to receive a signal, and the transmitter is configured to
transmit a signal.

[0269] It should be understood that the terminal device
900 shown in FIG. 9 can implement the processes related to
the terminal device in the method embodiments shown in
FIG. 2, FIG. 6, and FIG. 7. The operations and/or the
functions of the modules in the terminal device 900 are
separately used to implement corresponding processes in the
foregoing method embodiments. For details, refer to the
descriptions in the foregoing method embodiments. To avoid
repetition, detailed descriptions are appropriately omitted
herein.

[0270] The processor 910 may be configured to perform
an action that is implemented inside the terminal device and
that is described in the foregoing method embodiments. The
transceiver 920 may be configured to perform a sending
action by the terminal device for the network device or a
receiving operation from the network device in the forego-
ing method embodiments. For details, refer to the descrip-
tions in the foregoing method embodiments. Details are not
described herein again.

[0271] In some embodiments, the terminal device 900
may further include a power supply 950, configured to
supply power to various devices or circuits in the terminal
device.

[0272] In addition, to improve functions of the terminal
device, the terminal device 900 may further include one or
more of an input unit 960, a display unit 970, an audio circuit
980, a camera 990, a sensor 901, and the like. The audio
circuit may further include a speaker 982, a microphone 984,
and the like.

[0273] FIG. 10 is a schematic diagram of a structure of a
network device according to an embodiment of this appli-
cation, for example, a schematic diagram of a related struc-
ture of the network device.
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[0274] It should be understood that the network device
1000 shown in FIG. 10 can implement the processes related
to the network device in the method embodiments shown in
FIG. 2, FIG. 6, and FIG. 7. The operations and/or the
functions of the modules in the network device 1000 are
separately used to implement corresponding processes in the
foregoing method embodiments. For details, refer to the
descriptions in the foregoing method embodiments. To avoid
repetition, detailed descriptions are appropriately omitted
herein.

[0275] It should be understood that the network device
1000 shown in FIG. 10 is merely a possible architecture of
the network device, and should not constitute any limitation
on this application. The methods provided in this application
are applicable to a network device with another architecture,
for example, a network device including a CU, a DU, and an
AAU.

[0276] An embodiment of this application further provides
a processing apparatus, including a logic circuit and a
communication interface. The communication interface is
configured to receive a signal input to the processing appa-
ratus, or output a processed signal from the chip. The logic
circuit processes the signal input to the chip and generates
the processed signal according to the method in any one of
the foregoing method embodiments.

[0277] It should be understood that the processing appa-
ratus may be one or more chips. For example, the processing
apparatus may be a field programmable gate array (FPGA),
an application-specific integrated chip (ASIC), a system on
chip (SoC), a central processing unit (CPU), a network
processor (NP), a digital signal processor (DSP), a micro
controller unit (MCU), a programmable controller (PLD), or
another integrated chip.

[0278] In some embodiments, operations in the foregoing
methods can be implemented by using a hardware integrated
logical circuit in the processor, or by using instructions in a
form of software. The operations of the method disclosed
with reference to embodiments of this application may be
directly performed by a hardware processor, or may be
performed by using a combination of hardware in the
processor and a software module. A software module may be
located in a mature storage medium in the art, such as a
random access memory, a flash memory, a read-only
memory, a programmable read-only memory, an electrically
erasable programmable memory, or a register. The storage
medium is located in the memory, and a processor reads
information in the memory and completes the operations in
the foregoing methods in combination with hardware of the
processor. To avoid repetition, details are not described
herein again.

[0279] It should be noted that, the processor in embodi-
ments of this application may be an integrated circuit chip,
and has a signal processing capability. Operations in the
foregoing method embodiments can be implemented by
using a hardware integrated logical circuit in the processor,
or by using instructions in a form of software. The processor
may be a general purpose processor, a digital signal proces-
sor (DSP), an application specific integrated circuit (ASIC),
a field programmable gate array (FPGA) or another pro-
grammable logic device, a discrete gate or a transistor logic
device, or a discrete hardware component. It may implement
or perform the methods, the operations, and logical block
diagrams that are disclosed in embodiments of this applica-
tion. The general-purpose processor may be a microproces-
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sor, or the processor may be any conventional processor or
the like. Operations of the methods disclosed with reference
to embodiments of this application may be directly executed
and accomplished by means of a hardware decoding pro-
cessor, or may be executed and accomplished by using a
combination of hardware and software modules in the
decoding processor. A software module may be located in a
mature storage medium in the art, such as a random access
memory, a flash memory, a read-only memory, a program-
mable read-only memory, an electrically erasable program-
mable memory, or a register. The storage medium is located
in the memory, and a processor reads information in the
memory and completes the operations in the foregoing
methods in combination with hardware of the processor.

[0280] It may be understood that the memory in this
embodiment of this application may be a volatile memory or
anonvolatile memory, or may include a volatile memory and
a nonvolatile memory. The nonvolatile memory may be a
read-only memory (ROM), a programmable read-only
memory (PROM), an erasable programmable read-only
memory (EPROM), an electrically erasable programmable
read-only memory (EEPROM), or a flash memory. The
volatile memory may be a random access memory (RAM),
used as an external cache. Through example but not limi-
tative description, many forms of RAMs may be used, for
example, a static random access memory (SRAM), a
dynamic random access memory (DRAM), a synchronous
dynamic random access memory (SDRAM), a double data
rate synchronous dynamic random access memory (DDR
SDRAM), an enhanced synchronous dynamic random
access memory (ESDRAM), a synchronous link dynamic
random access memory (SLDRAM), and a direct rambus
dynamic random access memory (DR RAM). It should be
noted that the memory of the systems and methods described
in this specification includes but is not limited to these and
any memory of another proper type.

[0281] According to the methods provided in embodi-
ments of this application, this application further provides a
computer program product. The computer program product
includes computer program code. When the computer pro-
gram code is run on a computer, the computer is enabled to
perform the methods in the embodiments shown in FIG. 2,
FIG. 6, and FIG. 7.

[0282] According to the methods provided in embodi-
ments of this application, this application further provides a
computer-readable medium. The computer-readable
medium stores program code. When the program code is run
on a computer, the computer is enabled to perform the
methods in the embodiments shown in FIG. 2, FIG. 6, and
FIG. 7.

[0283] According to the method provided in embodiments
of this application, this application further provides a sys-
tem. The system includes the foregoing one or more terminal
devices and the foregoing one or more network devices.

[0284] The network device and the terminal device in the
apparatus embodiments exactly correspond to the network
device or the terminal device in the method embodiments,
and corresponding modules or units perform corresponding
operations. For example, a communication unit (a trans-
ceiver) performs a sending or receiving operation in the
method embodiments, and operations other than sending and
receiving may be performed by a processing unit (a proces-
sor).
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[0285] All or some of the foregoing embodiments may be
implemented by using software, hardware, firmware, or any
combination thereof. When software is used to implement
the embodiments, all or a part of the embodiments may be
implemented in a form of a computer program product. The
computer program product includes one or more computer
instructions. When the computer instructions are loaded and
executed on the computer, the procedure or functions
according to the embodiments of this application are all or
partially generated. The computer may be a general-purpose
computer, a dedicated computer, a computer network, or
other programmable apparatuses. The computer instructions
may be stored in a computer-readable storage medium or
may be transmitted from one computer-readable storage
medium to another computer-readable storage medium. For
example, the computer instructions may be transmitted from
a website, computer, server, or data center to another web-
site, computer, server, or data center in a wired (for example,
a coaxial cable, an optical fiber, or a digital subscriber line
(DSL) or wireless (for example, infrared, radio, or micro-
wave) manner. The computer-readable storage medium may
be any usable medium accessible by the computer, or a data
storage device, for example, a server or a data center,
integrating one or more usable media. The usable medium
may be a magnetic medium (for example, a floppy disk, a
hard disk drive, or a magnetic tape), an optical medium (for
example, a high-density digital video disc (DVD)), a semi-
conductor medium (for example, a solid-state drive (SSD)),
or the like.

[0286] The network device and the terminal device in the
apparatus embodiments exactly correspond to the network
device or the terminal device in the method embodiments,
and corresponding modules or units perform corresponding
operations. For example, a communication unit (a trans-
ceiver) performs a sending or receiving operation in the
method embodiments, and operations other than sending and
receiving may be performed by a processing unit (a proces-
sor).

[0287] Terminologies such as “component”, “module”,
and “system” used in this specification are used to indicate
computer-related entities, hardware, firmware, combinations
of hardware and software, software, or software being
executed. For example, a component may be, but is not
limited to, a process that runs on a processor, a processor, an
object, an executable file, an execution thread, a program,
and/or a computer. As illustrated by using figures, both a
computing device and an application that runs on the com-
puting device may be components. One or more components
may reside within a process and/or a thread of execution,
and a component may be located on one computer and/or
distributed between two or more computers. In addition,
these components may be executed from various computer-
readable media that store various data structures. For
example, the components may communicate by using a local
and/or remote process and based on, for example, a signal
having one or more data packets (for example, data from two
components interacting with another component in a local
system, a distributed system, and/or across a network such
as the Internet interacting with other systems by using the
signal).

[0288] A person of ordinary skill in the art may be aware
that, in combination with the examples described in embodi-
ments disclosed in this specification, units and algorithm
operations may be implemented by electronic hardware or a

Apr. 20, 2023

combination of computer software and electronic hardware.
Whether the functions are performed by hardware or soft-
ware depends on particular applications and design con-
straint conditions of the technical solutions. A person skilled
in the art may use different methods to implement the
described functions for each particular application, but it
should not be considered that the implementation goes
beyond the scope of this application.

[0289] It may be clearly understood by a person skilled in
the art that, for the purpose of convenient and brief descrip-
tion, for a detailed working process of the foregoing system,
apparatus, and unit, refer to a corresponding process in the
foregoing method embodiments, and details are not
described herein again.

[0290] In the several embodiments provided in this appli-
cation, it should be understood that the disclosed system,
apparatus, and method may be implemented in other man-
ners. For example, the described apparatus embodiment is
merely an example. For example, division into the units is
merely logical function division and may be other division
in actual implementation. For example, a plurality of units or
components may be combined or integrated into another
system, or some features may be ignored or not performed.
In addition, the displayed or discussed mutual couplings or
direct couplings or communication connections may be
implemented by using some interfaces. The indirect cou-
plings or communication connections between the appara-
tuses or units may be implemented in electronic, mechani-
cal, or other forms.

[0291] The units described as separate parts may or may
not be physically separate, and parts displayed as units may
or may not be physical units, may be located in one position,
or may be distributed on a plurality of network units. Some
or all of the units may be selected based on actual require-
ments to achieve the objectives of the solutions of the
embodiments.

[0292] In addition, function units in embodiments of this
application may be integrated into one processing unit, or
each of the units may exist alone physically, or two or more
units are integrated into one unit.

[0293] In the foregoing embodiments, all or some of the
functions of the function units may be implemented by using
software, hardware, firmware, or any combination thereof.
When software is used to implement the embodiments, all or
a part of the embodiments may be implemented in a form of
a computer program product. The computer program prod-
uct includes one or more computer instructions (programs).
When the computer program instructions (programs) are
loaded and executed on the computer, the procedure or
functions according to embodiments of this application are
all or partially generated. The computer may be a general-
purpose computer, a dedicated computer, a computer net-
work, or other programmable apparatuses. The computer
instructions may be stored in a computer-readable storage
medium or may be transmitted from a computer-readable
storage medium to another computer-readable storage
medium. For example, the computer instructions may be
transmitted from a website, computer, server, or data center
to another website, computer, server, or data center in a
wired (for example, a coaxial cable, an optical fiber, or a
digital subscriber line (DSL)) or wireless (for example,
infrared, radio, or microwave) manner. The computer-read-
able storage medium may be any usable medium accessible
by the computer, or a data storage device, for example, a
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server or a data center, integrating one or more usable media.
The usable medium may be a magnetic medium (for
example, a floppy disk, a hard disk, or a magnetic tape), an
optical medium (for example, a DVD), a semiconductor
medium (for example, a solid-state drive (SSD)), or the like.

[0294] When the functions are implemented in the form of
a software functional unit and sold or used as an independent
product, the functions may be stored in a computer-readable
storage medium. Based on such an understanding, the tech-
nical solutions of this application essentially, or the part
contributing to the conventional technology, or some of the
technical solutions may be implemented in a form of a
software product. The computer software product is stored
in a storage medium, and includes several instructions to
enable a computer device (which may be a personal com-
puter, a server, a network device, or the like) to perform all
or some of the operations of the method described in
embodiments of this application. The foregoing storage
medium includes any medium that can store program code,
such as a USB flash drive, a removable hard disk, a
read-only memory (ROM), a random access memory
(RAM), a magnetic disk, or an optical disc.

[0295] The foregoing descriptions are merely embodi-
ments of this application, but are not intended to limit the
protection scope of this application. Any variation or
replacement readily figured out by a person skilled in the art
within the technical scope disclosed in this application shall
fall within the protection scope of this application. There-
fore, the protection scope of this application shall be subject
to the protection scope of the claims.

What is claimed is:
1. A communication method, comprising:

sending, by a first communication apparatus, a first
parameter to a second communication apparatus,
wherein the first parameter comprises a parameter
related to channel encoding and decoding and a rein-
forcement learning training parameter; and

obtaining, by the first communication apparatus, first code

construction information of the second communication
apparatus, wherein the first code construction informa-
tion corresponds to the first parameter, and the first
code construction information is used to construct a
coded bit based on an information bit during channel
encoding.

2. The method according to claim 1, wherein the first code
construction information is a polar channel reliability sorting
sequence of a polar code or a base matrix of low-density
parity-check code LDPC.

3. The method according to claim 1, wherein the first code
construction information is obtained by using a reinforce-
ment learning method.

4. The method according to claim 3, wherein before
obtaining, by the first communication apparatus, the first
code construction information, the method further com-
prises:

obtaining, by the first communication apparatus, explo-

ration code construction information of the second
communication apparatus, wherein the exploration
code construction information corresponds to the first
parameter,

assessing, by the first communication apparatus, perfor-
mance of the exploration code construction informa-
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tion, and generating performance information of the
exploration code construction information based on the
first parameter; and

sending, by the first communication apparatus, the per-
formance information of the exploration code construc-
tion information to the second communication appara-
tus.

5. The method according to claim 1, wherein the method

further comprises:

sending, by the first communication apparatus, capability
information to the second communication apparatus,
wherein the capability information is used to indicate
whether the first communication apparatus supports an
update of code construction information.

6. The method according to claim 1, wherein the channel
encoding is channel encoding for one or more of the
following communication information:

uplink data, downlink data, uplink control information,
downlink control information, sidelink data, or sidelink
control information.

7. The method according to claim 1, wherein the param-
eter related to channel encoding and decoding comprises one
or more of the following:

channel state information (CSI), precoding matrix infor-
mation (PMI), an encoding length, an information bit
length, a code rate, or a modulation order.

8. The method according to claim 1, wherein the rein-
forcement learning training parameter comprises one or
more of:

a modulation order distribution, an encoding length dis-
tribution, a code rate distribution, an information bit
length distribution, a codec parameter, a channel fea-
ture parameter, or a decoding result.

9. A communication apparatus, comprising:

a processor, configured to determine a first parameter,
wherein the first parameter comprises a parameter
related to channel encoding and decoding and a rein-
forcement learning training parameter; and

a transceiver, configured to send the first parameter to a
second communication apparatus, wherein

the transceiver is further configured to obtain first code
construction information of the second communication
apparatus, wherein the first code construction informa-
tion corresponds to the first parameter, and the first
code construction information is used to construct a
coded bit based on an information bit during channel
encoding.

10. The apparatus according to claim 9, wherein the first
code construction information is a polar channel reliability
sorting sequence of a polar code or a base matrix of
low-density parity-check code (LDPC).

11. The apparatus according to claim 9, wherein the first
code construction information is obtained by using a rein-
forcement learning method.

12. The apparatus according to claim 9, wherein before
the transceiver obtains the first code construction informa-
tion, the transceiver is further configured to obtain explora-
tion code construction information of the second commu-
nication apparatus, wherein the exploration code
construction information corresponds to the first parameter;

the processor is further configured to assess performance
of the exploration code construction information, and
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generate performance information of the exploration
code construction information based on the first param-
eter; and

the transceiver is further configured to send the perfor-
mance information of the exploration code construction
information to the second communication apparatus.

13. The apparatus according to claim 9, wherein

the transceiver is further configured to send capability
information to the second communication apparatus,
wherein the capability information is used to indicate
whether an update of code construction information is
supported.

14. The apparatus according to claim 9, wherein the
channel encoding is channel encoding for one or more of the
following communication information:

uplink data, downlink data, uplink control information,
downlink control information, sidelink data, or sidelink
control information.

15. The apparatus according to claim 9, wherein the
parameter related to channel encoding and decoding com-
prises one or more of the following:

channel state information (CSI), precoding matrix infor-
mation (PMI), an encoding length, an information bit
length, a code rate, or a modulation order.

16. The apparatus according to claim 9, wherein the
reinforcement learning training parameter comprises one or
more of:

a modulation order distribution, an encoding length dis-
tribution, a code rate distribution, an information bit
length distribution, a codec parameter, a channel fea-
ture parameter, or a decoding result.

17. A communication apparatus, comprising:

a transceiver, configured to obtain a first parameter of a
first communication apparatus, wherein the first param-
eter comprises a parameter related to channel encoding
and decoding and a reinforcement learning training
parameter; and
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a processor, configured to determine first code construc-
tion information based on the first parameter, wherein
the first code construction information is used to con-
struct a coded bit sequence based on an information bit
sequence during channel encoding, wherein

the transceiver is further configured to send the first code
construction information to the first communication
apparatus.

18. The apparatus according to claim 17, wherein the first
code construction information is a polar channel reliability
sorting sequence of a polar code or a base matrix of
low-density parity-check code (LDPC).

19. The apparatus according to claim 17, wherein

the processor is further configured to generate exploration
code construction information based on the first param-
eter;

the transceiver or the processor is further configured to
obtain performance information of the exploration code
construction information;

the processor is further configured to train a code con-
struction information generation model by using the
performance information as a reward; and

the processor generates the first code construction infor-
mation by using a trained code construction informa-
tion generation model.

20. The apparatus according to claim 19, wherein the
processor is further configured to obtain performance infor-
mation of the exploration code construction information
comprises:

the processor is configured to assess performance of the
exploration code construction information, and gener-
ate performance information of the exploration code
construction information based on the first parameter.

#* #* #* #* #*



