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(57) ABSTRACT 

According to one embodiment, a video distribution server 
includes an SSD, a counter, a determination unit, an output 
unit, and a first and second distribution controller. The first 
distribution controller, when target content data of a request 
belongs to a preferential data, reads the target content data 
from the SSD. The first distribution controller buffers the read 
target content data in a first storage area included in the output 
unit, and distributes the buffered target content data to a 
request source. The first distribution controller caches the 
read target content data in a second storage area included in 
the output unit. When the first distribution controller receives 
a request for the target content data after the caching of the 
target content data, the first distribution controller distributes 
the cached target content data to a request source. 
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VIDEO DISTRIBUTION SERVER AND VIDEO 
DISTRIBUTION METHOD 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is based upon and claims the ben 
efit of priority from prior Japanese Patent Application No. 
2012-058483, filed Mar. 15, 2012, the entire contents of 
which are incorporated herein by reference. 

FIELD 

0002 Embodiments described herein relate generally to a 
video distribution server for saving data in a Solid State Drive 
(SSD), and a video distribution method to be used in this 
video distribution server. 

BACKGROUND 

0003) A video distribution server has a function of distrib 
uting content data saved in an internal storage to a large 
number of users at the same time. To simultaneously distrib 
ute content data to a number of users, the video distribution 
server is required to rapidly read content data. Therefore, the 
video distribution server includes a plurality of SSDs in the 
storage, and reads content data in parallel from the plurality of 
SSDs by using a RAID method. Note that the SSD requires 
neither a time for moving a read device on a disk nor a time 
necessary for an area recording desired data to rotate to the 
read device, and hence is capable ofread and write faster than 
a Hard Disk Drive (HDD). Also, to simultaneously distribute 
content data to a number of users, the video distribution server 
performs network processing for distribution by hardware 
based protocol processing by using a Field Programmable 
Gate Array (FPGA). 
0004. The video distribution server has the problem that 
when a read request is issued immediately after a content data 
write process is requested for an SSD, a delay occurs in the 
read process. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0005 FIG. 1 is a block diagram showing the functional 
configuration of a network system to which a video distribu 
tion server according to the first embodiment is connected. 
0006 FIG. 2 is a block diagram showing the functional 
arrangement of the video distribution server shown in FIG.1. 
0007 FIG. 3 is a block diagram showing the functional 
arrangement of a main controller shown in FIG. 2. 
0008 FIG. 4 is a flowchart showing an operation when the 
main controller shown in FIG. 2 distributes content data to a 
communication terminal. 
0009 FIG. 5 is a schematic view showing a case in which 
content data having content ID: No. 05 is stored in a second 
storage area shown in FIG. 2. 
0010 FIG. 6 is a view showing an example of the corre 
spondence between content IDs and counter values. 
0011 FIG. 7 is a block diagram showing the functional 
arrangement of a main controller of a data distribution server 
according to the second embodiment. 
0012 FIG. 8 is a flowchart showing an operation to be 
performed by the main controller shown in FIG. 7 in response 
to a distribution request. 
0013 FIG. 9 is a view showing an example of a change in 
number of distribution requests with time with respect to 
predetermined content data. 
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0014 FIG. 10 is a flowchart showing an operation by 
which the main controller shown in FIG. 7 switches storage 
areas which output partial content data. 
0015 FIG. 11 is a flowchart showing an operation by 
which the main controller shown in FIG. 7 caches partial 
content data in a second storage area. 
0016 FIG. 12 is a view showing examples of the partial 
content data to be cached in the second storage area by the 
main controller shown in FIG. 7. 

DETAILED DESCRIPTION 

0017. In general, according to one embodiment, a video 
distribution server includes an SSD, a counter, a determina 
tion unit, an output unit, and a first and second distribution 
controller. A plurality of content data are written in the SSD. 
The counter, when distribution of one of the plurality of 
content data written in the SSD is requested, increments a 
counter value of the content data for which distribution is 
requested. The determination unit determines whether the 
requested content data belongs to preferential data having 
ordinal numbers preset in descending order of counter value, 
by comparing counter values of the individual content data. 
The output unit includes a first storage area which buffers 
content data read from the SSD and a second storage area 
which caches content data read from the SSD. The output unit 
distributes one of content data buffered in the first storage area 
and content data cached in the second storage area. The first 
distribution controller receives a first distribution request. 
The first distribution controller, when first target content data 
as a target of the first distribution request belongs to the 
preferential data, reads the first target content data from the 
SSD. The first distribution controller buffers the read first 
target content data in the first storage area. The first distribu 
tion controller caches the read first target content data in the 
second storage area. The first distribution controller distrib 
utes the buffered first target content data to a request source of 
the first distribution request. The second distribution control 
ler receives a second distribution request. The second distri 
bution controller, when second target content data as a target 
of the second distribution request does not belong to the 
preferential data, reads the second target content data from 
the SSD in accordance with the second distribution request. 
The second distribution controller buffers the read second 
target content data in the first storage area. The second distri 
bution controller distributes the second target content data to 
a request source of the second distribution request. When the 
first distribution controller receives a third distribution 
request for the first target content data after the first target 
content data is cached in the second storage area, the first 
distribution controller distributes the cached first target con 
tent data in the second storage area to a request Source of the 
third distribution request. 
(0018 Embodiments will be explained below with refer 
ence to the accompanying drawings. 

First Embodiment 

0019 FIG. 1 is a block diagram showing the functional 
configuration of a network system to which a video distribu 
tion server 10 according to the first embodiment is connected. 
The network system includes the video distribution server 10, 
an operation terminal 20, and a plurality of communication 
terminals 30 such as a PC, smartphone, cell phone, Set-Top 
Box (STB), and IPTV. The video distribution server 10 is 
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connected to the operation terminal 20 via, e.g., a LAN cable. 
The video distribution server 10 is also connected to the 
communication terminals 30 across the network. 

0020. In accordance with a distribution request supplied 
from the communication terminal 30, the video distribution 
server 10 distributes a content recorded in it to the commu 
nication terminal 30 by, e.g., a pre-downloading method or 
streaming method. Note that content distribution is per 
formed using various distribution protocols such as an HTTP 
distribution protocol. 
0021. In accordance with a write request supplied from the 
operation terminal 20, the video distribution server 10 records 
a new content Supplied from the operation terminal 20. Also, 
in accordance with a write request Supplied from the opera 
tion terminal 20, the video distribution server 10 replaces the 
already recorded content with the new content supplied from 
the operation terminal 20. 
0022 FIG. 2 is a block diagram showing the functional 
arrangement of the video distribution server 10 according to 
the first embodiment. The video distribution server 10 shown 
in FIG. 2 includes a request accepting unit 11, an interface 
unit 12, a RAID interface 13, Solid State Drives (SSDs) 14-1 
to 14-n, a RAID controller 15, an output unit 16, and a main 
controller 17. The request accepting unit 11, interface unit 12, 
RAID interface 13, RAID controller 15, output unit 16, and 
main controller 17 are connected by a bus. 
0023 The request accepting unit 11 accepts a distribution 
request transmitted across the network from the communica 
tion terminal 30. The request accepting unit 11 outputs the 
accepted distribution request to the main controller 17. 
0024. The interface unit 12 receives a write request Sup 
plied from the operation terminal 20, and content data Sup 
plied from the operation terminal 20. The interface unit 12 
outputs the received write request to the main controller 17, 
and the content data to the RAID controller 15. 

0025. The RAID interface 13 is an interface between the 
bus and SSDs 14-1 to 14-in. Signals transmitted through the 
bus are supplied to the SSDs 14-1 to 14-in via the RAID 
interface 13. Signals output from the SSDs 14-1 to 14-in are 
supplied to the bus via the RAID interface 13. 
0026. The RAID controller 15 performs data write using 
the RAID method on the SSDs 14-1 to 14-in in accordance 
with a write request supplied from the main controller 17. 
That is, in accordance with a write request Supplied from the 
main controller 17, the RAID controller 15 divides content 
data supplied from the interface unit 12 into predetermined 
Volumes, and forms redundancy data for restoring the divided 
data. The RAID controller 15 stores the divided data and 
redundancy data in the SSDs 14-1 to 14-n. 
0027. Also, the RAID controller 15 performs data read 
using the RAID method on the SSDs 14-1 to 14-n in accor 
dance with a read request Supplied from the main controller 
17. That is, in accordance with a read request supplied from 
the main controller 17, the RAID controller 15 reads the 
divided data and redundancy data recorded in the SSDs 14-1 
to 14-in. The RAID controller 15 restores abnormal data or 
missing data from the read divided data and redundancy data. 
The RAID controller 15 forms the original content data from 
the read divided data and the restored data. The RAID con 
troller 15 outputs the formed content data to the output unit 
16. 

0028. When a read request to which management infor 
mation (to be described later) is added is supplied from the 
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main controller 17, the RAID controller 15 outputs content 
data within a range designated by the management informa 
tion to the output unit 16. 
0029. Each of the SSDs 14-1 to 14-in includes a storage 
medium. In accordance with write control from the RAID 
controller 15, the SSDs 14-1 to 14-in write the divided data 
and redundancy data supplied from the RAID controller 15 in 
the storage media in parallel. The divided data and redun 
dancy data recorded in the SSDs 14-1 to 14-n have a striping 
structure. Also, in accordance with read control from the 
RAID controller 15, the SSDs 14-1 to 14-in read the divided 
data and redundancy data written in the storage media in 
parallel. Note that this embodiment will be explained by 
taking a case in which a plurality of content data are recorded 
in the SSDs 14-1 to 14-in as an example. 
0030 The output unit 16 includes a Media Access Con 
troller (MAC) 161, first storage area 162, and second storage 
area 163. 
0031. The first storage area 162 is formed by, e.g., an 
SDRAM. In accordance with a buffer instruction given by the 
main controller 17, the first storage area 162 holds content 
data supplied from the RAID controller 15 in a ring buffer for 
each session established in accordance with a distribution 
request. The buffer instruction in this embodiment is an 
instruction which causes the first storage area 162 to hold 
content data. The first storage area 162 outputs the held con 
tent data to the MAC 161 inaccordance with processing of the 
MAC 161. 
0032. The second storage area 163 is formed by, e.g., an 
SDRAM. In accordance with a cache instruction given by the 
main controller 17, content data supplied from the RAID 
controller 15 is cached in the second storage area 163. The 
second storage area 163 outputs the cached content data to the 
MAC 161 in accordance with an output instruction given by 
the main controller 17. 
0033. The MAC 161 is formed by, e.g., a Field Program 
mable Gate Array (FPGA). In accordance with a session 
establishment request supplied from the main controller 17, 
the MAC 161 establishes a session with the communication 
terminal 30 having transmitted a distribution request. The 
MAC 161 converts content data supplied from the first or 
second storage area into a form complying with the commu 
nication protocol of the established session. The MAC 161 
outputs the converted signal to the network. 
0034. The main controller 17 includes, e.g., a Central Pro 
cessing Unit (CPU), and achieves functions shown in FIG. 3 
by driving the CPU by using programs and data recorded in a 
memory 171. That is, the main controller 17 includes a ses 
sion establishing unit 172, counter 173, determination unit 
174, first distribution controller 175, second distribution con 
troller 176, and data size determination unit 177. 
0035. When a distribution request is supplied from the 
request accepting unit 11, the session establishing unit 172 
outputs a session establishment request to the output unit 16. 
0036 When a distribution request is supplied from the 
request accepting unit 11, the counter 173 confirms the con 
tent ID of content data as a target of the distribution request. 
The counter 173 increments a counter value corresponding to 
the requested content ID. The counter 173 causes the memory 
171 to store the counter value corresponding to the content 
ID. 

0037. When the counter value is incremented, the deter 
mination unit 174 compares counter values corresponding to 
all content IDs recorded in the memory 171, and determines 
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whether the requested content data is preferential data. The 
preferential data herein mentioned are content data having 
ordinal numbers preset in descending order of counter value, 
i.e., content data having counter values from the highest value 
to the Nth value. 

0038. If the determination unit 174 determines that the 
requested content data is preferential data, the first distribu 
tion controller 175 performs a process of distributing the 
requested content data. That is, if the determination unit 174 
determines that the requested content data is preferential data, 
the first distribution controller 175 determines whether the 
requested content data is already stored in the second storage 
area 163. 

0039. If the requested content data is not stored in the 
second storage area 163, the first distribution controller 175 
outputs a read request to the RAID controller 15 so as to 
output the content data. Based on a notification from the data 
size determination unit 177, the first distribution controller 
175 determines whether the volume of the content data 
exceeds the capacity of the second area 163. If the former 
exceeds the latter, the first distribution controller 175 outputs 
a cache instruction to the output unit 16 so as to cache a part 
of the content data output from the RAID controller 15 in the 
second storage area 163. The first distribution controller 175 
outputs a buffer instruction to the output unit 16 so as to hold 
the rest of the content data output from the RAID controller 
15 in a ring buffer. Also, if the volume of the content data does 
not exceed the capacity of the second area 163, the first 
distribution controller 175 outputs a cache instruction to the 
output unit 16 so as to cache the content data output from the 
RAID controller 15 in the second storage area 163. The first 
distribution controller 175 outputs a buffer instruction to the 
output unit 16 so as to hold the content data output from the 
RAID controller 15 in the ring buffer of the first storage area 
162. 

0040. If the requested content data is already stored in the 
second storage area 163, the first distribution controller 175 
refers to management information recorded in the memory 
171, and determines whether the cached content data is a part 
of the content data recorded in the SSDs 14-1 to 14-in. If the 
cached content data is a part of the content data recorded in 
the SSDs 14-1 to 14-n, the first distribution controller 175 
outputs an output instruction to the output unit 16 So as to 
output the content data cached in the second storage area 163. 
The first distribution controller 175 outputs a read request to 
which management information is added to the RAID con 
troller 15 so as to output a portion not cached in the second 
storage area 163. The first distribution controller 175 outputs 
a buffer instruction to the output unit 16 so as to hold the rest 
of the content data output from the RAID controller 15 in the 
ring buffer. 
0041. If the whole of the content data recorded in the SSDs 
14-1 to 14-n is cached in the second storage area 163, the first 
distribution controller 175 outputs an output instruction to the 
output unit 16 so as to output the content data cached in the 
second storage area 163. 
0042. If the determination unit 174 determines that the 
requested content data is not preferential data, the second 
distribution controller 176 performs a process of distributing 
the requested content data. That is, if the determination unit 
174 determines that the requested content data is not prefer 
ential data, the second distribution controller 176 outputs a 
read request to the RAID controller 15 so as to output the 
content data. The second distribution controller 176 outputs a 
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buffer instruction to the output unit 16 so as to hold the 
content data output from the RAID controller 15 in the ring 
buffer. 
0043. When caching the content data read from the SSDs 
14-1 to 14-n in the second storage area 163, the data size 
determination unit 177 determines whether the volume of the 
requested content data is Smaller than an area allocated to 
cache one content data in the second storage area 163. If the 
data Volume is Smaller than the allocated area, the data size 
determination unit 177 notifies the first distribution controller 
175 of this information. If the data volume is larger than the 
allocated area, the data size determination unit 177 notifies 
the first distribution controller 175 of this information. When 
receiving the notification indicating that the data Volume is 
smaller than the allocated area, the first distribution controller 
175 causes the second storage area 163 to cache the content 
data recorded in the SSDs 14-1 to 14-in. When receiving the 
notification indicating that the data Volume is larger than the 
allocated area, the first distribution controller 175 causes the 
allocated area to cache content data within a range cacheable 
in the allocated area, and records management information 
with which the range stored in the allocated area can be 
grasped in the memory 171. 
0044) Next, the operation of the data distribution server 10 
configured as described above will be explained in detail. 
0045 FIG. 4 is a flowchart showing an operation when the 
main controller 17 according to this embodiment distributes 
content data to the communication terminal 30. In FIG.4, the 
operation will be explained by taking a case in which it is 
determined that top three content data from one having the 
highest counter value are preferential data as an example. 
FIG. 5 is a schematic view showing a case in which when the 
user of the communication terminal 30 requests content data 
having content ID: No. 05, the content data having content 
ID: No. 05 is stored in the second storage area 163. Note that 
FIG. 6 is a view showing an example of the correspondence 
between the content IDs and counter values. 
0046 First, when a distribution request is supplied from 
the request accepting unit 11, the main controller 17 causes 
the session establishing unit 172 to output a session establish 
ment request to the output unit 16 (step S41). In accordance 
with this session establishment request from the main con 
troller 17, the MAC 161 of the output unit 16 establishes a 
session with the communication terminal 30 having transmit 
ted the distribution request. 
0047. The counter 173 confirms the content ID of content 
data as a target of the distribution request (step S42). The 
counter 173 increments a counter value corresponding to the 
requested content ID (step S43). Since the requested content 
ID is No. 05 in FIG. 5, the counter value of content ID: No. 05 
is incremented. 

0048. The determination unit 174 determines whether the 
requested content data is preferential data by comparing 
counter values corresponding to all content IDs (step S44). 
Referring to FIG. 5, the counter value of No. 05 is incre 
mented to “10” by the counter 173, and this is TOP 1. There 
fore, the processing by the main controller 17 advances to Yes 
in step S44. 
0049. If it is determined that the requested content data is 
preferential data (Yes in step S44), the first distribution con 
troller 175 determines whether the requested content data is 
already stored in the second storage area 163 (step S45). If it 
is determined that the requested content data is not preferen 
tial data (No in step S44), the second distribution controller 
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176 outputs a read request to the RAID controller 15, and a 
buffer instruction to the output unit 16 (step S46). In accor 
dance with the read request Supplied from the main controller 
17, the RAID controller 15 forms content data based on 
divided data and redundancy data read from the SSDs 14-1 to 
14-in, and outputs the formed content data to the output unit 
16. In accordance with the buffer instruction given by the 
main controller 17, the first storage area 162 of the output unit 
16 holds the content data supplied from the RAID controller 
15 in the ring buffer, and outputs the held content data to the 
MAC 161. 

0050. If it is determined in step S45 that the requested 
content data is already stored in the second storage area 163 
(Yes in step S45), the first distribution controller 175 refers to 
management information recorded in the memory 171, and 
determines whether the cached content data is a part of the 
content data recorded in the SSDs 14-1 to 14-n (step S47). If 
the requested content data is not stored (No in step S45), the 
data size determination unit 177 determines whether the Vol 
ume of the requested content data is Smaller than an area 
allocated to cache one content data in the second storage area 
163 (step S48). 
0051. If it is determined in step S47 that the cached content 
data is a part of the content data recorded in the SSDs 14-1 to 
14-m (Yes in step S47), the first distribution controller 175 
outputs a read request to which management information is 
added to the RAID controller 15, and an output instruction to 
the output unit 16. Then, the first distribution controller 175 
distributes the content data from the second storage area 163, 
and outputs a buffer instruction to the output unit 16 (step 
S49). In accordance with the read request which is supplied 
from the main controller 17 and to which the management 
information is added, the RAID controller 15 reads content 
data within a range designated by the management informa 
tion from the SSDs 14-1 to 14-n, and outputs the read content 
data to the output unit 16. In accordance with the output 
instruction given by the main controller 17, the second stor 
age area 163 of the output unit 16 outputs the cached content 
data to the MAC 161. In accordance with the buffer instruc 
tion given by the main controller 17, the first storage area 162 
of the output unit 16 holds the content data supplied from the 
RAID controller 15 in the ring buffer, and outputs the held 
content data to the MAC 161. 

0052. If it is determined in step S47 that the cached content 
data is the whole of the content data recorded in the SSDs 
14-1 to 14-n (No in step S47), the first distribution controller 
175 outputs an output instruction to the output unit 16 (step 
S410). In accordance with this output instruction given by the 
main controller 17, the second storage area 163 of the output 
unit 16 outputs the cached content data to the MAC 161. 
0053. If it is determined in step S48 that the volume of the 
requested content data is Smaller than the allocated area (Yes 
in step S48), the data size determination unit 177 notifies the 
first distribution controller 175 of this information. In accor 
dance with this notification, the first distribution controller 
175 outputs a read request to the RAID controller 15, a buffer 
instruction to the output unit 16, and a cache instruction to the 
output unit 16 (step S411). In accordance with the read 
request supplied from the main controller 17, the RAID con 
troller 15 forms content databased on the divided data and 
redundancy data read from the SSDs 14-1 to 14-n, and out 
puts the formed content data to the output unit 16. In accor 
dance with the cache instruction given by the main controller 
17, the second storage area 163 of the output unit 16 caches 
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the content data supplied from the RAID controller 15. In 
accordance with the buffer instruction given by the main 
controller 17, the first storage area 162 of the output unit 16 
holds the content data supplied from the RAID controller 15 
in the ring buffer, and outputs the held content data to the 
MAC 161. 

0054 If the volume of the requested content data is larger 
than the allocated area (No in step S48), the data size deter 
mination unit 177 notifies the first distribution controller 175 
of this information. In accordance with this notification, the 
first distribution controller 175 outputs a read request to the 
RAID controller 15, a buffer instruction to the output unit 16, 
and a cache instruction to the output unit 16 (step S412). In 
this step, the first distribution controller 175 records manage 
ment information with which the range stored in the allocated 
area can be grasped in the memory 171. In accordance with 
the read request supplied from the main controller 17, the 
RAID controller 15 forms content databased on the divided 
data and redundancy data read from the SSDs 14-1 to 14-n, 
and outputs the formed content data to the output unit 16. In 
accordance with the cache instruction given by the main 
controller 17, the second storage area 163 of the output unit 
16 caches a part of the content data supplied from the RAID 
controller 15 in the allocated area. In accordance with the 
buffer instruction given by the main controller 17, the first 
storage area 162 of the output unit 16 holds the content data 
supplied from the RAID controller 15 in the ring buffer, and 
outputs the held content data to the MAC 161. 
0055. In the first embodiment as described above, the main 
controller 17 gives ordinal numbers to content data in 
descending order of request count, based on the number of 
distribution requests. The main controller 17 regards high 
order content data as preferential data, and causes the second 
storage area 163 to cache the content data as preferential data. 
When a distribution request for this content data as preferen 
tial data is supplied, the main controller 17 reads the cached 
content data, and distributes the data to the request source. 
Accordingly, content data having a high request frequency is 
read from the second storage area 163 where the data is 
cached, and distributed to the request Source. That is, content 
data for which a distribution request is frequently issued need 
not be read from the SSDs 14-1 to 14-in whenever a distribu 
tion request is received. That is, it is possible to decrease the 
frequency at which a read instruction is given to the SSDs 
14-1 to 14-in. 

0056. In the video distribution server according to the first 
embodiment, therefore, it is possible to decrease the number 
of times of a read process for the SSDs. Accordingly, the 
occurrence of a delay in the read process can be suppressed 
even in an environment in which a write process can be 
requested. 

0057. Also, in the first embodiment, if the volume of the 
requested content data is larger than the capacity of the allo 
cated area in the second storage area 163, only partial content 
data cacheable in the allocated area is cached. 

0.058 When a distribution request for this content data is 
issued, the part of the content data is read from the second 
storage area 163, and the rest is read from the SSDs 14-1 to 
14-in. As a consequence, the data distribution server 10 can 
normally operate even when the volume of content data to be 
recorded in the SSDs 14-1 to 14-n is large. 



US 2015/0007241 A1 

Second Embodiment 

0059. In the above first embodiment, content data as pref 
erential data is wholly stored in the second storage area 163, 
or only a part of the content data, which can be stored in the 
second storage area 163, is stored in it. Accordingly, the 
second storage area 163 is required to have a large capacity to 
Some extent. Also, when only a part of content data is stored 
in the second storage area 163, the rest of the content data is 
read from the SSDs. In this case, a delay may occur in this 
read from the SSDs. Therefore, the second embodiment is so 
configured as to further decrease the capacity of a second 
storage area 163, and further suppress the influence of a delay 
when reading data from SSDs. 
0060 FIG. 7 is a block diagram showing the functional 
arrangement of a main controller 18 of a data distribution 
server 20 according to the second embodiment. In FIG. 7, the 
same reference numerals as in FIG.3 denote the same parts. 
0061. When compared to the video distribution server 
shown in FIG. 2, the second embodiment includes a first 
storage area 164 instead of the first storage area 162. The first 
storage area 164 corresponding to the first storage area 162 
shown in FIG. 2 is formed by, e.g., an SDRAM. In accordance 
with a buffer instruction given by a main controller 17, the 
first storage area 164 holds content data or partial content data 
supplied from a RAID controller 15 in a ring buffer. The first 
storage area 164 outputs the held content data or partial con 
tent data in accordance with processing of a MAC 161. In this 
embodiment, the partial content data is data of a preset time of 
the content data. Also, in accordance with a second output 
instruction given by the main controller 17, the first storage 
area 164 outputs the held partial content data to the MAC 161. 
0062. The main controller 18 shown in FIG. 7 includes, 

e.g., a CPU, and achieves functions shown in FIG. 7 by 
driving the CPU by using programs and data recorded in a 
memory 171. That is, the main controller 18 includes a ses 
sion establishing unit 172, counter 181, registration unit 182, 
determination unit 183, first distribution controller 184, and 
second distribution controller 185. 
0063. When a distribution request is supplied from a 
request accepting unit 11, the counter 181 confirms the con 
tent ID of content data as a target of the distribution request. 
The counter 181 increments a counter value corresponding to 
the requested content ID. The counter 181 causes the memory 
171 to store the counter value corresponding to the content 
ID. The counter 181 erases the counter value stored in the 
memory 171 whenever a preset time elapses. 
0064. The determination unit 183 determines whether the 
content ID of the requested content data is the same as a 
registered ID (to be described later) stored in the memory 171 
by the registration unit 182 in the present time period. If the 
two IDs are the same, the determination unit 183 notifies the 
registration unit 182 of the content ID and counter value of the 
requested content data. 
0065. If the content ID of the requested content data is not 
the same as the registered ID stored in the memory 171 by the 
registration unit 182 in the present time period, the determi 
nation unit 183 compares counter values corresponding to all 
content IDs with registered counter values stored in the 
memory 171 by the registration unit 182, thereby determining 
whether the requested content data is preferential data. In the 
second embodiment, the preferential data are content data 
having ordinal numbers preset in descending order from the 
highest counter value and highest registered counter value, 
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i.e., content data having counter values and registered counter 
values from the highest values to the Nth counter values. 
0066. The registration unit 182 causes the memory 171 to 
store the content ID of the content data found to be preferen 
tial data by the determination unit 183, and the counter value 
when the content data is found to be preferential data, as a 
registered ID and registered counter value, respectively. Also, 
the registration unit 182 causes the memory 171 to store the 
time at which the registered ID and registered counter value 
are stored in the memory 171 as a registration time. This 
registration time indicates one of s-Sec time periods in each of 
which distribution request counting is performed in FIG.9 (to 
be described later). 
0067. Also, when the registration unit 182 is notified of the 
content ID and counter value by the determination unit 183, 
the registration unit 182 updates the registered counter value 
of the same registered ID as the notified contentID, based on 
the notified counter value. That is, this processing increments 
the registered counter value of the content data cached in the 
second storage area 163. 
0068. If the number of registered IDs recorded in the 
memory 171 is larger than the preset N by 1, the registration 
unit 182 deletes, from the memory 171, a minimum one of the 
registered counter values recorded in the memory 171, and a 
registered ID corresponding to the minimum registered 
counter value. That is, this processing excludes content data 
from preferential data even when the content data is being 
distributed. 

0069. Furthermore, when the registration unit 182 is noti 
fied by the first distribution controller 184 that the read of the 
content data recorded in the SSDs 14-1 to 14-n is completed 
to the end, the registration unit 182 erases the registered ID 
and registered counter value notified by the first distribution 
controller 184, from the registered IDs and registered counter 
values recorded in the memory 171. That is, this processing 
excludes content data cached in the second storage area 163 
from preferential data when the content data reaches the end. 
0070 If the determination unit 183 determines that the 
content ID of the requested content data is the same as the 
registered ID registered in the present time period, the first 
distribution controller 184 outputs a second output instruc 
tion to an output unit 16 so as to output the partial content data 
buffered in the first storage area 164. That is, if a plurality of 
distribution requests are issued for the same content data in 
the same time period, this processing distributes buffered 
partial content data in response to the requests. 
(0071. If the determination unit 183 determines that the 
requested content data is not the same as the registered ID 
registered in the present time period, and that the requested 
content data is preferential data, the first distribution control 
ler 184 outputs a read request designating a read range to the 
RAID controller 15 so as to output partial content data at the 
point of time at which the distribution request is received. The 
first distribution controller 184 outputs a buffer instruction to 
the output unit 16 so as to hold the partial content data output 
from the RAID controller 15 in the ring buffer. The first 
distribution controller 184 outputs a cache instruction to the 
output unit 16 so as to cache the partial content data output 
from the RAID controller 15 in the second storage area 163. 
That is, in this processing, content data found to be preferen 
tial data for the first time in the same time period is buffered 
in the first storage area 164, and then distributed and cached in 
the second storage area 163. 
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0072 Also, whenever a preset time elapses, the first dis 
tribution controller 184 refers to the registered IDs and reg 
istration times recorded in the memory 171, and determines 
whether there is content data newly added to preferential data. 
If there is content data newly added to preferential data, the 
first distribution controller 184 stops partial content data cur 
rently being output from the first storage area 164, and out 
puts a stop instruction and first output instruction to the output 
unit 16 so as to output partial content data from the second 
storage area 163. Consequently, partial content data cached in 
the second storage area 163 is distributed to a user to whom 
partial content data buffered in the first storage area 164 has 
been distributed. That is, for content data newly added to 
preferential data in a preceding time period, this processing 
Switches partial content data distribution Sources from partial 
content data buffered in the first storage area 164 to partial 
content data cached in the second storage area 163. 
0073. Furthermore, whenever a preset time elapses, the 

first distribution controller 184 refers to the registered IDs and 
registration times stored in the memory 171, and determines 
whether there is content data excluded from preferential data. 
If there is content data excluded from preferential data, the 
first distribution controller 184 outputs a read request to the 
RAID controller 15 so as to output this content data. The first 
distribution controller 184 outputs a buffer instruction to the 
output unit 16 so as to buffer the content data output from the 
RAID controller 15 in the first storage area 164. Conse 
quently, the content data buffered in the second storage area 
164 is distributed to a user to whom the partial content data 
cached in the second storage area 163 has been distributed. 
That is, for content data found to be non-preferential data in a 
preceding time period, this processing Switches partial con 
tent data distribution sources from the partial content data 
cached in the second storage area 163 to the partial content 
data buffered in the first storage area 164. 
0074. In addition, whenever a preset time elapses, the first 
distribution controller 184 outputs a delete instruction to the 
second storage area 163 so as to delete the oldest partial 
content data from a plurality of partial content data cached in 
the second storage area 163. In order to cache apreset number 
of partial content data in the second storage area 163, the first 
distribution controller 184 causes, whenever a preset time 
elapses, the RAID controller 15 to output partial content data 
for the next time period of content data corresponding to the 
registered ID recorded in the memory 171. Whenevera preset 
time elapses, therefore, the first distribution controller 184 
outputs a read request designating a read range to the RAID 
controller 15. The first distribution controller 184 outputs a 
cache instruction to the output unit 16 so as to cache the 
partial content data output from the RAID controller 15 in the 
second storage area 163. That is, these processes replace 
partial content data to be cached with partial content data to be 
distributed next, with the elapse of time. 
0075 Also, the first distribution controller 184 determines 
whether the read of the content data recorded in the SSDs 
14-1 to 14-n is completed to the end by the partial content data 
cached in the second storage area 163. If the read of the 
content data recorded in the SSDs 14-1 to 14-n is completed 
to the end, the first distribution controller 184 notifies the 
registration unit 182 of the completion of the read. Based on 
this notification, the registration unit 182 erases the notified 
registered ID and registered counter value from the registered 
IDS and registered counter values recorded in the memory 
171. That is, when content data cached in the second storage 
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area 163 has reached the end, this processing excludes the 
content data from preferential data. 
0076. If the determination unit 183 determines that the 
requested content data is not preferential data, the second 
distribution controller 185 outputs a read request to the RAID 
controller 15 so as to output content data recorded in the SSDs 
14-1 to 14-n. The second distribution controller 185 outputs a 
buffer instruction to the output unit 16 so as to hold the 
content data output from the RAID controller 15 in the ring 
buffer. 
(0077. Next, the operation of the data distribution server 20 
configured as described above will be explained in detail. 
0078 FIG. 8 is a flowchart showing the operation of the 
main controller 18 in a case in which the data distribution 
server 20 according to this embodiment receives a distribu 
tion request, and the leading data of the requested content data 
is output. FIG. 9 shows an example of a change in number of 
distribution requests with time with respect to content data 
having content ID: No. 05 when a preset time is s sec. Refer 
ring to FIG. 8, the operation will be explained by taking, as an 
example, a case in which the present time is 0 to S Sec, the 
counter value of content ID: No. 05 for 0 to s sec is “999, and 
a 1,000th distribution request for this content data is received. 
Also, referring to FIG. 8, the operation will be explained by 
taking, as an example, a case in which it is determined that top 
three content data from one having the highest counter value 
and highest registered counter value are preferential data, and 
content ID: No. 05 is TOP 1 content data. In this case, the 
registered ID “No.05” and registered counter value "999" are 
stored in the memory 171. 
(0079 First, when the 1,000th distribution request for con 
tent ID: No. 5 is supplied from the request accepting unit 11, 
the main controller 18 causes the session establishing unit 
172 to output a session establishment request to the output 
unit 16 (step S81). In accordance with the session establish 
ment request supplied from the main controller 18, the MAC 
161 of the output unit 16 establishes a session with a com 
munication terminal 30 having transmitted the distribution 
request. 
0080. The counter 181 confirms that the content data as a 
target of the distribution request is No. 05 (step S82). The 
counter 181 increments a counter value corresponding to 
content ID: No. 05 to “1000” (step S83). 
0081. To determine whether content ID: No. 05 is content 
data found to be preferential data within 0 to s sec, the deter 
mination unit 183 refers to the registered IDs and registration 
times recorded in the memory 171, and determines whether 
content ID: No. 05 is the same as the registered ID stored in 
the memory 171 by the registration unit 182 in a time period 
of 0 to S sec (step S84). This processing avoids caching the 
same partial content data in the second storage area 163 in the 
same time period. Since content ID: No. 05 is the content data 
found to be preferential data within 0 to s sec, it is determined 
that content ID: No. 05 is the same as the registered ID (Yes 
in step S84), and the first distribution controller 184 outputs a 
second output instruction to the output unit 16 so as to output 
the first partial content data of No. 05, which is buffered in the 
first storage area 164 (step S85). Upon receiving the second 
output instruction given by the main controller 18, the output 
unit 16 outputs the first partial content data of No. 05, which 
is buffered in the first storage area 164. Also, since content ID: 
No. 05 is the content data found to be preferential data within 
0 to s sec, the determination unit 183 notifies the registration 
unit 182 of registered ID: No. 05 and the counter value of No. 
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05. Based on this notification from the determination unit 
183, the registration unit 182 updates the registered counter 
value corresponding to registered ID: No. 0.5 by the counter 
value of No. 05 (step S86). 
0082) Subsequently, the registration unit 182 determines 
whether the number of registered IDs recorded in the memory 
171 is larger than 3 by 1 (step S87). If the number of registered 
IDs is 4 (Yes in step S87), a minimum one of the registered 
counter values recorded in the memory 171 and a registered 
ID corresponding to the minimum registered counter value 
are deleted from the memory 171 (step S88). If the number of 
registered IDs is 3 or less (No in step S87), the main controller 
18 terminates the process. Since the registered counter value 
is updated in step S86, content data having top four counter 
values and top four registered counter values may be cached 
in the second storage area 163. By the processes in steps S87 
and S88, a state in which content data having top three counter 
values and top three registered counter values are cached is 
secured in the second storage area 163. 
I0083. If it is determined in step S84 that the content ID of 
the requested content data is not the same as the registered ID 
stored in the memory 171 by the registration unit 182 in a time 
period of 0 to s sec (No in step S84), the determination unit 
183 compares counter values corresponding to all contentIDS 
with the registered counter values stored in the memory 171, 
and determines whether the requested content data is prefer 
ential data (step S89). 
0084. If it is determined that the requested content data is 
preferential data, i.e., if it is determined that the requested 
content data is the first preferential data within 0 to s sec (Yes 
in step S89), the registration unit 182 registers the content ID 
and counter value of the requested content data as a registered 
ID and registered counter value in the memory 171 (step 
S810). 
I0085. Subsequently, the first distribution controller 184 
outputs a read request designating a read range to the RAID 
controller 15, a buffer instruction to the output unit 16, and a 
cache instruction to the output unit 16 (step S811). In accor 
dance with the read request Supplied from the main controller 
18, the RAID controller 15 forms partial content data at the 
present point of time based on divided data and redundancy 
data read from the SSDs 14-1 to 14-n, and outputs the formed 
partial content data to the output unit 16. In accordance with 
the cache instruction given by the main controller 18, the 
second storage area 163 of the output unit 16 caches the 
partial content data supplied from the RAID controller 15. In 
accordance with the buffer instruction given by the main 
controller 18, the first storage area 164 of the output unit 16 
holds the partial content data supplied from the RAID con 
troller 15 in the ring buffer, and outputs the held partial 
content data to the MAC 161. 

I0086). If it is determined in step S89 that the requested 
content data is not preferential data (No in step S89), the 
second distribution controller 185 outputs a read request to 
the RAID controller 15, and a buffer instruction to the output 
unit 16 (step S812). In accordance with the read request 
supplied from the main controller 18, the RAID controller 15 
forms content databased on the divided data and redundancy 
data read from the SSDs 14-1 to 14-n, and outputs the formed 
content data to the output unit 16. In accordance with the 
buffer instruction given by the main controller 17, the first 
storage area 164 of the output unit 16 holds the content data 
supplied from the RAID controller 15 in the ring buffer, and 
outputs the held content data to the MAC 161. 
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I0087. The foregoing is the flowchart showing the opera 
tion of the main controller 18 in a case in which the data 
distribution server 20 receives a distribution request, and the 
leading data of the requested content data is output. Content 
data from one next to the leading data are sequentially cached 
in the second storage area 163, as long as the content data is 
preferential data, and content data from the leading content 
data are output from the second storage area 163. The distri 
bution of the content data from the one next to the leading data 
will be explained with reference to FIG. 10. The caching of 
the content data from the one next to the leading data to the 
second storage area 163 will be explained with reference to 
FIG 11. 

I0088 FIG. 10 is a flowchart showing an operation by 
which the main controller 18 according to this embodiment 
outputs the content data from one next to the leading data, 
and, if the ordinal numbers of preferential data are switched, 
Switches storage areas which output partial content data in 
accordance with the Switching of the ordinal numbers. 
I0089. After the process shown in FIG. 8, i.e., after the 
process of outputting the leading data of the content data, the 
first distribution controller 184 repeats a process shown in 
FIG. 10 for every s sec. First, the first distribution controller 
184 refers to the registered IDs and registration times 
recorded in the memory 171, and determines whether there is 
content data newly added to preferential data by the process 
shown in FIG.8 which is performed in previous s sec (step 
S101). If there is content data newly added to preferential data 
by the process shown in FIG. 8 which is performed in previ 
ous s sec (Yes in step S101), the first distribution controller 
184 outputs, to the output unit 16, a stop instruction and a first 
output instruction for outputting partial content data from the 
second storage area 163 (step S102). In accordance with the 
stop instruction given by the main controller 18, the first 
storage area 164 of the output unit 16 stops outputting the 
buffered partial content data. In accordance with the first 
output instruction given by the main controller 18, the second 
storage area 163 of the output unit 16 outputs the cached 
partial content data. By the processes in steps S101 and S102. 
for content data newly added to preferential data in a preced 
ing time period, partial content data cached in the second 
storage area 163 is distributed to the request source. 
0090 The counter 181 clears all counter values (step 
S103), and terminates the process for every s sec. 
0091) If there is no content data newly added to preferen 

tial data by the process shown in FIG.8 which is performed in 
previous s sec (No in step S101), the first distribution con 
troller 184 refers to registered IDs deleted from the memory 
171, and determines whether there is content data excluded 
from preferential data by the process shown in FIG.8 which 
is performed in previous s sec (step S104). If there is content 
data excluded from preferential data by the process shown in 
FIG. 8 which is performed in previous s sec (Yes in step 
S104), the first distribution controller 184 outputs a read 
request to the RAID controller 15 and a buffer instruction to 
the output unit 16 (step S105), and advances the process to 
step S103. In accordance with the read request supplied from 
the main controller 18, the RAID controller 15 reads content 
data from the SSDs 14-1 to 14-n, and outputs the read content 
data to the output unit 16. In accordance with the buffer 
instruction given by the main controller 18, the first storage 
area 164 of the output unit 16 holds the partial content data 
supplied from the RAID controller 15 in the ring buffer, and 
outputs the held partial content data to the MAC 161. If there 
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is no content data excluded from preferential data by the 
process shown in FIG.8 which is performed in previous s sec 
(No in step S104), the first distribution controller 184 
advances the process to step S103. By the processes in steps 
S104 and S105, for content data found to be non-preferential 
data in the preceding time period, partial content data buff 
ered in the first storage area 164 is distributed to the request 
SOUC. 

0092 FIG. 11 is a flowchart showing an operation by 
which the main controller 18 according to this embodiment 
caches partial content data from one next to the leading partial 
content data in the second storage area 163. FIG. 12 is a 
schematic view showing an example of partial content data 
having content ID: No. 05 to be cached in the second storage 
area 163. Note that in FIG. 12, content ID: No. 05 is registered 
as TOP1 preferential data because 1,000 distribution requests 
have been issued for content ID: No. 05 by the process shown 
in FIG. 8 for t=0 to s sec, and content ID: No. 05 is recorded 
as a registered ID in the memory 171 until ns sec after the 
registration. Note also that first partial content data C1 is 
cached in the second storage area 163 by the process shown in 
FIG. 8 for t=0 to S Sec. 
0093. After the process shown in FIG. 8, i.e., after the 
process of outputting the leading partial content data, the first 
distribution controller 184 repeats the process shown in FIG. 
11 for every s sec. First, the first distribution controller 184 
determines whether M, as a preset number, partial content 
data of the content data having registered ID: No. 05 are 
cached in the second storage area 163, i.e., determines 
whether an area of the second storage area 163, which is 
allocated to cache TOP1 partial content data, has a free space 
(step S111). Note that in the explanation of FIG. 12, the preset 
number M is 2. 
0094. When t=s+1 in FIG. 12, only the partial content data 
C1 is cached in the second storage area 163, i.e., two, as a 
preset number, partial content data are not cached in the 
second storage area 163 (No in step S111), so the first distri 
bution controller 184 refers to registered IDs recorded in the 
memory 171, outputs a read request designating a read range 
to the RAID controller 15 so as to read partial content data C2 
having registered ID: No. 05 (step S112), and outputs a cache 
instruction to the output unit 16 (step S113). Upon receiving 
the read request designating a read range, the RAID controller 
15 outputs the partial content data C2 to the output unit 16. In 
accordance with the cache instruction, the output unit 16 
caches the partial content data C2 output from the RAID 
controller 15 in the second storage area 163. 
0095. When t=2s +1 in FIG. 12, the partial content data C1 
and C2 are cached in the second storage area 163, i.e., two, as 
a preset number, partial content data are cached in the second 
storage area 163 (Yes in step S111), so the first distribution 
controller 184 outputs a delete instruction to the output unit 
16 (step S114), and advances the process to step S112 so as to 
read partial content data C3. Consequently, the partial content 
data C3 is newly cached in the second storage area 163. In 
accordance with the delete instruction, the output unit 16 
deletes the partial content data C1, as the oldest partial con 
tent data, from the plurality of partial content data cached in 
the second storage area 163. 
0096. Also, when t=(n-1)s+1 in FIG. 12, partial content 
data Cn-2 and Cn-1 are cached in the second storage area 
163, i.e., two, as a preset number, partial content data are 
cached in the second storage area 163 (Yes in step S111), so 
the first distribution controller 184 outputs a delete instruc 
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tion to the output unit 16 (step S114), and advances the 
process to step S112 So as to read partial content data Cn. 
Consequently, the partial content data Cn is newly cached in 
the second storage area 163. In accordance with the delete 
instruction, the output unit 16 deletes the partial content data 
Cn-2 as the oldest one of the plurality of partial content data 
cached in the second storage area 163. 
0097. When the partial content data is cached in the sec 
ond storage area, the first distribution controller 184 deter 
mines whether the read of the content data recorded in the 
SSDs 14-1 to 14-n is completed to the end (step S115). If the 
read of the content data recorded in the SSDs 14-1 to 14-n is 
not completed to the end, i.e., if t-s+1 and 2s +1 in FIG. 12 
(No in step S115), the first distribution controller 184 termi 
nates the process for every s sec. If the read of the content data 
recorded in the SSDs 14-1 to 14-n is completed to the end, i.e., 
if t-(n-1)s+1 sec in FIG. 12 (Yes in step S115), the first 
distribution controller 184 causes the registration unit 182 to 
erase registered ID: No. 05 and registered counter value: 
“1000 corresponding to registered ID: No. 05 (step S116), 
from the registered IDs and registered counter values 
recorded in the memory 171. After the processes in steps 
S115 and S116, content ID: No. 05 is no longer preferential 
data. 

0098. In the second embodiment as described above, the 
main controller 18 gives ordinal numbers to content data in 
descending order of request count, based on the number of 
distribution requests in a predetermined period. The main 
controller 18 adds content data given ordinal numbers preset 
from the highest one to preferential data. The main controller 
18 causes the second storage area 163 to sequentially cache 
partial content data in a predetermined period of the content 
data as preferential data. Then, the main controller 18 distrib 
utes the cached partial content data to the request source. 
Accordingly, content data having a high request frequency is 
read from the second storage area 163 where the data is 
cached, and distributed to the request Source. That is, content 
data for which a distribution request is frequently issued need 
not be read from the SSDs 14-1 to 14-in whenever a distribu 
tion request is received. That is, it is possible to Suppress the 
frequency at which a read instruction is given to the SSDs 
14-1 to 14-in. 

0099. Also, not all content data but partial content data in 
a predetermined period are sequentially cached in the second 
storage area 163. Therefore, it is possible to suppress the 
frequency of a read process for the SSDs 14-1 to 14-in without 
allocating a large capacity to the second storage area 163. 
0100. Accordingly, the video distribution server accord 
ing to the second embodiment can Suppress the number of 
times of the read process for the SSDs, and hence can sup 
press the occurrence of a delay in the read process even in an 
environment in which a write process can be requested. Fur 
thermore, in the video distribution server according to the 
second embodiment, even when the Volume of content data 
for which many distribution requests are issued, i.e., the Vol 
ume of preferential data is larger than the second storage area 
163, content data from one next to the leading data of the 
content data are cached in the second storage area 163 and 
then output. This makes it possible to further suppress the 
read delay of preferential data. 
0101. Note that in the second embodiment, if content data 
which is the same as content data found to be preferential data 
in a preceding period is newly found to be preferential data in 
the next period, partial content data at this point of time is 
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newly cached in the second storage area 163. However, the 
present invention is not limited to this. For example, if the 
same content data is found to be preferential data in the next 
period, the first distribution controller 184 may also leave 
partial content data cached at the preceding point of time 
behind without erasing it. 
If distribution of the same content data is requested in the next 
period, the first distribution controller 184 distributes the 
partial content data which is not erased but left behind in the 
second storage area 163 to the request Source. This makes it 
possible to avoid recording a plurality of registered IDs in the 
memory 171 for the same content data, and avoid separately 
caching the same partial content data in the second storage 
area 163. 
0102 Also, in the second embodiment, the first distribu 
tion controller 184 Switches storage areas for outputting par 
tial content data when a preset time elapses. However, the 
present invention is not limited to this. For example, the first 
distribution controller 184 may also output partial content 
data cached in the second storage area 163 as soon as the read 
of partial content data buffered in the first storage area 164 is 
completed. Furthermore, the first distribution controller 184 
may buffer content data in the first storage area 164 as soon as 
the read of partial content data cached in the second storage 
area 163 is completed. 
0103) While certain embodiments have been described, 
these embodiments have been presented by way of example 
only, and are not intended to limit the scope of the inventions. 
Indeed, the novel embodiments described herein may be 
embodied in a variety of other forms; furthermore, various 
omissions, Substitutions and changes in the form of the 
embodiments described herein may be made without depart 
ing from the spirit of the inventions. The accompanying 
claims and their equivalents are intended to cover Such forms 
or modifications as would fall within the scope and spirit of 
the inventions. 
What is claimed is: 
1. A video distribution server comprising: 
a Solid State Drive (SSD) in which a plurality of content 

data are written; 
a counter configured to, when distribution of one of the 

plurality of content data written in the SSD is requested, 
increment a counter value of the content data for which 
distribution is requested; 

a determination unit configured to determine whether the 
requested content data belongs to preferential data hav 
ing ordinal numbers preset in descending order of 
counter value, by comparing counter values of the indi 
vidual content data; 

an output unit including a first storage area which buffers 
content data read from the SSD, and a second storage 
area which caches content data read from the SSD, and 
configured to distribute one of content data buffered in 
the first storage area and content data cached in the 
second storage area; 

a first distribution controller configured to: 
receive a first distribution request; 
when first target content data as a target of the first 

distribution request belongs to the preferential data, 
read the first target content data from the SSD: 

buffer the read first target content data in the first storage 
area, 

cache the read first target content data in the second 
storage area; and 
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distribute the buffered first target content data to a 
request Source of the first distribution request; and 

a second distribution controller configured to: 
receive a second distribution request; 
when second target content data as a target of the second 

distribution request does not belong to the preferential 
data, read the second target content data from the SSD 
in accordance with the second distribution request; 

buffer the read second target content data in the first 
storage area; and 

distribute the second target content data to a request 
Source of the second distribution request, 

wherein when receiving a third distribution request for the 
first target content data after the first target content data 
is cached in the second storage area, the first distribution 
controller distributes the cached first target content data 
in the second storage area to a request source of the third 
distribution request. 

2. The video distribution server according to claim 1, fur 
ther comprising a Volume determination unit configured to 
determine whether a volume of the first target content data is 
larger than a capacity of the second storage area, 

wherein when the volume of the first target content data is 
larger than the capacity of the second storage area, the 
first distribution controller causes the second storage 
area to cache a part of the first target content data read 
from the SSD in accordance with the first distribution 
request, and 

in accordance with the third distribution request, the first 
distribution controller reads a part of the first target 
content data from the second storage area, distributes the 
part of the first target content data to the request source 
of the third distribution request, reads the rest of the first 
target content data from the SSD, and distributes the rest 
of the first target content data to the request source of the 
third distribution request. 

3. A video distribution server comprising: 
a Solid State Drive (SSD) in which a plurality of content 

data are written; 
a counter configured to, when distribution of one of the 

plurality of content data written in the SSD is requested, 
increment a counter value of the content data for which 
distribution is requested, and erase the counter value 
whenever a preset period elapses; 

a determination unit configured to compare a counter value 
of each content data with a registered counter value 
registered before a present period, thereby determining 
whether the requested content data belongs to preferen 
tial data having ordinal numbers preset in descending 
order of counter value and registered counter value; 

a registration unit configured to register an ID of content 
data found to belong to the preferential data, and a 
counter value when the content data is found to belong to 
the preferential data, as a registered ID and a registered 
counter value; 

an output unit including a first storage area which buffers 
content data read from the SSD, and a second storage 
area which caches content data read from the SSD, and 
configured to distribute one of content data buffered in 
the first storage area and content data cached in the 
second storage area; 

a first distribution controller configured to: 
when first target content data as a target of a first distri 

bution request received in the preset period belongs to 
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the preferential data, sequentially read partial data 
equivalent to the preset period in the first target con 
tent data from the SSD; 

cache the partial data in the second storage area; and 
distribute the partial data cached in the second storage 

area to a request source of the first distribution 
request; and 

a second distribution controller configured to: 
when second target content data as a target of a second 

distribution request received in the preset period does 
not belong to the preferential data, read the second 
target content data from the SSD in accordance with 
the second distribution request; 

buffer the read second target content data in the first 
storage area; and 

distribute the second target content data to a request 
Source of the second distribution request. 

4. The video distribution server according to claim 3, 
wherein whenever the preset period elapses, the first distri 
bution controller causes the second storage area to delete 
oldest partial data of the partial data cached in the second 
Storage area. 

5. The video distribution server according to claim 3, 
wherein when read to an end of content data specified by the 
registered ID is completed, the registration unit deletes a 
registered ID and registered counter value of the completed 
content data. 

6. The video distribution server according to claim 3, 
wherein when receiving the first distribution request, the first 
distribution controller buffers the read partial data in the first 
storage area, distributes the partial data buffered in the first 
storage area to the request source of the first distribution 
request in the preset period, and distributes the partial data 
cached in the second storage area to the request Source of the 
first distribution request from a period next to the preset 
period. 

7. The video distribution server according to claim 3, 
wherein when receiving a third distribution request for the 
first target content data in a period different from the period in 
which the first distribution request is received, the first distri 
bution controller distributes partial data cached in the second 
storage area to the request source of the first distribution 
request. 

8. A distribution method to be used in a video distribution 
server including a Solid State Drive (SSD) in which a plural 
ity of content data are written, the method comprising: 
when distribution of one of the plurality of content data 

written in the SSD is requested, incrementing a counter 
value of the content data for which distribution is 
requested; 

determining whether the requested content data belongs to 
preferential data having ordinal numbers preset in 
descending order of counter value, by comparing 
counter values of the individual content data; 

when first target content data as a target of a received first 
distribution request belongs to the preferential data: 
reading the first target content data from the SSD: 
buffering the read first target content data in a first stor 

age area; 
caching the read first target content data in a second 

storage area; and 
distributing the buffered first target content data to a 

request Source of the first distribution request; 
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when receiving a third distribution request for the first 
target content data after the first target content data is 
cached in the second storage area, distributing the first 
target content data cached in the second storage area to a 
request source of the third distribution request; and 

when second target content data as a target of a received 
second distribution request does not belong to the pref 
erential data: 
reading the second target content data from the SSD in 

accordance with the second distribution request; 
buffering the read second target content data in the first 

storage area; and 
distributing the second target content data to a request 

Source of the second distribution request. 
9. The distribution method according to claim 8, compris 

ing: 
determining whether a volume of the first target content 

data is larger than a capacity of the second storage area; 
when the Volume of the first target content data is larger 

than the capacity of the second storage area, caching a 
part of the first target content data read from the SSD in 
accordance with the first distribution request in the sec 
ond storage area; and 

in accordance with the third distribution request, reading a 
part of the first target content data from the second 
storage area, distributing the part of the first target con 
tent data to the request source of the third distribution 
request, reading the rest of the first target content data 
from the SSD, and distributing the rest of the first target 
content data to the request source of the third distribution 
request. 

10. A distribution method to be used in a video distribution 
server including a Solid State Drive (SSD) in which a plural 
ity of content data are written, the method comprising: 
when distribution of one of the plurality of content data 

written in the SSD is requested, incrementing a counter 
value of the content data for which distribution is 
requested; 

erasing the counter value whenevera preset period elapses; 
comparing a counter value of each content data with a 

registered counter value registered before a present 
period, thereby determining whether the requested con 
tent data belongs to preferential data having ordinal 
numbers preset in descending order of counter value and 
registered counter value; 

registering an ID of content data found to belong to the 
preferential data, and a counter value when the content 
data is found to belong to the preferential data, as a 
registered ID and a registered counter value; 

when first target content data as a target of a first distribu 
tion request received in the preset period belongs to the 
preferential data: 
sequentially reading partial data equivalent to the preset 

period in the first target content data from the SSD: 
caching the partial data in a second storage area; and 
distributing the partial data cached in the second storage 

area to a request source of the first distribution 
request; and 

when second target content data as a target of a second 
distribution request received in the preset period does 
not belong to the preferential data: 
reading the second target content data from the SSD in 

accordance with the second distribution request; 
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buffering the read second target content data in a first 
storage area; and 

distributing the second target content data to a request 
Source of the second distribution request. 

11. The distribution method according to claim 10, wherein 
whenever the preset period elapses, oldest partial data of the 
partial data cached in the second storage area is deleted from 
the second storage area. 

12. The distribution method according to claim 10, wherein 
when read to an end of content data specified by the registered 
ID is completed, a registered ID and registered counter value 
of the completed content data are deleted. 

13. The distribution method according to claim 10, wherein 
when the first distribution request is received, the read partial 
data is buffered in the first storage area, the partial data buff 
ered in the first storage area is distributed to the request Source 
of the first distribution request in the preset period, and the 
partial data cached in the second storage area is distributed to 
the request source of the first distribution request from a 
period next to the preset period. 

14. The distribution method according to claim 10, wherein 
when a third distribution request for the first target content 
data is received in a period different from the period in which 
the first distribution request is received, partial data cached in 
the second storage area is distributed to the request source of 
the first distribution request. 
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