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A position input device includes a coordinate system setting 
unit that uses position and orientation of the head of an 
operator in a first coordinate system to set a second coor 
dinate system in a space including the operator, where a 
position on the face of the operator is designated as an 
origin, a transformation matrix calculation unit that calcu 
lates a transformation matrix from the first to the second 
coordinate system, a transformation matrix update unit that 
updates the transformation matrix according to a result 
obtained by transforming a coordinate indicating a position 
of the fingertip of the operator in the first coordinate system 
with the transformation matrix, and an indication straight 
line calculation unit that calculates a straight line passing 
through the origin of the second coordinate system and the 
position of the fingertip based on the transformation matrix 
and the position of the fingertip in the first coordinate 
system. 
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POSITION INPUT DEVICE AND POSITION 
INPUT METHOD 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application is based upon and claims the 
benefit of priority from Japanese Patent Application No. 
2015-152302, filed Jul. 31, 2015, the entire contents of 
which are incorporated herein by reference. 

FIELD 

0002 An embodiment of the present invention relates to 
a position input device and a position input method. 

BACKGROUND 

0003) A non-contact type position input device that 
detects a position pointed at by an operator in connection 
with an input operation by the operator is known. It is 
desired that the position input device can accurately detect 
the position pointed at by the operator So as to accurately 
characterize the input operation. It is also desired that the 
position input device Suppress deterioration of operability 
which may result from sensing or detecting of movement 
that is not associated with an input operation by the operator. 

DESCRIPTION OF THE DRAWINGS 

0004 FIG. 1 is a block diagram of a system including a 
position input device according to an embodiment. 
0005 FIG. 2 is a diagram depicting the positional rela 
tionship between an image taken by the camera shown in 
FIG. 1 and an operator. 
0006 FIG. 3 is a diagram illustrating the setting of a 
second coordinate system by a coordinate system setting 
unit shown in FIG. 1. 
0007 FIG. 4 is a diagram illustrating whether or not a 
transformation matrix should be updated in a transformation 
matrix update unit shown in FIG. 1. 
0008 FIG. 5 is a plan view of a space range shown in 
FIG. 4 when viewed from a location facing the operator. 
0009 FIG. 6 is a diagram illustrating the relationship 
between the calculation of the transformation matrix in the 
transformation matrix calculation unit shown in FIG. 1 and 
the update of the transformation matrix in the transformation 
matrix update unit. 
0010 FIG. 7 is a flow chart showing the procedure of a 
position input method according to the embodiment. 

DETAILED DESCRIPTION 

0011 Embodiments provide a position input device and a 
position input method capable of enabling accurate position 
input while achieving good operability. 
0012. In general, according to one embodiment, a posi 
tion input device includes a coordinate system setting unit 
that uses a position and an orientation of the head of an 
operator in a first coordinate system to set a second coor 
dinate system in a space including the operator, wherein a 
position on the face of the operator is designated as an 
origin, a transformation matrix calculation unit that calcu 
lates and stores a transformation matrix from the first second 
coordinate system to the second coordinate system, a trans 
formation matrix update unit that updates the stores trans 
formation matrix according to a result obtained by trans 
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forming a coordinate indicating a position of the fingertip of 
the operator in the first coordinate system with the stores 
transformation matrix, and an indication straight line calcu 
lation unit that calculates a straight line passing through the 
origin of the second coordinate system and the position of 
the fingertip based on the stores transformation matrix and 
the position of the fingertip in the first coordinate system. 
0013 A position input device and a position input method 
according to an embodiment will now be described in detail 
with reference to the accompanying drawings. Note that the 
present invention is not limited by the embodiments dis 
closed herein. 
0014 (Embodiment) FIG. 1 is a block diagram of a 
system including a position input device according to an 
embodiment. The system includes a position input device 1, 
a camera 2 and an input processing unit 3. 
0015 The position input device 1 is configured as a 
non-contact type pointing device. The position input device 
1 detects a position pointed at by an operator based on the 
gesture of the operator pointing at space with his/her fin 
gertip. The position input device 1 performs such position 
detection according to a signal that is input from the camera 
2 to accept the input operation by the operator. 
0016. The camera 2 acquires an image of the operator 
who is a Subject. For example, the camera 2 is a digital 
camera. The camera 2 detects light from the Subject and 
generates an image signal. For example, the camera 2 forms 
a visible image according to the intensity distribution of the 
visible light. In addition to a visible image, the camera 2 may 
generate any of a thermal image according to the intensity 
distribution of infrared light, a range image according to the 
distance distribution from the camera 2 and the like. The 
camera 2 outputs the generated image signal. 
0017 For example, a display device (not shown) displays 
a virtual operation screen representing the space at the front 
of the operator. The operator performs an input operation by 
pointing at an icon or the like displayed on the virtual 
operation screen. The input processing unit 3 recognizes the 
icon or the like pointed at by the operator based on the result 
of the position detection by the position input device 1. The 
input processing unit 3 grasps the contents of the input 
operation by the operator, and sends, for example, an 
instruction corresponding to the input operation to external 
equipment as an operation target. 
0018. A position input program for realizing the position 
input method described in the embodiment is installed in a 
personal computer Such as hardware. The personal computer 
includes a central processing unit, a storage device and an 
input/output interface. The hardware in which the position 
input program is installed serves as the position input device 
1. In the position input device 1 shown in FIG. 1, functions 
of the position input program are shown as function blocks. 
Each function is implemented using the central processing 
unit and the storage device. 
0019. The position input device 1 includes respective 
function portions of a fingertip detection unit 11, a head 
detection unit 12, a coordinate system setting unit 13, a 
transformation matrix calculation unit 14, a transformation 
matrix update unit 15 and an indication Straight line calcu 
lation unit 16. 
0020. The fingertip detection unit 11 detects the position 
of the fingertip of the operator. The head detection unit 12 
detects the position and orientation of the head of the 
operator. The fingertip detection unit 11 and the head detec 
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tion unit 12 each perform position detection relative to the 
camera coordinate system that is the first coordinate system 
based on an image signal from the camera 2. The camera 
coordinate system is set principally based on the camera 2. 
and is defined according to the position and orientation of 
the camera 2 in the space where the camera 2 is installed. 
0021. The coordinate system setting unit 13 uses a detec 
tion result of the head detection unit 12 to set a face 
coordinate system that is the second coordinate system. In 
the face coordinate system, a position on the face of the 
operator is designated as the origin. The face coordinate 
system is set principally based on the operator. The trans 
formation matrix calculation unit 14 obtains a transforma 
tion matrix from the camera coordinate system to the face 
coordinate system. A transformation matrix is, for example, 
an affine matrix for linear transformation. 

0022. The transformation matrix update unit 15 stores a 
transformation matrix. The transformation matrix update 
unit 15 determines whether to update the stored transforma 
tion matrix to a transformation matrix obtained by the 
transformation matrix calculation unit 14. The transforma 
tion matrix update unit 15 determines whether to perform 
the update based on the calculation result of the transfor 
mation matrix of the transformation matrix calculation unit 
14 and the detection result of the fingertip detection unit 11. 
The transformation matrix update unit 15 updates the stored 
transformation matrix according to the determination result. 
0023 The indication straight line calculation unit 16 
obtains an indication straight line passing through the origin 
on the face of the operator and the position of the fingertip. 
The indication Straight line calculation unit 16 obtains an 
indication straight line based on the transformation matrix 
stored in the transformation matrix update unit 15 and the 
detection result of the fingertip detection unit 11. The 
indication straight line calculation unit 16 outputs a param 
eter of the obtained indication straight line. 
0024. The input processing unit 3 uses a parameter output 
by the indication straight line calculation unit 16 to obtain an 
intersection point of the virtual operation screen and the 
indication straight line. The intersection point represents the 
position on the virtual operation screen pointed at by the 
operator. The input processing unit 3 performs processing 
based on the coordinate of the intersection point. 
0025 FIG. 2 is a diagram showing the positional rela 
tionship between an image taken by the camera 2 and the 
operator in the real space. The CX axis, the CY axis and the 
CZ axis shown in FIG. 2 are three coordinate axes for the 
camera coordinate system. The CX axis, the CY axis and the 
CZ axis are perpendicular to one another. The CZ axis is set 
along the optical axis of the camera 2. As long as the position 
and orientation of the camera 2 are not changed, the camera 
coordinate system is fixed in the space where the camera 2 
is installed. 

0026. The camera 2 takes an image 23 in which the image 
of the operator 20 in the real space is projected on a CXCY 
plane. The camera 2 generates a stereoscopic vision image 
including information about the subject distance in the CZ 
direction in the image 23. The detail description of the 
generation of the Stereoscopic vision image by the camera 2 
will be omitted. The operator performs an input operation at 
the position where at least a head 21 and a fingertip 22 
during operation are included in the scope of the field of 
view of the camera 2. 
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0027 FIG. 3 is a diagram illustrating the setting of a 
second coordinate system by the coordinate system setting 
unit 13. The head detection unit 12 stores information 
indicating the positions of standard face parts when a human 
face is viewed from the front. The head detection unit 12 
estimates the orientation of the head 21 in the camera 
coordinate system based on the positional relationship 
between standard face parts and the face parts taken by the 
camera 2. The orientation of the head 21 refers to the 
direction where the face is directed. Further, the head 
detection unit 12 estimates the position of the head 21 in the 
camera coordinate system based on the distance between the 
taken face parts and the camera 2. 
0028. The coordinate system setting unit 13 sets a face 
coordinate system based on the position and orientation of 
the head 21. The X axis, the Y axis and the Z axis shown in 
FIG. 3 are three coordinate axes for the face coordinate 
system. The X axis, the Y axis and the Z axis are perpen 
dicular to one another. The face coordinate system moves 
according to the change of the position of the head 21 in the 
space where the operator 20 exists, and rotates according to 
the change of the orientation of the head 21. 
0029. The coordinate system setting unit 13 sets the 
origin O of the face coordinate system at the middle position 
of both eyes in the face. In the coordinate system setting unit 
13, an axis linking the origin O, the center of the right eye 
and the center of the left eye is taken as the X axis. In the 
coordinate system setting unit 13, an axis pointing to the 
direction where the nose in the face is directed, and perpen 
dicular to the X axis is taken as the Z axis (first axis). The 
Z axis is set in the anteroposterior direction of the face. In 
the coordinate system setting unit 13, an axis perpendicular 
to the X axis and the Z axis is taken as the Y axis. 

0030 Note that the face coordinate system is not limited 
to a coordinate system that is set by the technique described 
in the present embodiment as long as it is uniquely obtained 
according to the position and orientation of the head 21. The 
X axis, the Y axis and the Z axis may be set in the direction 
other than the direction described in the present embodi 
ment. In the face coordinate system, at least one of the 3 axes 
should be set in the anteroposterior direction of the face. The 
X axis, the Y axis and the Z axis may be replaced by one 
another with respect to the case of the present embodiment. 
0031. The fingertip detection unit 11 obtains the coordi 
nate indicating the position of the fingertip 22 in the camera 
coordinate system when the image of the pointing gesture by 
the operator 20 is taken by the camera 2, for example. 
0032. The transformation matrix calculation unit 14 
obtains an affine matrix A, which represents linear transfor 
mation from the camera coordinate system to the face 
coordinate system. The transformation matrix calculation 
unit 14 outputs the obtained affine matrix A, to the transfor 
mation matrix update unit 15. To obtain the affine matrix A, 
the face coordinate system that is set by the coordinate 
system setting unit 13 at a given time t is used. 
0033. The transformation matrix update unit 15 stores 
afline matrix A used in the indication straight line calculation 
unit 16. When it is determined that the update is accepted, 
the affine matrix A is updated to the affine matrix A, 
calculated by the transformation matrix calculation unit 14. 
Note that the initial value of the affine matrix A stored by the 
transformation matrix update unit 15 is a given value. The 
initial value may be an invalid value. 
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0034 FIG. 4 is a diagram illustrating a determination as 
to whether a transformation matrix should be updated in the 
transformation matrix update unit 15. The coordinate p 
indicating the position of the fingertip 22 in the camera 
coordinate system is input from the fingertip detection unit 
to the transformation matrix update unit 15. The transfor 
mation matrix update unit 15 transforms the coordinate p 
with the affine matrix A. Thus, the transformation matrix 
update unit 15 calculates the coordinate p'(x0, y0, z0) of 
the position of the fingertip 22 in the face coordinate system. 
0035 An angle 0 is formed by a straight line L passing 
through the origin O and the position of the fingertip 22, and 
the Z axis. The transformation matrix update unit 15 uses, 
for example, the following equation (1) to obtain the angle 
0. 

Equation 1 

30 (1) 
8 = acos 

0036. The transformation matrix update unit 15 compares 
the obtained angle 0 with a preset threshold value Th. The 
transformation matrix update unit 15 determines whether the 
stored transformation matrix should be updated according to 
the comparison result. 
0037. When the straight line representing the threshold 
value This rotated about the Z axis while intersecting the Z 
axis at O, the straight line forms a conical side Surface 
shaped trace. Based on the comparison between the angle 0 
and the threshold value Th, the transformation matrix update 
unit 15 determines whether the fingertip 22 is nearer the Z 
axis than the conical side surface. 
0038 FIG. 5 is a plan view of a space range shown in 
FIG. 4 when viewed from the front of the operator. FIG. 5 
shows an outer edge 24 of the space range in the XY plane 
in a position on the Z axis. The outer edge 24 forms a circle 
around the Z axis. The transformation matrix update unit 15 
determines whether the fingertip 22 is present in front of the 
area where the face of the operator is positioned when the 
fingertip 22 is inside the outer edge 24. 
0039. When the angle 0 is less than the threshold value 
Th (0-Th), the fingertip 22 is inside the outer edge 24 as 
Shown in FIGS. 4 and 5. In FIG. 5, the position of the 
fingertip 22 is present in front of the location where the face 
of the operator is directed, i.e., where the operator is looking. 
In this case, the transformation matrix update unit 15 deter 
mines that the operator is pointing at a position on the virtual 
operation screen in the line of sight. Note that an inequality 
0<Th represents that the position (x0, y0, z0) is in a range 
nearer the Z axis than the conical side surface. When 0<Th 
is satisfied, the transformation matrix update unit 15 updates 
the stored affine matrix A to the affine matrix A. 
0040. On the other hand, when the angle 0 is equal to or 
larger than the threshold value Th (0-Th), the fingertip 22 is 
on or outside the conical outer edge 24. At this time, the 
fingertip 22 is in a position not in front of the operator. In this 
case, the transformation matrix update unit 15 determines 
that the operator is suspending an input operation while 
viewing the virtual operation screen. When 0.This satisfied, 
the transformation matrix update unit 15 does not update the 
stored affine matrix A. The input affine matrix A is not used 
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for the calculation by the indication straight line calculation 
unit 16 and is excluded from the transformation matrix. 
0041. The threshold value This set as an angle between 
10 and 30 degrees, for example, in view of human viewing 
angle characteristics. The threshold value Th may be rewrit 
able in response to a setting change operation. 
0042. Note that the setting technique of the space range 
that is the reference of the determination may be changed 
appropriately without being limited to the scope described in 
the present embodiment. For example, the outer edge 24 of 
the space range in the XY plane maybe an ellipse and the 
like having the long axis in the X direction without being 
limited to a circle around the Z axis. 
0043 FIG. 6 is a diagram illustrating the relation between 
the calculation timing of the transformation matrix in the 
transformation matrix calculation unit 14 and the update 
timing of the transformation matrix in the transformation 
matrix update unit. The upper side in the figure shows the 
calculated afline matrix A, in time series or sequence. Each 
of Aoto A represents the affine matrix A, calculated at each 
of time t-t0 to ta. The lower side in the figure shows the 
transition of the affine matrix A stored in the transformation 
matrix update unit 15. 
0044. In the illustrated example, until the affine matrix 
A calculated att3 is input, the transformation matrix update 
unit 15 maintains the stored affine matrix A. Until t2, the 
transformation matrix update unit 15 determines to maintain 
the affine matrix A0 as it is without updating. When the 
afline matrix A is input at t3, the transformation matrix 
update unit 15 updates the stored affine matrix A. The 
transformation matrix update unit 15 stores the affine matrix 
A (A) in place of the affine matrix A that has been 
maintained until then. 

0045. In this manner, the transformation matrix calcula 
tion unit 14 calculates the affine matrix A, each time the head 
detection unit 12 periodically monitors the position and 
orientation of the head 21. When it is determined that update 
should be performed, the transformation matrix update unit 
15 updates the stored affine matrix A to the input affine 
matrix A. 
0046. The indication straight line calculation unit 16 
reads out the affine matrix A. The coordinate p indicating the 
position of the fingertip 22 in the camera coordinate system 
is input from the fingertip detection unit 11 to the indication 
straight line calculation unit 16. The indication straight line 
calculation unit 16 obtains the coordinate q which is 
obtained by projecting in the face coordinate system the 
coordinate p from the read affine matrix A. 
0047. The indication straight line calculation unit 16 uses 
the inverse matrix A of the affine matrix A and the 
coordinate q to obtain the indication straight line (x, y, 
Z) A'q'T. T is a parameter representing a straight line, 
satisfying TD0. The indication straight line calculation unit 
16 outputs A'q' which is a parameter representing the 
position and inclination of the indication straight line in the 
Space. 
0048 If the transformation matrix is updated, the indi 
cation Straight line calculation unit 16 obtains an indication 
straight line different from the indication straight line 
obtained before updating. When it is confirmed that the 
fingertip 22 is present in front of the operator, the indication 
straight line calculation unit 16 changes the indication 
straight line according to the change in the face coordinate 
system by the movement of the operator. In this case, when 



US 2017/0031450 A1 

the operator moves their head 21 while pointing at the virtual 
operation screen in front of the operator, the position input 
device 1 follows the movement of the operator to change the 
indication straight line. Thus, the position input device 1 can 
accurately detect the position pointed at by the operator. 
0049. If the transformation matrix is not updated, the 
indication straight line calculation unit 16 obtains the same 
indication straight line as the previous one. When the 
fingertip 22 is out of a predetermined space range in front of 
the operator who is viewing the virtual operation screen, the 
indication straight line calculation unit 16 does not change 
the indication straight line even if the face coordinate system 
is changed by the movement of the operator. This can 
prevent the position input device 1 from excessively detect 
ing the movement of the operator while the operator is 
performing movement other than an input operation. 
0050. It is assumed that, when the operator moves the 
head 21 while pointing at the virtual operation screen in 
front of the operator, the transformation matrix is updated 
according to the change in the face coordinate system. In 
that case, the position detected in the position input device 
1 is changed despite of no change in the position pointed by 
the operator. The position input device 1 according to the 
embodiment can effectively suppress deterioration of oper 
ability which may result from sensing or detecting uninten 
tional movement by the operator. 
0051 FIG. 7 is a flow chart showing the procedure of a 
position input method according to the embodiment. The 
camera 2 shoots, i.e., images, an operator 20 and outputs an 
image signal (S1). The head detection unit 12 detects the 
position and the orientation of the head 21 of the operator 
based on the image signal (S2). Further, the fingertip detec 
tion unit 11 detects the position of the fingertip 22 based on 
the image signal (S2). 
0052. The coordinate system setting unit 13 sets a face 
coordinate system based on the position and the orientation 
of the head 21 with respect to the operator 20 based on the 
detection result of the position and the orientation of the 
head 21 (S3). The transformation matrix calculation unit 14 
calculates an affine matrix A, for transformation from the 
camera coordinate system to the set face coordinate system 
(S4). 
0053. The transformation matrix update unit 15 uses the 
calculated afline matrix A, to transform the coordinate p 
which is the detection result of the position of the fingertip 
22. Thus, the transformation matrix update unit 15 calculates 
the coordinate p'(x0, y0, z0) of the position of the fingertip 
22 in the face coordinate system (S5). 
0054 The transformation matrix update unit 15 deter 
mines whether the angle 0 is less than the threshold value Th 
(S6). If the angle 0 is less than the threshold Th (S6, Yes), 
the transformation matrix update unit 15 updates the affine 
matrix A which has been maintained until then to the affine 
matrix A, value calculated in S4 (S7). On the other hand, 
when the angle 0 is equal to or larger than the threshold Th 
(S6, No), the position input device 1 skips S7 and goes to S8. 
0055. The indication straight line calculation unit 16 
reads out the affine matrix stored by the transformation 
matrix update unit 15, and outputs the parameter A'q' 
representing the position and inclination of the obtained 
indication straight line (S8). Thus, the position input device 
1 ends the processing in accordance with the input image 
signal. 
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0056. Note that, in a system including the position input 
device 1, external devices other than the position input 
device 11 may perform the functions of the fingertip detec 
tion unit 11 and the head detection unit 12. In this case, the 
position input device 1 may include an input receiving unit 
instead of the fingertip detection unit 11 and the head 
detection unit 12. The input receiving unit receives the input 
of the detection result of the position of the fingertip 22, and 
the detection result of the position and the orientation of the 
head 21 by the external devices. Thus, the position input 
device 1 may not include the fingertip detection unit 11 and 
the head detection unit 12. 
0057 According to the embodiment, the position input 
device 1 causes the indication straight line calculation unit 
16 to obtain an indication straight line passing through the 
origin on the face and the position of the fingertip. The 
position input device 1 can accurately detect the position 
pointed at by the operator by obtaining an indication straight 
line based on the positional relationship in the direction of 
viewing by the operator. The transformation matrix update 
unit 15 determines whether to update the transformation 
matrix using a result obtained by transforming the coordi 
nate indicating the position of the fingertip using the trans 
formation matrix obtained in the transformation matrix 
calculation unit 14. 
0058. The position input device 1 updates the transfor 
mation matrix when the fingertip 22 is present in the 
predetermined space range in front of the operator, thus it is 
possible to suppress deterioration of operability which may 
result from oversensitive detection of movement of the 
operator. In this manner, the position input device 1 and the 
position input method can produce effects of enabling accu 
rate position input and attaining good operability. 
0059 While certain embodiments have been described, 
these embodiments have been presented by way of example 
only, and are not intended to limit the Scope of the inven 
tions. Indeed, the novel embodiments described herein may 
be embodied in a variety of other forms; furthermore, 
various omissions, Substitutions and changes in the form of 
the embodiments described herein maybe made without 
departing from the spirit of the inventions. The accompa 
nying claims and their equivalents are intended to cover 
such forms or modifications as would fall within the scope 
and spirit of the inventions. 
What is claimed is: 
1. A position input device comprising: 
a coordinate system setting unit that uses a position and an 

orientation of the head of an operator in a first coordi 
nate system to set a second coordinate system in a space 
including the operator, wherein a position on the face of 
the operator is designated as an origin; 

a transformation matrix calculation unit that calculates 
and stores a transformation matrix from the first coor 
dinate system to the second coordinate system; 

a transformation matrix update unit that updates the stored 
transformation matrix according to a result obtained by 
transforming a coordinate indicating a position of a 
fingertip of the operator in the first coordinate system 
with the stored transformation matrix; and 

an indication straight line calculation unit that calculates 
a straight line passing through the origin of the second 
coordinate system and the position of the fingertip 
based on the stored transformation matrix and the 
position of the fingertip in the first coordinate system. 
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2. The device according to claim 1, wherein the coordi 
nate system setting unit sets a first coordinate axis for the 
second coordinate system in an anteroposterior direction of 
the face, and 

the transformation matrix update unit updates the stored 
transformation matrix when an angle formed by the 
calculated Straight line and the first coordinate axis is 
less than a threshold value. 

3. The device according to claim 2, wherein the fingertip 
detection unit determines whether the fingertip is within a 
conical region extending around the first coordinate axis. 

4. The device according to claim 3, wherein the conical 
region is elliptical in cross-section. 

5. The device according to claim 2, wherein the calculated 
straight line is indicative of a location on an operation screen 
which is pointed at by the operator. 

6. The device according to claim 5, wherein the calculated 
straight line extends from an origin point on the operators 
head, past the operator's fingertip, and to the location on the 
operation screen which is pointed at by the operator. 

7. The device according to claim 1, further comprising: 
a head detection unit that detects the position and an 

orientation of the head in the first coordinate system. 
8. The device according to claim 1, further comprising: 
a fingertip detection unit that detects the position of the 

fingertip in the first coordinate system. 
9. A position input device comprising: 
a coordinate system setting unit configured to use a 

position and an orientation of the head of an operator in 
a first coordinate system to set a second coordinate 
system in a space including the operator, wherein a 
position on the face of the operator is designated as an 
origin; 

a transformation matrix calculation unit configured to 
calculate and store a transformation matrix to convert 
from the first coordinate system to the second coordi 
nate system; 

a transformation matrix update unit configured to update 
the stored transformation matrix according to a result 
obtained by transforming a coordinate indicating a 
position of an operator pointing portion in the first 
coordinate system with the stored transformation 
matrix; and 

an indication straight line calculation unit configured to 
calculate a straight line passing through the origin of 
the second coordinate system and the position of the 
pointing portion based on the stored transformation 
matrix and the position of the pointing portion in the 
first coordinate system. 

10. The device according to claim 9, wherein the coor 
dinate system setting unit sets a first coordinate axis for the 
second coordinate system in an anteroposterior direction of 
the face, and 

the transformation matrix update unit updates the stored 
transformation matrix only when an angle formed by 
the calculated Straight line and the first coordinate axis 
is less than a threshold value. 
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11. The device according to claim 10, wherein the calcu 
lated Straight line is indicative of a location on an operation 
screen which is pointed at by the operator. 

12. The device according to claim 11 wherein the calcu 
lated Straight line extends from an origin point on the 
operator's head, past the operator's pointing-portion, and to 
the location on an operation screen which is pointed at by the 
operator. 

13. The device according to claim 9, further comprising: 
a head detection unit configured to detect the position and 

orientation of the head of the operator in the first 
coordinate system. 

14. The device according to claim 9, further comprising: 
a pointing-portion detection unit configured to detect the 

position of the pointing-portion in the first coordinate 
system. 

15. The device according to claim 9, wherein the pointing 
portion detection unit determines whether the pointing 
portion is within a conical region extending around the first 
coordinate axis. 

16. The device according to claim 15, wherein the conical 
region is elliptical in cross-section. 

17. A position input method including: 
using a position and an orientation of the head of an 

operator in a first coordinate system to set a second 
coordinate system in a space including the operator 
wherein a position on the face of the operator is 
designated as an origin; 

calculating a transformation matrix from the first coordi 
nate system to the second coordinate system; 

determining whether to update the calculated transforma 
tion matrix based on a result obtained by transforming 
a coordinate indicating a position of a fingertip of the 
operator in the first coordinate system using the calcu 
lated transformation matrix: 

updating the calculated transformation matrix according 
to the determination result; and 

calculating a straight line passing through the origin of the 
second coordinate system and the position of the fin 
gertip based on the calculated transformation matrix 
and the position of the fingertip in the first coordinate 
system. 

18. The method according to claim 17, further compris 
ing: 

setting a first coordinate axis for the second coordinate 
system in an anteroposterior direction of the face, 
wherein 

the calculated transformation matrix is updated when an 
angle formed by the calculated straight line and the first 
coordinate axis is less than a threshold value. 

19. The method according to claim 17, further compris 
ing: 

detecting the position and an orientation of the head in the 
first coordinate system. 

20. The method according to claim 17, further compris 
ing: 

detecting the position of the fingertip in the first coordi 
nate system. 


