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Description

[0001] This application claims priority to Chinese Patent Application No. 202110304438.9, filed with the China National
Intellectual Property Administration on March 22, 2021 and entitied "DATAPROCESSING METHOD AND APPARATUS",
which is incorporated herein by reference in its entirety.

TECHNICAL FIELD

[0002] This application relates to the field of communication, and in particular, to a data processing method and
apparatus.

BACKGROUND

[0003] With development of an artificial intelligence (artificial intelligence, Al) technology, a neural network may be
deployed in a device cluster manner. For example, a complete neural network may be deployed on each node in the
device cluster, and a network scale of the complete neural network matches a cluster scale. In this way, each node may
independently train the complete neural network, and complete a corresponding cluster service by using the trained
complete neural network.

[0004] However, because the complete neural network is deployed on each node, calculation complexity of the neural
network is high, a calculation amount is large, and data processing efficiency is low.

SUMMARY

[0005] Embodiments of this application provide a data processing method and apparatus, to reduce calculation com-
plexity and a calculation amount of a neural network. This improves data processing efficiency.

[0006] To achieve the foregoing objectives, the following technical solutions are used in this application.

[0007] According to a first aspect, a data processing method is provided. The method is applied to a first node. The
first node has an adjacent relationship with a second node, and the first node and the second node are configured to
execute a same type of task. The method includes: obtaining first data, and determining a processing result of the first
data through a first neural network. The first neural network is determined based on a combination of first neural network
parameter sets. A quantity of first neural network parameter sets in the combination is positively correlated to a quantity
of second nodes.

[0008] Based on the method according to the first aspect, a plurality of nodes may execute the same type of task, and
the first node may determine the quantity of first neural network parameter sets based on a quantity of neighboring nodes
in the plurality of nodes, for example, the quantity of second nodes, to further determine the first neural network. A
network scale of the first neural network may be positively correlated to the quantity of second nodes, to cooperate with
the second node to execute the same type of task. For example, because a network scale of a complete neural network
matches a cluster scale, to be specific, matches a quantity of nodes in a device cluster, when the quantity of neighboring
nodes is less than the quantity of nodes in the device cluster, the network scale of the first neural network is also less
than the network scale of the complete neural network. Therefore, calculation complexity and a calculation amount of
the neural network may be reduced, and data processing efficiency may be improved.

[0009] In a possible design solution, the first neural network may include: N hidden layers. An ith hidden layer may
include M; parameter subsets. In the M; parameter subsets, m parameter subsets may be the same. The M, parameter
subsets may be determined based on the combination of first neural network parameter sets. N is a positive integer, i
is a positive integer less than or equal to N, M is an integer greater than 1, and m is an integer less than or equal to M;
and greater than 1. In other words, the first neural network may be determined based on a combination of same parameter
subsets. In this way, the calculation amount may be effectively reduced, to quickly determine the first neural network.
[0010] Optionally, the first neural network parameter set may include: a first parameter subset and/or a second pa-
rameter subset. In other words, the first neural network may be determined based on a combination of two parameter
subsets. In this way, the calculation amount may be further reduced, to determine the first neural network more quickly.
[0011] Further, a neural network structure of the ith hidden layer may be represented as:
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[0012] W1/ may be used to represent the neural network structure of the ith hidden layer. S$/-1./ may be determined
based on the first parameter subset corresponding to the ith hidden layer, and O*'/ may be determined based on the
second parameter subset corresponding to the ith hidden layer. It should be understood that such a symmetric structure
of the ith hidden layer may enable the first neural network to have permutation invariance. For example, if an input
sequence of the first data changes, a sequence of processing results output by the first neural network also changes
accordingly, and the processing resultremains unchanged, so that the first neural network may output a correct processing
result regardless of a sequence in which the first data is input. Therefore, compared with a neural network not having
the permutation invariance, the first neural network having the permutation invariance may omit the step of adjusting
the input sequence, to simplify a processing procedure. This may improve data processing efficiency.

[0013] Further, a quantity of rows in W-1./ may be positively correlated to a quantity of second nodes, and a quantity
of columns in W1/ may be positively correlated to the quantity of second nodes. For example, the quantity of rows in
Wi-1i may be equal to a sum of a quantity of first nodes and the quantity of second nodes, and the quantity of columns
in Wi may be equal to the sum of the quantity of first nodes and the quantity of second nodes, so that the first node
may quickly determine the first neural network based on the sum of the quantity of first nodes and the quantity of second
nodes.

[0014] In a possible design solution, if the quantity of second nodes changes from a first quantity to a second quantity,
in the combination of first neural network parameter sets, a quantity of first parameter subsets may be correspondingly
adjusted from a third quantity to a fourth quantity, and a quantity of second parameter subsets may be correspondingly
adjusted from a fifth quantity to a sixth quantity. In this way, the network scale of the first neural network may be
dynamically adjusted based on a change of the quantity of second nodes, so that the first neural network may be
dynamically maintained in an optimal network scale. This avoids network scale redundancy, and further improves data
processing efficiency.

[0015] In a possible design solution, after determining the processing result of the first data, the method according to
the first aspect may further include: determining a second neural network parameter set, and sending the second neural
network parameter set. The second neural network parameter set may be determined based on the processing result
and the first neural network. For example, the first neural network is updated based on the processing result, to obtain
the second neural network parameter set. In this way, training and updating of the first neural network may be imple-
mented, so that precision of the first neural network is higher, and an output processing result is more accurate.
[0016] In a possible design solution, the second node may be determined by one or more of the following: an area in
which a node is located, a type of a node, a network to which a node belongs, or a user served by a node. In this way,
the first node may flexibly adjust the quantity of second nodes based on an actual service requirement, to ensure that
the first node and the second node may cooperate to execute the same type of task. This improves task reliability.
[0017] According to a second aspect, a data processing method is provided. The method is applied to a first node.
The first node has an adjacent relationship with a second node, and the first node and the second node are configured
to execute a same type of task. The method includes: obtaining a first neural network parameter set, determining a first
neural network based on a combination of first neural network parameter sets, and then determining a processing result
of first data through the first neural network. A quantity of first neural network parameter sets in the combination is
positively correlated to a quantity of second nodes.

[0018] Based on the method according to the second aspect, because a plurality of nodes may execute the same
type of task, and the first node may determine a quantity of first neural network parameter sets based on a quantity of
neighboring nodes in the plurality of nodes, for example, a quantity of second nodes, to further determine the first neural
network. In this way, a network scale of the first neural network may be positively correlated to the quantity of second
nodes, to cooperate with the second node to execute the same type of task. For example, when the quantity of neighboring
nodes is less than a quantity of nodes in a device cluster, the first neural network is only a part of a complete neural
network, and a network scale of the first neural network is also less than a network scale of the complete neural network.
Therefore, reduced training complexity and a training calculation amount of the neural network may be reduced, and
training efficiency may be improved.

[0019] According to a third aspect, a data processing method is provided. The method is applied to a first device. The
method includes: determining a first neural network parameter set, and sending the first neural network parameter set.
The first neural network is determined based on a combination of first neural network parameter sets. A quantity of first
neural network parameter sets in the combination is positively correlated to a quantity of second nodes. The second
node has an adjacent relationship with a first node, and the second node and the first node are configured to execute
a same type of task.

[0020] Based on the method according to the third aspect, because the first neural network is determined based on
the combination of first neural network parameter sets, a quantity of parameters in the first neural network parameter
set may be less than a quantity of parameters of the first neural network. Compared with sending all neural network
parameters of the first neural network, sending the first neural network parameter set may effectively reduce a data
communication volume. This improves communication efficiency.
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[0021] In a possible design solution, after sending the first neural network parameter set, the method according to the
third aspect may further include: obtaining a second neural network parameter set. The second neural network parameter
set may be determined based on a processing result of first data and the first neural network.

[0022] Optionally, after obtaining the second neural network parameter set, the method according to the third aspect
may further include: determining a fourth neural network parameter set based on the second neural network parameter
set and a third neural network parameter set. The third neural network parameter set may be determined by the second
node. The fourth neural network parameter set may be used to update the first neural network. In this way, a training
result of the first node and a training result of the second node are aggregated, to accelerate a training speed of the first
neural network, so that the first neural network may converge more quickly. This shortens training duration and improves
training efficiency. In addition, because both a quantity of parameters in the second neural network parameter set and
a quantity of parameters in the third neural network parameter set are less than a quantity of parameters in the first
neural network, compared with all neural network parameters of an aggregated neural network, aggregating the param-
eters in the second neural network parameter set and the parameters in the third neural network parameter set may
effectively reduce a calculation amount and improve an aggregation speed.

[0023] According to a fourth aspect, a data processing apparatus is provided. The apparatus is applied to a first node.
The first node has an adjacent relationship with a second node, and the first node and the second node are configured
to execute a same type of task. The apparatus includes: a transceiver module and a processing module. The transceiver
module is configured to obtain first data. The processing module is further configured to determine a processing result
of the first data through a first neural network. The first neural network is determined based on a combination of first
neural network parameter sets. A quantity of first neural network parameter sets in the combination is positively correlated
to a quantity of second nodes.

[0024] In a possible design solution, the first neural network may include: N hidden layers. An ith hidden layer may
include M; parameter subsets. In the M, parameter subsets, m parameter subsets may be the same. The M; parameter
subsets may be determined based on the combination of first neural network parameter sets. N is a positive integer, i
is a positive integer less than or equal to N, M; is an integer greater than 1, and m is an integer less than or equal to M
and greater than 1.

[0025] Optionally, the first neural network parameter set may include: a first parameter subset and/or a second pa-
rameter subset.

[0026] Further, a neural network structure of the ith hidden layer may be represented as:
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[0027] W1/ may be used to represent the neural network structure of the ith hidden layer. S$/-1./ may be determined
based on the first parameter subset corresponding to the ith hidden layer, and O1./ may be determined based on the
second parameter subset corresponding to the ith hidden layer.

[0028] Further, a quantity of rows in W1/ may be positively correlated to a quantity of second nodes, and a quantity
of columns in W1 may be positively correlated to the quantity of second nodes.

[0029] In a possible design solution, if the quantity of second nodes changes from a first quantity to a second quantity,
in the combination of first neural network parameter sets, a quantity of first parameter subsets may be correspondingly
adjusted from a third quantity to a fourth quantity, and a quantity of second parameter subsets may be correspondingly
adjusted from a fifth quantity to a sixth quantity.

[0030] In a possible design solution, after the processing module determines the processing result of the first data,
the processing module is further configured to determine a second neural network parameter set. The transceiver module
is further configured to send the second neural network parameter set. The second neural network parameter set may
be determined based on the processing result and the first neural network.

[0031] In a possible design solution, the second node may be determined by one or more of the following: an area in
which a node is located, a type of a node, a network to which a node belongs, or a user served by a node.

[0032] Optionally, the transceiver module may include a receiving module and a sending module. The sending module
is configured to implement a sending function of the apparatus according to the fourth aspect, and the receiving module
is configured to implement a receiving function of the apparatus according to the fourth aspect.

[0033] Optionally, the apparatus according to the fourth aspect may further include a storage module, and the storage
module stores a program or instructions. When the processing module executes the program or the instructions, the
apparatus may be enabled to perform the method according to the first aspect.

[0034] It should be noted that the apparatus according to the fourth aspect may be a terminal device or a network
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device, or may be a chip (system) or another component or component that may be disposed in a terminal device or a
network device, or may be an apparatus that includes a terminal device or a network device. This is not limited in this
application.

[0035] In addition, for a technical effect of the apparatus according to the fourth aspect, refer to a technical effect of
the method according to the first aspect. Details are not described herein again.

[0036] According to a fifth aspect, a data processing apparatus is provided. The apparatus is applied to a first node.
The first node has an adjacent relationship with a second node, and the first node and the second node are configured
to execute a same type of task. The apparatus includes: a transceiver module and a processing module. The transceiver
module is configured to obtain a first neural network parameter set. The processing module is configured to determine
a first neural network based on a combination of first neural network parameter sets, and then determine a processing
result of first data through the first neural network. A quantity of first neural network parameter sets in the combination
is positively correlated to a quantity of second nodes.

[0037] Optionally, the transceiver module may include a receiving module and a sending module. The sending module
is configured to implement a sending function of the apparatus according to the fifth aspect, and the receiving module
is configured to implement a receiving function of the apparatus according to the fifth aspect.

[0038] Optionally, the apparatus according to the fifth aspect may further include a storage module, and the storage
module stores a program or instructions. When the processing module executes the program or the instructions, the
apparatus may be enabled to perform the method according to the second aspect.

[0039] It should be noted that the apparatus according to the fifth aspect may be a terminal device or a network device,
or may be a chip (system) or another component or component that may be disposed in a terminal device or a network
device, or may be an apparatus that includes a terminal device or a network device. This is not limited in this application.
[0040] In addition, for a technical effect of the apparatus according to the fifth aspect, refer to a technical effect of the
method according to the second aspect. Details are not described herein again.

[0041] According to a sixth aspect, a data processing apparatus is provided. The apparatus is applied to a first device.
The apparatus includes: a transceiver module and a processing module. The processing module is configured to deter-
mine a first neural network parameter set. The transceiver module is configured to send the first neural network parameter
set. The first neural network is determined based on a combination of first neural network parameter sets. A quantity of
first neural network parameter sets in the combination is positively correlated to a quantity of second nodes. The second
node has an adjacent relationship with a first node, and the second node and the first node are configured to execute
a same type of task.

[0042] In a possible design solution, after the transceiver module sends the first neural network parameter set, the
transceiver module is further configured to obtain a second neural network parameter set. The second neural network
parameter set may be determined based on a processing result of first data and the first neural network.

[0043] Optionally, after the transceiver module obtains the second neural network parameter set, the processing
module is further configured to determine a fourth neural network parameter set based on the second neural network
parameter set and a third neural network parameter set. The third neural network parameter set may be determined by
the second node. The fourth neural network parameter set may be used to update the first neural network.

[0044] Optionally, the transceiver module may include a receiving module and a sending module. The sending module
is configured to implement a sending function of the apparatus according to the sixth aspect, and the receiving module
is configured to implement a receiving function of the apparatus according to the sixth aspect.

[0045] Optionally, the apparatus according to the sixth aspect may further include a storage module, and the storage
module stores a program or instructions. When the processing module executes the program or the instructions, the
apparatus may be enabled to perform the method according to the third aspect.

[0046] It should be noted that the apparatus according to the sixth aspect may be a terminal device or a network
device, or may be a chip (system) or another component or component that may be disposed in a terminal device or a
network device, or may be an apparatus that includes a terminal device or a network device. This is not limited in this
application.

[0047] In addition, for a technical effect of the apparatus according to the sixth aspect, refer to a technical effect of the
method according to the third aspect. Details are not described herein again.

[0048] According to a seventh aspect, a data processing apparatus is provided. The apparatus includes: a processor,
where the processor is coupled to a memory, and the processor is configured to execute a computer program stored in
the memory, to cause the apparatus to perform the method according to any possible implementation of the first aspect
to the third aspect.

[0049] In a possible design solution, the apparatus according to the seventh aspect may further include a transceiver.
The transceiver may be a transceiver circuit or an interface circuit. The transceiver may be used in communication
between the apparatus according to the seventh aspect and another apparatus.

[0050] In this application, the apparatus according to the seventh aspect may be a terminal device or a network device
in the first aspect, the second aspect, or the third aspect, or a chip (system) or another component or component that
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may be disposed in a terminal device or a network device, or an apparatus that includes a terminal device or a network
device.

[0051] In addition, for a technical effect of the apparatus according to the seventh aspect, refer to a technical effect
ofthe method according to any implementation of the first aspect to the third aspect. Details are not described herein again.
[0052] According to an eighth aspect, a data processing apparatus is provided. The apparatus includes: a processor
and a memory, where the memory is configured to store a computer program; and when the processor executes the
computer program, the apparatus is enabled to perform the method according to any implementation of the first aspect
to the third aspect.

[0053] In a possible design solution, the apparatus according to the eighth aspect may further include a transceiver.
The transceiver may be a transceiver circuit or an interface circuit. The transceiver may be used in communication
between the apparatus according to the eighth aspect and another apparatus.

[0054] In this application, the apparatus according to the eighth aspect may be a terminal device or a network device
in the first aspect, the second aspect, or the third aspect, or a chip (system) or another component or component that
may be disposed in a terminal device or a network device, or an apparatus that includes a terminal device or a network
device.

[0055] In addition, for a technical effect of the apparatus according to the eighth aspect, refer to a technical effect of
the method according to any implementation of the first aspect to the third aspect. Details are not described herein again.
[0056] According to a ninth aspect, a data processing apparatus is provided. The apparatus includes: a processor
and an interface circuit. The interface circuit is configured to receive code instructions and transmit the code instructions
to the processor; and the processor is configured to run the code instructions to perform the method according to any
implementation of the first aspect to the third aspect.

[0057] Optionally, the apparatus according to the ninth aspect may further include: a receiver and a transmitter. The
receiver is configured to implement a receiving function of the apparatus, and the transmitter is configured to implement
a sending function of the apparatus. Optionally, the transmitter and receiver may also be integrated into one device,
such as a transceiver. The transceiver is configured to implement the sending function and the receiving function of the
apparatus.

[0058] Optionally, the apparatus according to the ninth aspect may further include a memory, and the memory stores
a program or instructions. When the processor according to the ninth aspect executes the program or the instructions,
the apparatus may perform the method according to any implementation of the first aspect to the third aspect.

[0059] In this application, the apparatus according to the ninth aspect may be a terminal device or a network device
in the first aspect, the second aspect, or the third aspect, or a chip (system) or another component or component that
may be disposed in a terminal device or a network device, or an apparatus that includes a terminal device or a network
device.

[0060] In addition, for a technical effect of the apparatus according to the ninth aspect, refer to a technical effect of
the method according to any implementation of the first aspect to the third aspect. Details are not described herein again.
[0061] According to a tenth aspect, a data processing apparatus is provided. The apparatus includes a processor and
atransceiver. The transceiver may be a transceiver circuit or an interface circuit. The transceiver is configured to exchange
information between the apparatus and another apparatus. The processor executes program instructions, to perform
the method according to any implementation of the first aspect to the third aspect.

[0062] Optionally, the apparatus according to the tenth aspect may further include a memory, and the memory stores
a program or instructions. When the processor according to the tenth aspect executes the program or the instructions,
the apparatus may be enabled to perform the method according to any implementation of the first aspect to the third aspect.
[0063] In this application, the apparatus according to the tenth aspect may be a terminal device or a network device
in the first aspect, the second aspect, or the third aspect, or a chip (system) or another component or component that
may be disposed in a terminal device or a network device, or an apparatus that includes a terminal device or a network
device.

[0064] In addition, for a technical effect of the apparatus according to the tenth aspect, refer to a technical effect of
the method according to any implementation of the first aspect to the third aspect. Details are not described herein again.
[0065] According to an eleventh aspect, a communication system is provided. The communication system includes
one or more terminal devices and one or more network devices. The terminal device or the network device is configured
to perform the method according to any implementation of the first aspect to the third aspect.

[0066] According to a twelfth aspect, a computer-readable storage medium is provided, including: a computer program
or instructions; and when the computer program or instructions runs/run on a computer, the computer is enabled to
perform the method according to any possible implementation of the first aspect to the third aspect.

[0067] According to a thirteenth aspect, a computer program product is provided, including a computer program or
instructions. When the computer program or the instructions runs/run on a computer, the computer is enabled to perform
the method according to any possible implementation of the first aspect to the third aspect.
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BRIEF DESCRIPTION OF DRAWINGS
[0068]

FIG. 1 is a schematic diagram 1 of an architecture of a communication system according to an embodiment of this
application;

FIG. 2 is a schematic flowchart 1 of a data processing method according to an embodiment of this application;
FIG. 3is a schematic diagram 1 of an architecture of a neural network according to an embodiment of this application;
FIG. 4 is a schematic diagram 2 of an architecture of a communication system according to an embodiment of this
application;

FIG. 5is a schematic diagram 2 of an architecture of a neural network according to an embodiment of this application;
FIG. 6 is a schematic diagram of a frame structure of a data processing method according to an embodiment of this
application;

FIG. 7 is a schematic flowchart 2 of a data processing method according to an embodiment of this application;
FIG. 8 is a schematic flowchart 3 of a data processing method according to an embodiment of this application;
FIG. 9 is a schematic diagram 1 of a structure of a data processing apparatus according to an embodiment of this
application; and

FIG. 10 is a schematic diagram 2 of a structure of a data processing apparatus according to an embodiment of this
application.

DESCRIPTION OF EMBODIMENTS
[0069] First, technical terms in embodiments of this application are described.
Permutation invariance

[0070] The permutation invariance refers to that: When an input sequence of input parameters changes, an output
sequence of output results changes accordingly, but the output results do not change.

[0071] Forexample, foran equation Y = f(X) having the permutation invariance, if the input parameter is X = [x,,x4, ...,
xkl, an output result of the equation Y = f(X) may be Y = [y,,y,, ..., Ykl. Kis an integer greater than 1, y, is an output
result of x4, y» is an output result of x,, and the rest can be deduced by analogy. yy is an output result of x,. If an input
sequence of the input parameters changes to X = [X,,X4, ..., Xk], for the output result of the equation Y = f(X), only the
output sequence changes accordingly. For example, the output sequence may be Y = [y,,yy, ... , Yk, but the output
result does not change. For example, if y, is still an output result of x4, y, is still the output result of x,, and the rest can
be deduced by analogy. yy is still the output result of x.

[0072] The following describes technical solutions of this application with reference to the accompanying drawings.
[0073] The technical solutions in embodiments of this application may be applied to various communication systems,
including but not limited to: a wireless fidelity (wireless fidelity, Wi-Fi) system, a vehicle to everything (vehicle to everything,
V2X) communication system, a device-to-device communication system (device-to-device, D2D), an internet of vehicles
communication system, a narrow band-internet of things system (narrow band-internet of things, NB-loT), a 4th generation
(4th generation, 4G) mobile communication system, such as a long term evolution (long term evolution, LTE) system,
and a 5th generation (5th generation, 5G) mobile communication system, such as a new radio (new radio, NR) system,
and a future communication system, such as a 6th generation (6th generation, 6G) mobile communication system.
[0074] Allaspects, embodiments, or features are presented in this application by describing a system that may include
a plurality of devices, components, modules, and the like. It should be appreciated and understood that each system
may include another device, component, module, and the like, and/or may notinclude all devices, components, modules,
and the like discussed with reference to the accompanying drawings. In addition, a combination of these solutions may
be used.

[0075] In addition, in embodiments of this application, the terms, such as "example" or "for example", are used to
representgiving an example, an illustration, or a description. Any embodiment or design scheme described with "example"
in this application should not be explained as being more preferred or having more advantages than another embodiment
or design scheme. Exactly, use of the terms, such as "example" is intended to present a concept in a specific manner.
[0076] In embodiments of this application, sometimes "of (of)", "corresponding (corresponding, relevant)", and "cor-
responding (corresponding)" may be mixed. It should be noted that when differences are not emphasized, the meaning
to be expressed is the same.

[0077] In embodiments of this application, sometimes a subscript in, for example, W, may be written in an incorrect
form such as W1. Expressed meanings are consistent when differences are not emphasized.

[0078] A network architecture and a service scenario described in embodiments of this application are intended to
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describe the technical solutions in embodiments of this application more clearly, and do not constitute a limitation on
the technical solutions provided in embodiments of this application. A person of ordinary skill in the art may know that:
With the evolution of the network architecture and the emergence of new service scenarios, the technical solutions
provided in embodiments of this application are also applicable to similar technical problems.

[0079] For ease of understanding embodiments of this application, a communication system shown in FIG. 1 is first
used as an example to describe in detail a communication system to which embodiments of this application are applicable.
For example, FIG. 1 is a schematic diagram of an architecture of a communication system to which a data processing
method according to an embodiment of this application is applicable.

[0080] As shown in FIG. 1, the communication system includes a plurality of nodes (nodes). The plurality of nodes
may form a device cluster. Each node may be a terminal device or a network device.

[0081] The terminal device is a terminal that accesses the communication system and has a transceiver function, or
a chip or a chip system that may be disposed in the terminal. The terminal device may also be referred to as a user
apparatus, an access terminal, a subscriber unit (subscriber unit), a subscriber station, a mobile console, a mobile station
(mobile station, MS), a remote station, a remote terminal, a mobile device, a user terminal, a terminal, a wireless
communication device, a user agent, or a user apparatus. The terminal device in embodiments of this application may
be a mobile phone (mobile phone), a cellular phone (cellular phone), a smartphone (smartphone), a tablet computer
(Pad), awearable device, a wireless modem (modem), ahandheld device (handset), alaptop computer (laptop computer),
a machine type communication (machine type communication, MTC) device, a computer with a wireless transceiver
function, a virtual reality (virtual reality, VR) terminal device, an augmented reality (augmented reality, AR) terminal
device, a wireless terminal in industrial control (industrial control), a wireless terminal in self-driving (self-driving), a
wireless terminal in remote medical (remote medical), a wireless terminal in a smart grid (smart grid), a wireless terminal
in transportation safety (transportation safety), a wireless terminal in a smart city (smart city), a wireless terminal in a
smart home (smart home), a vehicle-mounted terminal, a road side unit (road side unit, RSU) having a terminal function,
or the like. The terminal device in this application may alternatively be a in-vehicle module, a vehicle-mounted module,
a vehicle-mounted component, a vehicle-mounted chip, or a vehicle-mounted unit that is built in a vehicle as one or
more components or units. The vehicle may implement the data processing method in this application through the
vehicle-mounted module, the vehicle-mounted module, the vehicle-mounted component, the vehicle-mounted chip, or
the vehicle-mounted unit that is built in the vehicle.

[0082] The network device is a device that is located on a network side of the communication system, and has a
transceiver function, or a chip or a chip system that may be disposed in the device. The network device includes but is
not limited to: an access point (access point, AP) and a base station (base station, BS) in a wireless fidelity (wireless
fidelity, Wi-Fi) system. The access point may be a home gateway, a router, a server, a switch, a bridge, or the like. The
base station may be a macro base station, a micro base station (also referred to as a small station), a relay station, an
evolved NodeB (evolved NodeB, eNB), a radio network controller (radio network controller, RNC), a NodeB (NodeB,
NB), a home NodeB (for example, a home evolved NodeB, or a home NodeB, HNB), a wireless relay node, a wireless
backhaul node, and a transmission point (a transmission and reception point, TRP or a transmission point, TP), or the
like, or may be 5G, for example, a gNB in a new radio (new radio, NR) system, or a transmission point (TRP or TP), or
one or one group (including a plurality of antenna panels) of a base station in a 5G system, or may be a network node
forming a gNB or a transmission point, for example, an active antenna unit (active antenna unit, AAU), a baseband unit
(baseband unit, BBU), a remote radio unit (remote radio unit, RRU), a distributed unit (distributed unit, DU), an RSU
having a base station function, or the like. The BBU and the RRU may be placed in different places. For example, the
RRU may be placed in an area with heavy traffic, and the BBU may be placed in a central equipment room. For another
example, the BBU and the RRU may also be placed in a same equipment room. For another example, the BBU and the
RRU may also be different components in one rack.

[0083] Further, FIG. 1is a schematic diagram of an architecture of a communication system. A connection line in FIG.
1 may represent a communication connection relationship between nodes in the communication system. As shown in
FIG. 1,inaplurality of nodes inthe communication system, the foregoing neural network having the permutation invariance
may be deployed for each node, so that the plurality of nodes may cooperate to execute a same type of task (hereinafter
referred to as a first type of task) through respective neural networks. For example, in the six nodes shown in FIG. 1, a
node 1 to a node 5 may jointly provide a service for one terminal device, or a node 1 to a node 5 may cooperate to
complete respective power control. In this way, it may be considered that the node 1 to the node 5 belong to a same
device cluster. However, because a node 6 cannot provide a service for the terminal device, or cannot cooperate with
the node 1 to the node 5 to complete power control on the node 6, the node 6 does not belong to the device cluster.
[0084] The neural network parameter of each node may be delivered by a first device. The first device may be a device
other than the plurality of nodes in the communication system, or may be one or more nodes in the plurality of nodes.
[0085] A network scale of a neural network of each node may be determined based on a node that has an adjacent
relationship with the node, for example, based on a quantity of neighboring nodes. The quantity of neighboring nodes
of each node is positively correlated to the network scale of the neural network of the node. For example, in FIG. 1, if
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there are two neighboring nodes (a node 3 and a node 4) of the node 1, and one neighboring node (the node 5) of the
node 2, the node 1 may exchange data with two neighboring nodes during cooperative execution of a first-type task.
The node 2 exchanges data with only one neighboring node. In this case, data exchange amount of the node 1 may be
greater than data exchange amount of the node 2, so that data processing amount of the node 1 is greater than data
processing amount of the node 2. Because the data processing amount of the node 1 is greater than the data processing
amount of the node 2, a network scale of a neural network of the node 1 should be greater than a network scale of a
neural network of the node 2, to ensure that the node 1 may process a large amount of data.

[0086] For ease of understanding, in the following method embodiment, in this application, an example in which a first
device, a first node, and a second node are in the communication system, and the first device, the first node, and the
second node are different devices is used, to deliver the neural network parameter to the first device. In addition, an
implementation principle of the plurality of nodes performing the same type of task through cooperation of the neural
network is introduced in detail.

[0087] It should be noted that the solutions in embodiments of this application may be further applied to another
communication system, and a corresponding name may alternatively be replaced with a name of a corresponding function
in the another communication system.

[0088] It should be understood that FIG. 1 is merely a simplified schematic diagram of an example for ease of under-
standing. The communication system may further include another network device and/or another terminal device, which
is not shown in FIG. 1.

[0089] The following describes in detail the data processing method provided in embodiments of this application with
reference to FIG. 2 to FIG. 8.

[0090] For example, FIG. 2 is a schematic flowchart 1 of a data processing method according to an embodiment of
this application. The data processing method is applicable to communication between any two nodes in the device cluster
shown in FIG. 1, for example, communication between a first node and a second node.

[0091] As shown in FIG. 2, the data processing method includes the following steps.

[0092] S201: A first node obtains first data.

[0093] The first data may include: data of the first node and/or data of the second node.

[0094] The first node and the second node may be configured to execute a first-type task, and the first node has an
adjacent relationship with the second node. For example, the second node may be a neighboring node of the first node.
The second node may be determined by one or more of the following: an area in which a node is located, a type of a
node, a network to which a node belongs, or a user served by a node. Optionally, the second node may also be determined
based on a signal noise ratio (signal noise ratio, SNR) of a radio link, a channel capacity (capacity), a node calculation
capability, a load status, a synchronization capability, and the like. This is not limited. For ease of understanding, an
example in which the second node is determined based on an area in which a node is located, a type of a node, a
network to which a node belongs, or a user served by a node is used below for description.

[0095] Scenario A: The second node is determined based on the area in which the node is located.

[0096] A location relationship of the area in which the node is located may represent a connection relationship of the
node in the network. If areas in which two nodes are located are adjacent and may directly communicate with each
other, it represents that the two nodes are directly connected. In this way, one node may be a next-hop node of the other
node. For another example, if there is another area between areas in which two nodes are located, and mutual com-
munication between the two nodes needs to pass through the another node, it represents that the two nodes are indirectly
connected through the another node. In this way, one node may be a next n-hop node of the other node, and n is an
integer greater than 1. In this case, the location relationship of the area in which the node is located may represent a
hop count relationship between the nodes. In this way, two nodes whose hop count between the nodes is within a preset
hop count may be considered as having an adjacent relationship. The preset hop count may be set based on an actual
requirement, for example, set to one hop, two hops, or three hops. This is not limited. Therefore, that the first node
determines the second node based on the area in which the node is located may be: determining, based on the hop
count relationship between the nodes, a node whose hop count between the node and the first node is within the preset
hop count, namely, the second node. For example, the first node may determine, from a device cluster based on a task
type of each node, a node configured to execute the first-type task, and then determine, based on the hop count
relationship between the nodes, the second node from the nodes configured to execute the first-type task. Descriptions
are provided in detail below.

[0097] Specifically, the first node may determine a task type of each node in the device cluster through a central
method or a distributed method, to determine the node configured to execute the first-type task.

[0098] The central method refers to that: A central control device that learns the task type of each node may broadcast
indication information to the device cluster. For example, the central control device may broadcast the indication infor-
mation to the device cluster over a broadcast channel such as a physical broadcast channel (physical broadcast channel,
PBCH), and/or a controlchannel such as a physical downlink control channel (physical downlink controlchannel, PDCCH).
The central control device may be a node, a core network element, user equipment (user equipment, UE), or the like in
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the device cluster. This is not limited. The indication information may indicate the task type of each node, and may be
carried in a system information block (system information block, SIB), radio resource control (radio resource control,
RRC) signaling, and downlink control information (Downlink control information, DCI). In this way, the first node may
determine, from the device cluster based on the task type indicated by the indication information of the central control
node, the node configured to execute the first-type task. For ease of understanding, the following describes in detail
through an example with reference to FIG. 1.

[0099] For example, the indication information broadcast by the central control node may indicate: a node 1 {a task
1, a task 2}, a node 2 {the task 1, the task 2, a task 3}, a node 3 {the task 2, the task 3}, a node 4 {the task 2, a task 4},
a node 5 {the task 1, the task 2}, and a node 6 {the task 3, the task 4}. If the first-type task is the task 2, the first node
such as the node 1 may determine that the node 2 to the node 5 are nodes configured to execute the first-type task.
[0100] Optionally, the indication information broadcast by the central control node may further indicate: the task 1 {the
node 1, the node 2, the node 5}, the task 2 {the node 2, the node 3, the node 4, the node 5}, the task 3 {the node 2, the
node 3, the node 6}, and the task 4 {the node 4, the node 6}. In this way, it may also be determined that the node 2 to
the node 5 are nodes configured to execute the first-type task.

[0101] It should be understood that if the central control device is a node in the device cluster and is a same device
as the first node, the first node may directly determine the node configured to execute the first-type task.

[0102] The distributed method refers to that: Each node in the device cluster may broadcast the indication information
of the node to the device cluster. For example, each node may broadcast the indication information of the node to the
device cluster over a device-to-device (device-to-device, D2D) communication link, such as a physical sidelink control
channel (physical sidelink control channel, PSCCH), a physical sidelink shared channel (physical sidelink share channel,
PSSCH), or the like in sidelink (sidelink) communication. The indication information may indicate the task type of the
node, and may be carried in sidelink control information (sidelink control information, SCI). In this way, the first node
may determine, from the device cluster based on the task type indicated by the indication information of each node in
the device cluster, the node configured to execute the first-type task. For ease of understanding, the following continues
to describe the foregoing examples with reference to FIG. 1.

[0103] For example, the indication information broadcast by the node 1 may indicate: the node 1 {the task 1, the task
2}, and indication information broadcast by the node 2 indicates: the node 2 {the task 1, the task 2, the task 3}, and
indication information broadcast by the node 3 indicates: the node 3 {the task 2, the task 3}, and indication information
broadcast by the node 4 indicates: the node 4 {the task 2, the task 4}, and indication information broadcast by the node
5 indicates: the node 5 {the task 1, the task 2}, and indication information broadcast by the node 6 indicates: the node
6 {the task 3, the task 4}. If the first-type task is the task 2, the first node such as the node 1 may also determine that
the node 2 to the node 5 are nodes configured to execute the first-type task.

[0104] Further, after determining the node configured to execute the first-type task, the first node may determine,
based on the connection relationship, the second node from the nodes configured to execute the first-type task. For
ease of understanding, the following continues to describe the foregoing examples with reference to FIG. 1.

[0105] For example, if the preset hop countis 1, the first node such as the node 1 may determine, from the node 2 to
the node 5, that a hop count between the node 1 and the node 3 and a hop count between the node 1 and the node 4
are equal to the preset hop count based on the connection relationship shown in FIG. 1. Therefore, it is determined that
the node 3 and the node 4 are the second nodes. If the preset hop count is 2, the node 1 may determine that the node
3 to the node 5 are the second nodes. If the preset hop count is 3, the node 1 may determine that the node 2 to the
node 5 are the second nodes.

[0106] It should be understood that the foregoing manner of determining the second node is merely an example
manner, and is not used as a limitation. For example, the first node may also first determine, based on the hop count
relationship, a node that meets the hop count relationship from the device cluster, and then determine, based on the
type of the first-type task, the second node from the node that meets the hop count relationship.

[0107] Scenario B: The second node is determined based on a type of the node.

[0108] The type of the node may be a device type. If device types of two nodes are the same, for example, both the
two nodes are base stations, the two nodes may be considered as having an adjacency relationship. Conversely, if
device types of two nodes are different, for example, one node is a base station, and the other node is a security gateway,
the two nodes may be considered not having an adjacent relationship. In this way, the first node may determine the
second node based on a device type of the first node. For example, the first node may determine, from a device cluster
based on a task type of each node, a node configured to execute the first-type task, and then determine, based on the
device type of the first node, the second node from the nodes configured to execute the first-type task. Descriptions are
provided in detail below.

[0109] Specifically, the first node may alternatively determine, from the device cluster in the central method or the
distributed method, the node configured to execute the first-type task, and determine the second node from the nodes
configured to execute the first-type task.

[0110] In one aspect, different from the central method described in the foregoing scenario A, in the scenario B, the
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indication information broadcast by the central control device may not only indicate the task type of each node, but also
indicate a device type of each node. In this way, the first node may determine, from the device cluster based on the task
type indicated by the indication information of the central control node, the node configured to execute the first-type task,
and determine, based on the device type indicated by the indication information, the second node from the nodes
configured to execute the first-type task. For ease of understanding, the following continues to describe the foregoing
examples with reference to FIG. 1.

[0111] For example, the indication information broadcast by the central control node may indicate: A device type of
the node 1 is a type 1, a device type of the node 2 is a type 2, a device type of the node 3 is the type 1, a device type
of the node 4 is the type 1, and a device type of the node 5 is the type 2. In this way, the first node such as the node 1
may determine, from the node 2 to the node 5, that the device type of the node 3 and the device type of the node 4 are
the same as the device type of the node 1, to determine the node 3 and the node 4 as the second nodes.

[0112] Optionally, the indication information broadcast by the central control node may further indicate: the type 1 {the
node 1, the node 3, the node 4} and the type 2 {the node 2, the node 5}, so that the node 3 and the node 4 may also be
determined as the second nodes.

[0113] In another aspect, different from the distributed method described in the foregoing scenario A, in the scenario
B, the indication information broadcast by each node may not only indicate the task type of the node, but also indicate
the device type of the node. In this way, the first node may determine, from the device cluster based on the task type
indicated by the indication information of each node in the device cluster, the node configured to execute the first-type
task, and determine, based on the device type indicated by the indication information, the second node from the nodes
configured to execute the first-type task. For ease of understanding, the following continues to describe the foregoing
examples with reference to FIG. 1.

[0114] For example, if the indication information broadcast by the node 1 indicates that: The device type of the node
1 is the type 1, and the indication information broadcast by the node 2 indicates that: The device type of the node 2 is
the type 2, and the indication information broadcast by the node 3 indicates that: The device type of the node 3 is the
type 1, and the indication information broadcast by the node 4 indicates that: The device type of the node 4 is the type
1, and the indication information broadcast by the node 5 indicates that: If the device type of the node 5 is the type 2,
the first node such as the node 1 may also determine that the node 3 and the node 4 are the second nodes.

[0115] It should be understood that the foregoing manner of determining the second node is merely an example
manner, and is not used as a limitation. For example, the first node may also first determine nodes of a same type from
the device cluster based on the device type of the first node, and then determine the second node from the nodes of
the same type based on the type of the first-type task.

[0116] Scenario C: The second node is determined based on a network to which the node belongs.

[0117] The network to which the node belongs may be a physical network to which the node belongs, for example,
an access network, a core network, or a logical network, for example, a network slice. The network slice is used as an
example. If two nodes belong to a same network slice, the two nodes may be considered as having an adjacent rela-
tionship. Conversely, if the two nodes belong to two different network slices, the two nodes may be considered not having
an adjacent relationship. In this way, the first node may determine the second node based on the network slice to which
the first node belongs. For example, the first node may determine, from a device cluster based on a type of each node,
a node configured to execute the first-type task, and then determine, based on the network slice to which the first node
belongs, the second node from the nodes configured to execute the first-type task. Descriptions are provided in detail
below.

[0118] Specifically, the first node may alternatively determine, from the device cluster in the central method or the
distributed method, the node configured to execute the first-type task, and determine the second node from the nodes
configured to execute the first-type task.

[0119] In one aspect, different from the central method described in the foregoing scenario A, in the scenario C, the
indication information broadcast by the central control device may not only indicate the task type of each node, but also
indicate the network slice to which each node belongs. In this way, the first node may determine, from the device cluster
based on the task type indicated by the indication information of the central control node, the node configured to execute
the first-type task, and determine, based on the network slice indicated by the indication information, the second node
from the node configured to execute the first-type task. For ease of understanding, the following continues to describe
the foregoing examples with reference to FIG. 1.

[0120] Forexample, the indication information broadcast by the central control node indicates that: The node 1 belongs
to a network slice 1, the node 2 belongs to a network slice 2, the node 3 belongs to the network slice 1, the node 4
belongs to the network slice 1, and the node 5 belongs to the network slice 1. In this way, the first node such as the
node 1 may determine, from the node 2 to the node 5, a same network slice to which the node 3 to the node 5 and the
node 1 belong, to determine that the node 3 to the node 5 are the second nodes.

[0121] Optionally, the indication information broadcast by the central control node may further indicate: The network
slice 1 {the node 1, the node 3, the node 4} and the network slice 2 {the node 2, the node 5}, so that the node 3 and the
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node 4 may also be determined as the second nodes.

[0122] In another aspect, different from the distributed method described in the foregoing scenario A, in the scenario
C, the indication information broadcast by each node may not only indicate the task type of the node, but also indicate
the network slice to which the node belongs. In this way, the first node may determine, from the device cluster based
on the task type indicated by the indication information of each node in the device cluster, the node configured to execute
the first-type task, and determine, based on the network slice indicated by the indication information, the second node
from the nodes configured to execute the first-type task. For ease of understanding, the following continues to describe
the foregoing examples with reference to FIG. 1.

[0123] For example, the indication information broadcast by the node 1 indicates that: The node 1 belongs to the
network slice 1, and the indication information broadcast by the node 2 indicates that: The node 2 belongs to the network
slice 2, and the indication information broadcast by the node 3 indicates that: The node 3 belongs to the network slice
1, and the indication information broadcast by the node 4 indicates that: The node 4 belongs to the network slice 1, and
the indication information broadcast by the node 5 indicates that: The node 5 belongs to the network slice 1. In this way,
the first node, for example, the node 1, may also determine that the node 3 to the node 5 are the second nodes.
[0124] It should be understood that the foregoing manner of determining the second node is merely an example
manner, and is not used as a limitation. For example, the first node may also first determine, from the device cluster
based on the network slice to which the first node belongs, the node that belongs to the same network slice, and then
determine, based on the type of the first-type task, the second node from the node that belongs to the same network slice.
[0125] Scenario D: The second node is determined based on the user served by the node.

[0126] A service provided by the node for the user may be an access service, a network service, or the like. If two
nodes provide a service for asame user, the two nodes are considered as having an adjacent relationship; and conversely,
if the two nodes separately provide services for different users, the two nodes are considered as not having the adjacent
relationship. The same user may be a same user, users of a same type, users in a same multicast group, users located
in a same area, and the like. For example, a TRP node is used as an example. If two TRP nodes provide a data
transmission service for the same user, the two TRPs may be considered as having an adjacent relationship; and
conversely, iftwo TRPs separately provide data transmission services for two different users, the two TRPs are considered
as not having the adjacent relationship. Descriptions are provided in detail below.

[0127] Specifically, in the scenario D, the user may broadcast indication information to a plurality of nodes, to indicate
that the user is served by which nodes. In this way, the first node may determine, based on a serving node indicated by
the indication information broadcast by the user, the second node from the nodes configured to execute the first-type
task. Optionally, in the scenario D, the node that executes the first-type task may be determined by using the central
method or the distributed method. For specific implementation, refer to the related description in any one of the scenario
Atothe scenario C. Details are not described herein again. For ease of understanding, the following continues to describe
the foregoing examples with reference to FIG. 1.

[0128] For example, the indication information broadcast by the user may indicate that: the node 1 serves a user 1,
the node 2 serves the user 1, the node 3 serves the user 1, the node 4 serves the user 1, and the node 5 serves the
user 1. In this way, the first node such as the node 1 may determine, from the node 2 to the node 5, that the node 2 to
the node 5 and the node 1 serve the same user, to determine that the node 2 to the node 5 are the second nodes.
[0129] Optionally, the indication information broadcast by the user may further indicate that: The user 1 receives
services of {the node 2, the node 3, the node 4, the node 5}. In this way, it may also be determined that the node 2 to
the node 5 are the second nodes.

[0130] It should be understood that the foregoing manner of determining the second node is merely an example
manner, and is not used as a limitation. For example, the first node may also first determine, from the device cluster
based on the indication information sent by the user, the node serving the same user, and then determine, from the
node serving the same user based on the type of the first-type task, the second node.

[0131] Further, it may be learned from the foregoing description that the first data may include: data of the first node
and/or data of the second node. For the data of the first node, the first node may obtain the data locally, and for the data
of the second node, the first node may obtain the data from the second node. Then, the first node may continue to
perform S302.

[0132] S202: The first node determines a processing result of first data through a first neural network.

[0133] The first neural network may be determined by the first node based on a combination of first neural network
parameter sets. A quantity of first neural network parameter sets in the combination is positively correlated to a quantity
of second nodes. The first neural network parameter set may be a parameter set preconfigured by the first node, or may
also be a parameter set obtained from the first device.

[0134] The first neural network parameter set may include: a first parameter subset and/or a second parameter subset.
The first parameter subset and the second parameter subset are two different parameter subsets.

[0135] Optionally, if the first neural network includes N hidden layers, the first parameter subset and the second
parameter subset may be N groups. In this way, an ith group of first parameter subsets and second parameter subsets
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may be used to determine a neural network structure of the ith hidden layer.
[0136] Specifically, a relationship between an output vector hi corresponding to the ith hidden layer and an output
vector hi-1 corresponding to an (i-1)th hidden layer may be represented through the following Formula (1):

h! = g(wi=hi~! + b'); (1)

[0137] w1/ may be a matrix, and may be determined based on a part of neural network parameter sets corresponding
to the ith hidden layer, for example, determined based on a weight parameter set of a neuron. b’ may be a matrix, and
may be determined based on another part of a neural network parameter set corresponding to the ith hidden layer, for
example, determined based on a bias parameter set of the neuron. o may be an activation function, for example, may
be a rectified linear unit (rectified linear unit, ReLU), a hyperbolic tangent function (hyperbolic tangent function), or the
like. N is a positive integer, and i is an integer less than or equal to N.

[0138] In this way, if W1/ = [w1./ bf] is set and all output vectors H/ = [h/ 1]T corresponding to the it hidden layer are
set, a relationship between all the output vectors H' corresponding to the ith hidden layer and all output vectors H-1
corresponding to the (i-1)th hidden layer may be represented through the following Formula (2):

Hi — O'(Wi_l’iHi_l); (2)

[0139] W1/ may be a matrix, and may be determined based on the ith group of first parameter subsets and second
parameter subsets, to indicate the neural network structure of the ith hidden layer.

[0140] FIG. 3is a schematic diagram of a neural network structure of a first neural network. As shown in FIG. 3, a first

i i i

[Hl’ Hz, o) HK] are output
vectors, a last column of parameters [y 4.y, ..., Ykl are output results, a matrix W1/ corresponding to the ith hidden layer
is located between two adjacent columns of parameters, and a connection line between the two adjacent columns of
parameters may represent an operation corresponding to Formula (2). For example, between the first column of param-
eters and the second column of parameters, to be specific, between the input parameters [x4,X,, ..., X«] and the output

H!,H}, ..., HL]

column of parameters [x4,X,, ..., X] are input parameters, an ith column of parameters

vectors [ , there is a matrix WO.1 corresponding to a first hidden layer, and between the second column
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of parameters and a third column of parameters, to be specific, between the output vectors » 8820 =2 22K1 and
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the output vectors [Hl' H, ..., HK] , there is a matrix W'-2 corresponding to a second hidden layer. The rest can be
deduced by analogy. Between an (i-1)th column of parameters and an ith column of parameters, to be specific, between

i-1 ypi-1 i—1 i i i
the output vectors [H1 JHz, . Hy ] and the output vectors [Hl’ Hy, ..., HK] , there is a matrix W-1./ cor-
responding to the ith hidden layer, and between the ith column of parameters and an (i+1)t" column of parameters, to be

[Hi, HL, ..

corresponding to the ith hidden layer. In this way, it may be learned that an upper corner of the matrix W1/ may represent
a location of the matrix Wi-1./ in the first neural network. In addition, each column of parameters may also be understood

[H}, Hi, ..., HE]

i
specific, between the output vectors i HK] and the output results [y4,Y,, ..., Ykl, there is a matrix Wii+1

as: The output vectors are determined by processing the input parameters [x4,X, ... , Xk] by the

H2, HZ, ..., HZ] H2, HZ, ..., HZ]

are determined by processing the output vectors [

[Hi, HE, ..

matrix W01, the output vectors [

i
by the matrix W01, and the rest can be deduced by analogy. The output vectors i HK] are determined

i—1 i—1 i—1
[H1 JHz ™ Hy ] by the matrix Wi-1./, and the output results [y,y,, ... , Ykl

by processing the output vectors
i i i

are determined by processing the output vectors [Hl’ Hy, ..., HK] by the matrix Wii*1,

[0141] It should be noted that for the matrix W01, a first row of the matrix W01 is used to process data of a first node,

for example, process the input parameters X4, and a second row to a Kt row of the matrix W0.1 are used to process

data of a second node, for example, process the input parameters [x,, ..., Xk]. This may ensure that data of all nodes
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may be correctly processed.

[0142] The matrix W'/ may include a matrix SF1 and a matrix O*11, and the matrix S*1. and the matrix O are two
different matrices. In this way, an ith group of first parameter subsets may be used to determine a matrix S-1.. For
example, the matrix S$1./ is determined based on the ith group of first parameter subsets and a parameter structure of
each parameter in the ith group of first parameter subsets, and an ith group of second parameter subsets may be used
to determine the matrix O-1.. For example, the matrix O-'./ is determined based on the ith group of second parameter
subsets and a parameter structure of each parameter in the ith group of second parameter subsets. A parameter structure
of each parameter in the ith group of first parameter subsets may be used to determine a location of each parameter in
the ith group of first parameter subsets in the matrix S~1.. The parameter structure of each parameter in the ith group of
second parameter subsets may be used to determine a location of each parameter in the ith group of second parameter
subsets in the matrix O/, In addition, the parameter structure may be preconfigured by the first node, or may be obtained
from a first device. For example, the first device may pack and send the first neural network parameter set and the
parameter structure, or send the matrix S$-1./ and the matrix OF1,

[0143] It should be understood that because the first neural network is determined based on a combination of first
neural network parameter sets, a quantity of parameters of the first neural network should be greater than a quantity of
parameters in the first neural network parameter set. In this way, compared with sending all neural network parameters
of the neural network, sending the first neural network parameter set may effectively reduce a data communication
volume. This improves communication efficiency.

[0144] Further, the first node may determine the architecture of the first neural network as shown in FIG. 3, and
determine the neural network structure of the ith hidden layer based on a combination of the matrix S1./ and the matrix
011, as shown in the following Formula (3) for determining the matrix W1/,

Sl—l,l OL—l,L Ol—l,l

, , i—1,0 i—-1,i i—-1,i

i—1,0 — Ol ’ S ’ 0 ’
w = . . y .| (3)

Oi—l,i Oi—l,i Si—l,i

[0145] In this way, the first neural network may be a neural network of a symmetric network structure, and has the
foregoing permutation invariance.

[0146] It may be learnt that a neural network with a conventional structure, such as a neural network not having the
permutation invariance, needs to adjust an input sequence of data to output a correct processing result. Different from
this, the first neural network having the permutation invariance may also output the correct processing result without
adjusting the input sequence of the data. In other words, compared with the neural network with the conventional structure,
the first neural network may omit the step of adjusting the input sequence, to simplify a processing procedure. This may
improve data processing efficiency. For example, in a resource scheduling scenario, if the input parameters Xy are state
information of a Kth device, such as channel state information, buffer state information, and historical scheduling infor-
mation, the output results y, may be a scheduling priority of the Kth device. If an input sequence of the state information
is changed, for example, the input sequence is changed from X = [x{,X,, ..., Xk] to X = [X,,X4, ..., X], @ sequence of
outputting a scheduling priority of the first neural network is correspondingly changed, for example, an output sequence
is changed fromY = [y,,yo, ..., Ykl 0 Y = [y5, ¥4, ..., ¥kl, and a value of a scheduling priority of each device does not
change due to a change of the input sequence. For another example, in a power control scenario, if the input parameters
Xk are the state information of the Kth device, such as a channel matrix, a signal interference matrix, or a power control
policy in a previous round, output results y, may be a power control policy in a current round of the Kt device. If the
input sequence of the state information is changed, for example, the input sequence is changed from X = [x4,X,, ... , Xk]
to X =[x5,X4, ... , Xk], @ sequence of an output power control policy of the first neural network is correspondingly changed,
for example, the output sequence is correspondingly changed fromY =[y4,y», ..., Ykl to Y =[y2,¥4. ... , ¥kl, and a power
control policy of each device in a current round does not change due to the change of the input sequence.

[0147] For ease of understanding, the following specifically describes how the first node determines the matrix Wi-1./
based on the combination of the matrix S-1+ and the matrix O~1./,

[0148] Because a quantity of second nodes is positively correlated to a quantity of first neural network parameter sets
in the foregoing combination, the quantity of second nodes is also positively correlated to a quantity of first parameter
subsets and/or a quantity of second parameter subsets in the foregoing combination. In addition, because the first
parameter subset may determine the matrix S1./, and the second parameter subset may determine the matrix O-1.i, the
quantity of second nodes may also be positively correlated to a quantity of matrices S$-1./ and a quantity of matrices O-1/
in the foregoing combination. Further, the matrix S~ and the matrix O1./ may be combined into a matrix W-1./. On a
basis that the quantity of second nodes is positively correlated to the quantity of matrices Si-1./and the quantity of matrices
O1.7in the foregoing combination, the quantity of second nodes may also be positively correlated to a size of the matrix
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Wi-1.i |n this way, a quantity of rows of the matrix W1,/ may be positively correlated to the quantity of second nodes.
For example, the quantity of rows of the matrix W'/ may be a sum of the quantity of first nodes and the quantity of
second nodes, and a quantity of columns of the matrix W1 may be positively correlated to the quantity of second nodes.
For example, the quantity of columns of the matrix W-1./ may also be the sum of the quantity of first nodes and the
quantity of second nodes.

[0149] Based on the foregoing principle, the first node may determine the size of the matrix Wi-1./ based on a positive
correlation relationship between the quantity of second nodes and the size of the matrix W1/, In this way, the first node
may determine the quantity S; of matrices $*'- and the quantity O, of matrices O*'-/in the matrix W-1-/ based on the size
of the matrix Wi-1-- In this way, the first node may determine the neural network structure of the ith hidden layer based
on a combination of the S; matrices S-1./and/or the O; matrices O"-1., to determine the first neural network, and determine
the first neural network based on the combination of first neural network parameter sets. For ease of understanding, the
following continues to describe the foregoing examples with reference to FIG. 1.

[0150] For example, in the scenario A or the scenario B, the first node may be the node 1, and the second node may
include the node 3 and the node 4, to be specific, the quantity of second nodes is 2. In this case, the node 1 may
determine the size of the matrix W1/ to be 3*3 based on the positive correlation relationship between the quantity of
second nodes and the size of the matrix Wi-1.. The matrix Wi-1./ whose size is 3*3 may be a combination of three matrices
Si-1.i and six matrices OF1./. In this way, the node 1 may determine the neural network structure of the ith hidden layer
as shown in the following Formula (5):

Sl—l,l OL—l,L Ol—l,l

i—l,i _ f 4 f 4 f 4
W =|0! 1,i St 1,i o! 1,i (5)

Oi—l,i Oi—l,i Si—l,i

[0151] In the scenario C, because the first node may be the node 1, and the second node may include the node 3 to
the node 5, to be specific, the quantity of second nodes is 3. In this case, the node 1 may determine the size of the
matrix W1+ to be 4*4 based on the positive correlation relationship between the quantity of second nodes and the size
of the matrix Wi-1./. The matrix W1/ whose size is 4*4 may be a combination of four matrices S*1/and 12 matrices O/,
In this way, the node 1 may determine the neural network structure of the ith hidden layer as shown in the following
Formula (6):

Sl—l,l OL—l,L Ol—l,l OL—l,L
Wi—l,i _ Ol—l,l Sl—l,l Ol—l,l OL—l,L
Ol—l,l OL—l,L Sl—l,l OL—l,L
Oi—l,i Oi—l,i Oi—l,i Si—l,i

(6)

[0152] In the scenario D, because the first node may be the node 1, and the second node includes the node 2 to the
node 5, to be specific, the quantity of second nodes is 4. In this case, the node 1 may determine the size of the matrix
Wi-1.i to be 5*5 based on the positive correlation relationship between the quantity of second nodes and the size of the
matrix Wi-1./, The matrix Wi-1 whose size is 5*5 may be a combination of five matrices $-1./ and 20 matrices O, In
this way, the node 1 may determine the neural network structure of the ith hidden layer as shown in the following Formula

(7):

Sl—l,l 01—1,1 01—1,1 Ol—l,l 01—1,1

OL—l,L Sl—l,l Ol—l,l Ol—l,l Ol—l,l

i—l,i _ P4 4 P4 4 4
W — Ol 1,1 Ol 1,i Sl 1,1 Ol 1,1 Ol 1,i (7)

Oi—l,i Oi—l,i Oi—l,i Si—l,i Oi—l,i

Oi—l,i Oi—l,i Oi—l,i Oi—l,i Si—l,i

[0153] It should be understood that the foregoing manner of determining the first neural network is merely an example
manner, and is not used as a limitation. For example, if the first neural network parameter set includes more than two
parameter subsets, the first node may further determine the first neural network based on a combination of more than
two parameter subsets.

[0154] It should be further understood that because the ith hidden layer may be determined based on the combination
of first neural network parameter sets, for example, may be determined based on a combination of one or more parameter
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subsets, in M; parameter subsets included in the ith hidden layer, there may be m parameter subsets that are the same.
m is an integer less than or equal to M and greater than 1. For example, in the ith hidden layer shown in Formula (5),
not only three first parameter subsets are the same, but also nine second parameter subsets are the same. For another
example, in the ith hidden layer shown in Formula (6), not only four first parameter subsets are the same, but also 12
second parameter subsets are the same. For another example, in the ith hidden layer shown in Formula (7), not only
five first parameter subsets are the same, but also 20 second parameter subsets are the same. In other words, the first
neural network may be determined based on a combination of same parameter subsets. In this way, the calculation
amount may be effectively reduced, to quickly determine the first neural network.

[0155] Further, it may be learned from the foregoing description of the neural network structure of the first neural
network that a first hidden layer may process the first data, to output a processing result of the first hidden layer. Then,
a second hidden layer may process the processing result of the first hidden layer, to output a processing result of the
second hidden layer. The rest can be deduced by analogy. Finally, the ith hidden layer may process a processing result
of the (i-1)th hidden layer, to output a processing result of the ith hidden layer, namely, a processing result of the first
data. The processing result of the first data may include: a processing result of data of the first node and/or a processing
result of data of the second node.

[0156] Optionally, in a first implementation scenario of the embodiment shown in FIG. 2, if the quantity of second
nodes changes from the first quantity to the second quantity, in the combination of first neural network parameter sets,
the quantity of first parameter subsets may be correspondingly adjusted from the third quantity to the fourth quantity. As
shown in the foregoing matrix W1, the quantity of matrices S1/ may be correspondingly adjusted from the third quantity
to the fourth quantity, and the quantity of second parameter subsets may be correspondingly adjusted from the fifth
quantity to the sixth quantity. For example, in the foregoing matrix W1, the quantity of matrices O'./ may be corre-
spondingly adjusted from the fifth quantity to the sixth quantity. The quantity of second nodes changes from the first
quantity to the second quantity. In this way, the network scale of the first neural network may be dynamically adjusted
based on a change of the quantity of second nodes, so that the first neural network may be dynamically maintained in
an optimal network scale. This avoids network scale redundancy, and further improves data processing efficiency.
[0157] In a possible implementation, the first node may determine, in the central method or the distributed manner,
whether the quantity of second nodes changes. For example, each node in the central control device or the device
cluster may periodically broadcast the indication information. In this way, the first node may determine a quantity of
current periodicities of the second node based on the indication information, and determine, based on the quantity of
current periodicities and a quantity of previous periodicities, whether the quantity of second nodes changes. If the first
node determines that the quantity of second nodes changes, for example, the first node determines that the quantity of
second nodes changes from the first quantity to the second quantity, the first node may correspondingly adjust the
quantity of matrices S*'+/ in the foregoing matrix W1/ from the third quantity to the fourth quantity based on the second
quantity, and in the foregoing matrix Wi-1./, the quantity of matrices O*1./is correspondingly adjusted from the fifth quantity
to the sixth quantity. In this way, the first node may dynamically adjust a network scale of the first neural network based
on a combination of the fourth quantity of matrices $*1./and the sixth quantity of matrices O*1+/. For specific implementation
of determining, by the first node, the quantity of current periodicities of the second node based on the indication information,
refer to the related description in the scenario A to the scenario D. For specific implementation of a combination the
fourth quantity of matrices S1- and the sixth quantity of matrices O\, refer to the related description in "S302". Details
are not described herein again. For ease of understanding, the following continues to describe the foregoing examples
with reference to FIG. 1.

[0158] For example, in the scenario A or the scenario B, the first node may be the node 1, and the second node may
include the node 3 and the node 4. If the node 1 determines, based on the indication information, for example, based
on the indication information broadcast by the central control device, that the node 6 is the newly added second node,
the second node may further include the node 3, the node 4, and the node 6. In this way, the node 1 may determine
that the quantity of second nodes changes from 2 to 3, and determine, based on a positive correlation relationship
between the quantity of second nodes and the size of the matrix Wi-1+/, that the size of the matrix W1,/ is changed from
3*3 to 4*4. Therefore, it is further determined that the quantity S; of matrices S*'/is changed from 3 to 4, and the quantity
O, of matrices O/ is changed from 6 to 12. In this way, the node 1 may adjust the neural network structure of the ith
hidden layer from the structure shown in Formula (5) to the structure shown in Formula (6) based on a combination of
the four matrices S1 and the 12 matrices O"1i, to expand the network scale of the first neural network.

[0159] In the scenario C, the first node may be the node 1, and the second node includes the node 3 to the node 5.
If the node 1 determines, based on the indication information, for example, based on the indication information broadcast
by the node, that the node 6 is the newly added second node, the second node may further include the node 3 to the
node 6. In this way, the node 1 may determine that the quantity of second nodes changes from 3 to 4, and determine,
based on a positive correlation relationship between the quantity of second nodes and the size of the matrix W1/, that
the size of the matrix W'/ is changed from 4*4 to 5*5. Therefore, it is further determined that the quantity S; of matrices
Si1.ijs changed from 4 to 5, and the quantity O; of matrices O'// is changed from 12 to 20. In this way, the node 1 may
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adjust the neural network structure of the ith hidden layer from the structure shown in Formula (6) to the structure shown
in Formula (7) based on a combination of the five matrices S1./ and the 20 matrices O, to expand the network scale
of the first neural network.

[0160] In another possible implementation, the first node may determine, through reachability detection, whether the
quantity of second nodes changes. For example, the first node may periodically detect reachability of each second node,
to determine whether there is an unreachable node in a current periodicity. If the first node determines that there is an
unreachable node in the current periodicity, the first node may further determine a change of the quantity of second
nodes, for example, determine to change from the first quantity to the second quantity. The second quantity is the first
quantity minus a quantity of unreachable nodes. In this way, the first node may correspondingly adjust the quantity of
matrices S1./ in the foregoing matrix W1 from the third quantity to the fourth quantity based on the second quantity,
and in the foregoing matrix Wi-1, the quantity of matrices O is correspondingly adjusted from the fifth quantity to the
sixth quantity. In this way, the first node may dynamically adjust the network scale of the first neural network based on
a combination of the fourth quantity of matrices $i-1-/ and the sixth quantity of matrices O*'+/. For specific implementation
of the combination the fourth quantity of matrices S*'/ and the sixth quantity of matrices O, refer to the related
description in "S302". Details are not described herein again.

[0161] For ease of understanding, the following continues to describe the foregoing examples with reference to FIG.
1 and FIG. 4. FIG. 4 shows a change of a connection relationship between nodes in a communication system.

[0162] For example, in the scenario D, a first node may be a node 1, and a second node may include a node 2 to a
node 5. As shown in FIG. 4, if the node 1 determines, through reachability detection, that a node 3 is unreachable, the
second node may further include the node 2, a node 4, and the node 5. In this way, the node 1 may determine that the
quantity of second nodes changes from 4 to 3, and determine, based on a positive correlation relationship between the
quantity of second nodes and the size of the matrix Wi-1+/, that the size of the matrix W-1/ is changed from 5*5 to 4*4.
Therefore, it is further determined that the quantity S; of matrices S*'/ is changed from 5 to 4, and the quantity O; of
matrices O~/ is changed from 20 to 12. In this way, the node 1 may adjust the neural network structure of the it" hidden
layer from the structure shown in the foregoing Formula (7) to the structure shown in the foregoing Formula (6) based
on a combination of the four matrices S*-1and the 12 matrices O"-'/i, to reduce the network scale of the first neural network.
[0163] Optionally, with reference to the first implementation scenario, in a second implementation scenario of the
embodiment shown in FIG. 2, after S302, the method shown in FIG. 1 may further include the following steps. Step 1:
A first node determines a second neural network parameter set.

[0164] The second neural network parameter set may be determined by the first node based on the processing result
and the first neural network, for example, the first neural network is updated based on the processing result, to obtain
the second neural network parameter set, and implement training and updating of the first neural network. The processing
result is a processing result of the first data determined through the first neural network. The second neural network
parameter set may include: a third parameter subset and/or a fourth parameter subset. A manner of training the first
neural network may include: supervised learning and reinforcement learning, which are respectively described below.

a. Supervised learning

[0165] The supervised learning may also be referred to as supervised training or teacher learning. The supervised
learning refers to that: The first neural network is updated by using a loss (loss) between a processing result of the first
data and a data label of the first data, so that a loss between the processing result that is subsequently output by the
first neural network and the data label may become smaller, and finally convergence is implemented. The processing
result is an estimated result of the first neural network, and the data label is an actual result. For example, if the first
data is state information of a device, such as channel state information, buffer state information, or historical scheduling
information, and the processing result is an estimated scheduling priority, the data label may be an actual scheduling
priority of the device. For another example, if the first data is profile information of a user, such as a service type, a
service volume, or a service lifetime, and the processing result is an estimated user type, the data label may be an actual
user type of the user.

[0166] Specifically, in a possible implementation, the first node may train the first neural network by using the data of
the first node. In this way, the first node and the second node may exchange respective data without exchanging data
labels corresponding to respective data. This reduces data communication traffic between the first node and the second
node, and further improves communication efficiency. For ease of understanding, the following describes with reference
to FIG. 5.

[0167] FIG. 5 shows an overall structure of a first neural network in a first scenario. The first scenario is a scenario in
which the first neural network is trained by using data of a first node, data of a second node, and a data label of the first
node. As shown in FIG. 5, an ith hidden layer of the first neural network may output a processing result yi of the data of
the first node. If the data label of the first node is zi, the first node may determine that the loss is loss = D(y4, z4). D()
may be a loss function, such as a cross entropy function or a mean square error function. Further, the first node may
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perform derivation on a parameter in a neural network parameter set of the first neural network by using the loss function,
to obtain a corresponding gradient, and update the first neural network through reverse transfer of the gradient, for
example, update a first neural network parameter set to a second neural network parameter set. In this way, the first
node may update a neural network structure of the ith hidden layer based on a combination of second neural network
parameter sets, to train the first neural network. An updated neural network structure of the ith hidden layer may be
shown in the following Formula (8):

. . . o . ¥
Sl 1,i Ol 1,i Ol 1,i
. ! . ! . !
i-1,i _ Ol—l,l Sl—l,l OL—l,L )
w - : : .. : ;(8)
Oi—l,i' Oi—l,i' Si—l,i'

[0168] SF'./ may be determined based on a third parameter subset in the second neural network parameter set and
the foregoing parameter structure, and O1./ may be determined based on a fourth parameter subset in the second
neural network parameter set and the foregoing parameter structure.

[0169] In another possible implementation, the first node may train the first neural network by using the data of the
first node and a label corresponding to the data, and the data of the second node and a label corresponding to the data.
In this way, the first node and the second node may not only exchange data, but also exchange data labels corresponding
to respective data, so that the first node may train the first neural network by using more data, so that the first neural
network may converge more quickly. This improves a training effect of the first neural network and shortens training
duration. For ease of understanding, the following describes with reference to FIG. 3.

[0170] FIG. 3 shows an overall structure of a first neural network in a second scenario. The second scenario is a
scenario in which the first neural network is trained by using the data label of the first node and the data label of the
second node. As shown in FIG. 3, the it" hidden layer of the first neural network may output processing results of
respective data of the first node and the second node, for example, a processing result y, to a processing result yy.

There are K processing results in total. Correspondingly, there may also be K data labels corresponding to the data of
the first node and the data of the second node. A data label corresponding to the k" processing result y, is z,, and k is
a positive integer less than or equal to K. In this way, the first node may determine that the loss is

loss = ZE=1 D(Yk' Zk) . Further, the first node may perform derivation on a neural network parameter set of the
first neural network by using the loss function, to obtain a corresponding gradient, and update the first neural network
through reverse transfer of the gradient, for example, update a first neural network parameter set to a second neural
network parameter set. In this way, the first node may also update a neural network structure of the ith hidden layer
based on a combination of second neural network parameter sets, to train the first neural network. An updated neural
network structure of the ith hidden layer may also be shown in Formula (8).

b. Reinforcement learning

[0171] The reinforcement learning may also be referred to as re-encouraging learning, evaluative learning, or rein-
forcement learning. The reinforcement learning refers to that: In a case that there is no label, the first neural network is
updated by using a benefit generated by the processing result, so that the benefit generated by the processing result
subsequently output by the first neural network may become greater, and finally convergence is implemented. The
benefit may reflect rationality of the processing result. The more reasonable the processing result is, the greater the
benefit. For example, if the first data is state information of the device, such as a channel matrix, a signal interference
matrix, or a power control policy in a previous round, and the processing result is a power control policy in a current
round of the device, after the device executes the power control policy in the current round, the device benefit may be
represented by a data throughput and a packet loss rate of the device, for example, is represented by r = THP + o * (1
- PL). THP is the data throughput, PL is the packet loss rate, and « is a constant. It may be learned that if the power
control policy in the current round of the device is more reasonable, the data throughput of the device is greater and/or
the packet loss rate is lower, and the benefit is greater.

[0172] Specifically, in a possible implementation, the first node may generate the benefit by using the processing result
of the data of the first node, and train the first neural network. For ease of understanding, the following continues to
describe with reference to FIG. 5.

[0173] An overall structure of the first neural network in a third scenario may also be shown in FIG. 5. As shown in
FIG. 5, an ith hidden layer of the first neural network may output a processing result y, of the data of the first node. If
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the benefits of the first node are ry, the first node may perform derivation on a neural network parameter set of the first
neural network by using the benefits r, to obtain a corresponding gradient, and update the first neural network through
reverse transfer of the gradient, for example, update a first neural network parameter set to a second neural network
parameter set. In this way, the first node may also update a neural network structure of the ith hidden layer based on a
combination of second neural network parameter sets, to train the first neural network. An updated neural network
structure of the ith hidden layer may also be shown in Formula (8).

[0174] In another possible implementation, the first node may generate the benefit by using the processing results of
the data of the first node and the data of the second node, and train the first neural network. For ease of understanding,
the following continues to describe with reference to FIG. 5.

[0175] An overall structure of the first neural network in a third scenario may also be shown in FIG. 5. As shown in
FIG. 5, in one aspect, the ith hidden layer of the first neural network may output the processing results of the data of the
first node and the data of the second node, for example, the processing result y,, so that the first node may determine

a benefit ry corresponding to the processing result y,. In another aspect, the first node may receive a benefit from each
second node, for example, a benefit r, to a benefit r,. There are K-1 benefits in total. For an implementation principle in

which each second node determines the benefit of the second node, refer to the related description of determining the
benefit rq by the first node. Details are not described herein again. In this way, the first node obtains K benefits in total.

_ vK
The kth benefit is r.. In this case, the first node may determine that an overall benefit is R= Zk:l Tk ,orisR =

K ’ ’

— r
Zk—l I + 'Brk . f may be a constant, and k may be used to adjust balance of the benefit r, to ensure that the
benefit r, may have a reasonable impact on the overall benefit. For example, if the benefit r is r, = THP, + o (1 - PLy),

2
r_ (B THPY)

!
Ik Tk = 5K Thpe . . . .
may be k=1 ko THP, is a data throughput of a kth device, PL, is a packet loss rate of the kth device,

and « is a fairness indicator of a communication system. Further, the first node may perform derivation on a neural
network parameter set of the first neural network by using the overall benefit, to obtain a corresponding gradient, and
update the first neural network through reverse transfer of the gradient, for example, update a first neural network
parameter set to a second neural network parameter set. In this way, the first node may also update a neural network
structure of the ith hidden layer based on a combination of second neural network parameter sets, to train the first neural
network. An updated neural network structure of the ith hidden layer may also be shown in Formula (8).

[0176] It should be understood that because training manners of the first scenario to the fourth scenario are different,
in Formula (8), values of the matrix S/1.7 and the matrix O*'/" in the first scenario to the fourth scenario may also be
different. In addition, a benefit sent by each second node to the second node is merely an example, and is not used as
a limitation. For example, each second node may also send a processing result of the second node, so that the first
node determines the benefit of the second node based on the processing result of each second node.

[0177] It should be further understood that the foregoing description is made by using an example in which the first
node performs training, and this is not used as a limitation. In practice, a procedure in which the first node uses a neural
network may be shown in FIG. 6. It may be learned from FIG. 6 that when a first-type task needs to be executed, the
first node may determine a first neural network, and enter a training phase, to repeat the foregoing training process until
the first neural network converges. The first node may then enter an inference phase, to execute the first-type task by
using the first neural network. Then, as a data type changes, a channel state changes, or the like, precision of the first
neural network may gradually decrease, the first node may enter the training phase again, and the rest can be deduced
by analogy until the first-type task ends. After the first-type task ends, the first node may release the first neural network,
to save resources and improve resource utilization. In other words, retention duration of the first neural network may be
retention duration of the first-type task, and the retention duration may also be referred to as a superframe time period.
In this way, in the next n superframe time periods, n may be a positive integer. The first node may re-determine a neural
network based on an nt" type of task, for example, a second-type task, and then the rest can still be deduced by analogy.
[0178] Optionally, with reference to the second implementation scenario, in a third implementation scenario of the
embodiment shown in FIG. 2, after step 1, the method may further include: Step 2: The first node sends a second neural
network parameter set.

[0179] The first node may send the second neural network parameter set to the first device. Correspondingly, the first
device may receive the second neural network parameter set from the first node. In this way, the first device may perform
an aggregation operation of the neural network. For example, the first device may determine a fourth neural network
parameter set based on the second neural network parameter set and a third neural network parameter set.

[0180] The third neural network parameter set is determined by the second node, and may include a fifth parameter
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subset and/or a sixth parameter subset. The fourth neural network parameter set may include a seventh parameter
subset and/or an eighth parameter subset, and may be used by the first device to update the first neural network
parameter set.

[0181] It should be understood that for specific implementation of determining the third neural network parameter set
by the second node, refer to the related description of determining the second neural network parameter set by the first
node in "step 1". Details are not described herein again. The following describes in detail how the first device performs
the aggregation operation of the neural network.

[0182] Specifically, the first device may perform weighted summation on the second neural network parameter set
and the third neural network parameter set based on a respective weight of the first node and the second node, to
determine the fourth neural network parameter set. For example, the first device may perform weighted summation on
the third parameter subset and the fifth parameter subset based on the respective weight of the first node and the second
node, to determine the seventh parameter subset, and perform weighted summation on the fourth parameter subset
and the sixth parameter subset, to determine the eighth parameter subset. The respective weight of the first node and
the second node may be determined based on a respective data volume of the first node and the second node, and/or
may also be determined based on respective data importance of the first node and the second node. This is not limited.
For example, if a data volume and/or importance of data used by each node for training a neural network are larger, a
weight of the node is correspondingly greater; and conversely, if the data volume and/or importance of the data used
by each node for training the neural network are smaller and/or weaker, the weight of the node is correspondingly smaller,
to ensure that the neural network parameter set of each node may produce a reasonable effect on aggregation of the
neural network parameter.

[0183] Then, the first device may send the fourth neural network parameter set. For example, the first device sends
the fourth neural network parameter set, so that the first node may obtain the fourth neural network parameter set, and
update the first neural network based on the fourth neural network parameter set. For specific implementation of updating
the first neural network based on the fourth neural network parameter set, refer to the related description in S302. Details
are not described herein again.

[0184] It should be understood that because the aggregation operation may integrate training results of all nodes, a
training speed of the first neural network may be improved, so that the first neural network may converge more quickly.
This shortens training duration and improves training efficiency. In addition, because both a quantity of parameters in
the second neural network parameter set and a quantity of parameters in the third neural network parameter set are
less than a quantity of parameters in the first neural network, compared with aggregating all parameters of the first neural
network, aggregating the second neural network parameter set and the third neural network parameter set may effectively
reduce a calculation amount and improve an aggregation speed.

[0185] It should be further understood that sending, by the first node, the second neural network parameter set is
merely an example, and is not used as a limitation. For example, the first node may also send the matrix S$1.7 and the
matrix O1./" to the first device. In addition, sending, by the first device, the fourth neural network parameter set to the
first node is merely an example, and is not used as a limitation. For example, the first device may further send the matrix
Si1.i”and the matrix OF1"to the first node. The matrix S*1/”may be determined based on the seventh parameter subset
and the parameter structure, and the matrix OF1./” may be determined based on the eighth parameter subset and the
parameter structure.

[0186] The foregoing describes a principle of the data processing method provided in this application with reference
to FIG. 2 to FIG. 6. The following specifically describes application of the method in an actual scenario with reference
to FIG. 7 and FIG. 8.

[0187] FIG. 7 is a schematic flowchart of a data processing method in a power control scenario. For ease of under-
standing, the following uses a first network device and a second network device as an example for description. The first
network device and the second network device are respectively any two nodes in the plurality of nodes. As shown in
FIG. 7, the data processing method may include the following steps.

[0188] S701: A first network device determines an adjacent relationship.

[0189] The first network device may determine that the first network device has an adjacent relationship with the
second network device. For specific implementation of S701, refer to the related description in "S301". Details are not
described herein again.

[0190] S702: A second network device determines the adjacent relationship.

[0191] Similarly, the second network device may also determine that the second network device has an adjacent
relationship with the first network device. For specific implementation of S702, still refer to the related description in
"S301". Details are not described herein again.

[0192] S703: A first device sends a first neural network parameter set, and the first network device and the second
network device receive the first neural network parameter set from the first device.

[0193] Inapossible implementation, the first device may send the first neural network parameter setin a non-directional
manner. For example, the first device may periodically broadcast a first broadcast message. The first neural network
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parameter set may be carried in the first broadcast message. In this way, the first network device and the second network
device may receive the first broadcast message, to obtain the first neural network parameter set.

[0194] In another possible implementation, the first device may send the first neural network parameter set in a
directional manner. For example, after receiving a first request message from the first network device, the first device
may send, to the first device, a first response message that carries the first neural network parameter set, so that the
first network device receives the first response message and obtains a first parameter subset and a second parameter
subset. Similarly, after receiving a second request message from the second network device, the first device may
alternatively send, to the second device, a second response message that carries the first neural network parameter
set, so that the second network device receives the second response message, to obtain the first neural network
parameter set.

[0195] The first device may further send a parameter structure of the first neural network parameter set to the first
network device and the second network device, or may also send the matrix $1/ and the matrix O*1. to the first network
device and the second network device. For specific implementation, refer to the related description in S302. Details are
not described herein again. In addition, an execution sequence of S701 to S703 is not limited.

[0196] S704: The first network device determines a first neural network.

[0197] The first network device may combine the first neural network parameter sets based on a positive correlation
relationship between a quantity of second network devices and a quantity of first neural network parameter sets, to
determine the first neural network. In addition, for specific implementation of S704, refer to the related description in
S302. Details are not described herein again.

[0198] S705: The second network device determines a second neural network.

[0199] Similarly, the second network device may alternatively combine the first neural network parameter sets based
on a positive correlation relationship between the quantity of first network devices and the quantity of first neural network
parameter sets, to determine the second neural network.

[0200] In addition, for specific implementation of S705, still refer to the related description in S302. Details are not
described herein again.

[0201] S706: The first network device sends data of the first network device to the second network device, and the
second network device receives the data from the first network device.

[0202] The data of the first network device may be one or more pieces of the following data of the first network device:
a channel matrix, a signal interference matrix, or a power control policy in a previous round. This is not limited.

[0203] S707: The first network device sends a data label of the first network device to the second network device, and
the second network device receives the data label from the first network device.

[0204] The data label of the first network device may be an actual power control policy of the first network device in
a current round. S707 is an optional step. For example, if the second network device trains the second neural network
in a supervised learning manner, S707 may be performed; otherwise, if the second network device trains the second
neural network in a reinforcement learning manner, S707 may not be performed.

[0205] S708: The second network device sends data of the second network device to the first network device, and
the first network device receives the data from the second network device.

[0206] The data of the second network device may be one or more pieces of the following data of the second network
device: a channel matrix, a signal interference matrix, or a power control policy in a previous round. This is not limited.
[0207] S709: The second network device sends a data label of the second network device to the first network device,
and the first network device receives the data label from the second network device.

[0208] The data label of the second network device may be an actual power control policy of the second network
device in a current round. S709 is also an optional step. For example, if the first network device trains the first neural
network in a supervised learning manner, S709 may be performed; otherwise, if the first network device trains the first
neural network in a reinforcement learning manner, S709 may not be performed. In addition, an execution sequence of
S704 to S709 is not limited.

[0209] S710: The first network device trains a first neural network by using the data of the first network device and the
data of the second network device.

[0210] Specifically, the first network device may train the first neural network in the supervised learning manner or the
reinforcement learning manner, to obtain the second neural network parameter set. For specific implementation of S710,
refer to the related description in step 2. Details are not described herein again.

[0211] S711: The second network device trains a second neural network by using the data of the first network device
and the data of the second network device.

[0212] Specifically, the second network device may also train the second neural network in the supervised learning
manner or the reinforcement learning manner, to obtain a third neural network parameter set. For specific implementation
of S711, still refer to the related description in step 2. Details are not described herein again.

[0213] S712: The first network device sends a second neural network parameter set to the first device, and the first
device receives the second neural network parameter set from the first network device.
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[0214] S713: The second network device sends a third neural network parameter set to the first device, and the first
device receives the third neural network parameter set from the second network device.

[0215] The first network device may also send the matrix S*'.7 and the matrix 0" to the first device, and the second
network device may also send the matrix S-1." and O-1." to the first device. This is not limited. For specific implementation,
refer to the related description in step 2. Details are not described herein again. In addition, an execution sequence of
S712 and S713 is not limited.

[0216] S714: The first device determines a fourth neural network parameter set.

[0217] The fourth neural network parameter set may be determined by the first device by aggregating the second
neural network parameter set and the third neural network parameter set. For specific implementation, refer to the related
description in step 2. Details are not described herein again.

[0218] S715: The first device sends a fourth neural network parameter set, and the first network device and the second
network device receive the fourth neural network parameter set from the first device.

[0219] The first device may further send a structure parameter of the fourth neural network parameter set, or may
send the matrix SF1” and the matrix O~"". This is not limited. The matrix $*'/” may be determined by an aggregation
matrix S~1.7 and S-1." of the first device, and the matrix O1./” may be determined by the aggregation matrix 01" and
O-1.1" of the first device. In addition, for specific implementation of S715, refer to the related description in step 2 and
S703. Details are not described herein again.

[0220] S716: The first network device updates the first neural network.

[0221] The first network device may update the first neural network based on the fourth neural network parameter set.
In addition, for specific implementation of S716, refer to the related description in step 2. Details are not described herein
again.

[0222] S717: The second network device updates the second neural network.

[0223] The second network device may update the second neural network based on the fourth neural network parameter
set. In addition, for specific implementation of S717, refer to the related description in step 2. Details are not described
herein again.

[0224] It should be understood that after S716, the first network device may continue to train the first neural network,
to be specific, iteratively perform related steps in S706 to S716 until training of the first neural network is completed, to
enter an inference phase and perform a power control task. Alternatively, after S716, the first network device may also
enter the inference phase. Similarly, after S717, the second network device may also continue to train the second neural
network, to be specific, iteratively perform related steps in S707 to S717 until training of the second neural network is
completed, to enter the inference phase and perform the power control task. Alternatively, after S717, the second network
device may also enter the inference phase.

[0225] S718: The first network device releases the first neural network.

[0226] If the power control task ends, to be specific, one superframe time period ends, the first network device may
release the first neural network. For example, the first network device may delete the neural network parameter set of
the first neural network, to avoid resource redundancy of the first network device and improve resource utilization of the
first network device.

[0227] S719: The second network device releases the second neural network.

[0228] If the power control task ends, to be specific, one superframe time period ends, the second network device
may also release the second neural network. For example, the second network device may delete the neural network
parameter set of the second neural network, to avoid resource redundancy of the second network device and improve
resource utilization of the second network device.

[0229] In addition, S718 and S719 are optional steps. For example, if another task needs to be executed after the
superframe time period ends, the first neural network and the second neural network may be released; otherwise, the
first neural network and the second neural network may be retained.

[0230] FIG. 8is aschematic flowchart of a data processing method in a multi-transmission point (multi-transmission/re-
ception point, multi-TRP) scenario. For ease of understanding, the following uses a terminal device, and a first TRP and
a second TRP in a plurality of TRPs as an example for description. The first TRP and the second TRP are respectively
any two nodes in the plurality of nodes. As shown in FIG. 8, the data processing method may include the following steps.
[0231] S801: A terminal device obtains channel measurement results of a plurality of TRPs.

[0232] Because the terminal device may be located in signal coverage of the plurality of TRPs, the terminal device
may perform channel measurement, to obtain the channel measurement results of the plurality of TRPs. For example,
the channel measurement results may be signal strength between the terminal device and each TRP.

[0233] S802: The terminal device broadcasts a first message to the plurality of TRPs, and a first TRP and a second
TRP receive the first message from the terminal device.

[0234] The first message may carry the channel measurement result, for example, may be an SCI message. In this
way, both the first TRP and the second TRP may receive the first message, to obtain the channel measurement result.
[0235] S803: The first TRP determines an adjacent relationship.
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[0236] Specifically, the first TRP may determine, based on the channel measurement result, that the first TRP has an
adjacent relationship with the second TRP. For example, if the channel measurement result indicates that the signal
strength between the first TRP and the second TRP and the terminal device is greater than a signal strength threshold,
both the first TRP and the second TRP may provide a data transmission service for the terminal device. In this way, the
first TRP may determine that the first TRP has the adjacent relationship with the second TRP. For another example, if
the channel measurement result indicates that the signal strength between the first TRP and the terminal device is
greater than the signal strength threshold, and indicates that signal strength between a third TRP (not shown in the
figure) and the terminal device is less than the signal strength threshold, the third TRP may fail to provide the data
transmission service for the user. In this way, the first TRP may determine that the first TRP does not have the adjacent
relationship with the third TRP. In addition, the first TRP may also determine, in the foregoing other manners, that the
first TRP has the adjacent relationship with the second TRP. For specific implementation, refer to the related description
in "S301". Details are not described herein again.

[0237] S804: The second TRP determines the adjacent relationship.

[0238] Similarly, the second TRP may also determine, based on the channel measurement result, that the second
TRP has the adjacent relationship with the first TRP. In addition, for specific implementation of S804, still refer to the
related description in "S301". Details are not described herein again.

[0239] S805: The first device sends the first neural network parameter set, and the first TRP and the second TRP
receive the first neural network parameter set from the first device.

[0240] For specific implementation of S805, refer to the related description in S703. Details are not described herein
again. In addition, an execution sequence of S801 to S805 is not limited.

[0241] S806: The first TRP determines a first neural network.

[0242] The first TRP may combine the first neural network parameter sets based on a positive correlation relationship
between a quantity of second TRPs and a quantity of first neural network parameter sets, to determine the first neural
network. In addition, for specificimplementation of S8086, refer to the related description in S302. Details are not described
herein again.

[0243] S807: The second TRP determines a second neural network.

[0244] Similarly, the second TRP may alternatively combine the first neural network parameter sets based on a positive
correlation relationship between the quantity of first TRPs and the quantity of first neural network parameter sets, to
determine the second neural network. In addition, for specificimplementation of S807, still refer to the related description
in S302. Details are not described herein again.

[0245] S808: The first TRP sends data of the first TRP to the second TRP, and the second TRP receives the data
from the first TRP.

[0246] The data of the first TRP may be one or more pieces of the following data of the first TRP: channel strength,
a channel matrix, or a load. This is not limited.

[0247] S809: The first TRP sends a data label of the first TRP to the second TRP, and the second TRP receives the
data label from the first TRP.

[0248] The data label of the first TRP may be whether the first TRP actually provides the data transmission service
for the terminal device, for example, may be 0 or 1. O represents that the first TRP actually does not provide the data
transmission service for the terminal device, and 1 represents that the first TRP actually provides the data transmission
service for the terminal device. In addition, S809 is an optional step. For example, if the second TRP trains the second
neural network in a supervised learning manner, S809 may be performed; otherwise, if the second TRP trains the second
neural network in a reinforcement learning manner, S809 may not be performed.

[0249] S810: The second TRP sends data of the second TRP to the first TRP, and the first TRP receives the data
from the second TRP.

[0250] The data of the second TRP may be one or more pieces of the following data of the second TRP: channel
strength, a channel matrix, or a load. This is not limited.

[0251] S811: The second TRP sends a data label of the second TRP to the first TRP, and the first TRP receives the
data label from the second TRP.

[0252] Specifically, the data label of the second TRP may be whether the second TRP actually provides the data
transmission service for the terminal device, for example, may be 0 or 1. O represents that the second TRP actually does
not provide the data transmission service for the terminal device, and 1 represents that the second TRP actually provides
the data transmission service for the terminal device. In addition, S811 is also an optional step. For example, if the first
TRP trains the first neural network in a supervised learning manner, S811 may be performed; otherwise, if the first TRP
trains the first neural network in a reinforcement learning manner, S811 may not be performed. An execution sequence
of S806 to S811 is not limited.

[0253] S812: Thefirst TRP trains a first neural network by using the data of the first TRP and the data of the second TRP.
[0254] Specifically, the first TRP may obtain, based on the first neural network, a processing result the data of the first
TRP and the data of the second TRP by the first neural network. For example, the processing result may be a probability
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that the first TRP provides the data transmission service for the terminal device, and the probability may be between 0
and 1. In this way, the first TRP may train the first neural network in the supervised learning manner or the reinforcement
learning manner, to obtain the second neural network parameter set. For example, if supervised learning is used, the
first TRP may determine a loss between the probability and whether the first TRP actually provides the data transmission
service for the terminal device, to train the first neural network by using the loss. For another example, if reinforcement
learning is used, the first TRP may determine, based on the probability, whether to provide the data transmission service
for the terminal device. In this way, the first TRP may obtain a parameter such as a data throughput, a packet loss rate,
or a delay of the terminal device when the first TRP provides the data transmission service or does not provide the data
transmission service, to determine a benefit based on these parameters, and train the first neural network by using the
benefit. In addition, for specific implementation of S812, refer to the related description in step 2. Details are not described
herein again.

[0255] S813: The second TRP trains a second neural network by using the data of the first TRP and the data of the
second TRP.

[0256] Specifically, the second TRP may obtain, based on the second neural network, a processing result the data of
the first TRP and the data of the second TRP by the second neural network. For example, the processing result may
be a probability that the second TRP provides the data transmission service for the terminal device. In this way, the
second TRP may train the second neural network in the supervised learning manner or the reinforcement learning
manner, to obtain a third neural network parameter set. For example, if supervised learning is used, the second TRP
may determine a loss between the probability and whether the second TRP actually provides the data transmission
service for the terminal device, to train the first neural network by using the loss. For another example, if reinforcement
learning is used, the second TRP may determine, based on the probability, whether to provide the data transmission
service for the terminal device. In this way, the second TRP may obtain a parameter such as a data throughput, a packet
loss rate, or a delay of the terminal device when the second TRP provides the data transmission service or does not
provide the data transmission service, to determine a benefit based on these parameters, to train the first neural network
by using the benefit. In addition, for specific implementation of S813, refer to the related description in step 2. Details
are not described herein again.

[0257] S814: The first TRP sends a second neural network parameter set to the first device, and the first device
receives the second neural network parameter set from the first TRP.

[0258] S815: The second TRP sends a third neural network parameter set to the first device, and the first device
receives the third neural network parameter set from the second TRP.

[0259] The first TRP may also send the matrix S*1.7 and the matrix O~/ to the first device, and the second TRP may
also send the matrix S$-1." and OF1."" to the first device. This is not limited. For specific implementation, refer to the related
description in step 2. Details are not described herein again. In addition, an execution sequence of S814 and S815 is
not limited.

[0260] S816: The first device determines a fourth neural network parameter set.

[0261] For specific implementation of S816, refer to the related description in step 2. Details are not described herein
again.

[0262] S817: The first device sends a fourth neural network parameter set.

[0263] For specific implementation of S817, refer to the related description in step 2, S703, and S715. Details are not
described herein again.

[0264] S818: The first TRP updates the first neural network.

[0265] The first TRP may update the first neural network based on the fourth neural network parameter set. In addition,
for specific implementation of S818, refer to the related description in step 2. Details are not described herein again.
[0266] S819: The second TRP updates the second neural network.

[0267] The second TRP may also update the second neural network based on the fourth neural network parameter
set. In addition, for specific implementation of S819, refer to the related description in step 2. Details are not described
herein again.

[0268] It should be understood that after S818, the first TRP may continue to train the first neural network, to be
specific, iteratively perform related steps in S808 to S818 until training of the first neural network is completed, to enter
an inference phase and perform a multi-TRP task. Alternatively, after S818, the first TRP may also enter the inference
phase. Similarly, after S819, the second TRP may also continue to train the second neural network, to be specific,
iteratively perform related steps in S809 to S819 until training of the second neural network is completed, to enter the
inference phase and perform the multi-TRP task. Alternatively, after S819, the second TRP may also enter the inference
phase.

[0269] S820: The first TRP releases the first neural network.

[0270] If the multi-TRP task ends, to be specific, one superframe time period ends, the first TRP may release the first
neural network. For example, the first network device may delete the neural network parameter set of the first neural
network, to avoid resource redundancy of the first TRP and improve resource utilization of the first TRP.
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[0271] S821: The second TRP releases the second neural network.

[0272] If the multi-TRP task ends, to be specific, one superframe time period ends, the second TRP may release the
second neural network. For example, the second network device may delete the neural network parameter set of the
second neural network, to avoid resource redundancy of the second TRP and improve resource utilization of the second
TRP.

[0273] In addition, S820 and S821 are optional steps. For example, if another task needs to be executed after the
superframe time period ends, the first neural network and the second neural network may be released; otherwise, the
first neural network and the second neural network may be retained.

[0274] It may be learned from the data processing method shown in any one of FIG. 2, FIG. 7, or FIG. 8, because a
plurality of nodes may execute the same type of task, and the first node may determine a quantity of first neural network
parameter sets based on a quantity of neighboring nodes in the plurality of nodes, for example, a quantity of second
nodes, to further determine the first neural network. In this way, a network scale of the first neural network may be
positively correlated to the quantity of second nodes, to cooperate with the second node to execute the same type of
task. For example, when the quantity of neighboring nodes is less than a quantity of nodes in a device cluster, the first
neural network is only a part of a complete neural network, and a network scale of the first neural network is also less
than a network scale of the complete neural network. Therefore, calculation complexity and a calculation amount of the
neural network may be reduced, and data processing efficiency may be improved.

[0275] The foregoing describes in detail the data processing method provided in embodiments of this application with
reference to FIG. 2 to FIG. 8. To implement the functions in the foregoing methods provided in embodiments of this
application, the terminal device and the network device may include a hardware structure and/or a software module, to
implement the foregoing functions in a form of the hardware structure, the software module, or a combination of the
hardware structure and the software module. Whether a function in the foregoing functions is performed by using the
hardware structure, the software module, or the combination of the hardware structure and the software module depends
on particular applications and design constraints of the technical solutions. With reference to FIG. 9 and FIG. 10, the
following describes in detail a data processing apparatus configured to perform the data processing method provided
in embodiments of this application.

[0276] For example, FIG. 9 is a schematic diagram 1 of a structure of a data processing apparatus according to an
embodiment of this application. As shown in FIG. 9, the data processing apparatus 900 includes: a processing module
901 and a transceiver module 902. For ease of description, FIG. 9 shows only main components of the data processing
apparatus.

[0277] In some embodiments, the data processing apparatus 900 is applicable to the communication system shown
in FIG. 1, to perform a function of the first node in the method shown in FIG. 2, perform a function of the first network
device or the second network device in the method shown in FIG. 7, or perform a function of the first TRP or the second
TRP in the method shown in FIG. 8.

[0278] If the data processing apparatus 900 is a first node, the transceiver module 902 is configured to perform S201,
and the processing module 901 is configured to perform S202.

[0279] If the data processing apparatus 900 is the first network device or the second network device, the transceiver
module 902 is configured to perform S703, S706 to S709, S712 and S713, and S715. The processing module 901 is
configured to perform S701 and S702, S704 and S705, S710 and S711, and S716 to S719.

[0280] If the data processing apparatus 900 is a first TRP or a second TRP, the transceiver module 902 is configured
to perform S802, S805, S808 to S811, S814 and S815, and S817. The processing module 901 is configured to perform
S802 to S804, S806 and S807, S812 and S813, and S818 to S820.

[0281] Optionally, the transceiver module 902 may include a receiving module and a sending module (not shown in
FIG. 9). The receiving module is configured to implement a receiving function of the data processing apparatus 900.
The sending module is configured to implement a sending function of the data processing apparatus 900.

[0282] Optionally, the data processing apparatus 900 may further include a storage module (not shown in FIG. 9),
and the storage module stores a program or instructions. When the processing module 901 executes the program or
the instructions, the data processing apparatus 900 may perform the method shown in any one of FIG. 2, FIG. 7, or FIG. 8.
[0283] It should be understood that the processing module 901 involved in the data processing apparatus 900 may
be implemented by a processor, a processor-related circuit component, or a logic circuit, and may be a processor or a
processing unit; and the transceiver module 902 may be implemented by a transceiver, a transceiver-related circuit
component, or an input/output interface, and may be a transceiver or a transceiver unit.

[0284] It should be noted that the data processing apparatus 900 may be a terminal device or a network device, or
may be a chip (system) or another component or component that may be disposed in a terminal device or a network
device, or may be an apparatus that includes a terminal device or a network device. This is not limited in this application.
[0285] In addition, for a technical effect of the data processing apparatus 900, refer to a technical effect of the method
shown in any one of FIG. 2, FIG. 7, or FIG. 8. Details are not described herein again.

[0286] In some other embodiments, the data processing apparatus 900 may be applied to the communication system
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shown in FIG. 1, and perform a function of the first device in the method shown in any one of FIG. 2, FIG. 7, or FIG. 8.
[0287] The transceiver module 902 is configured to perform steps such as S703, S712 and S713, S715, S805, S814
and S815, and S817.

[0288] The processing module 901 is configured to perform steps such as S714 and S816.

[0289] Optionally, the data processing apparatus 900 may further include a storage module (not shown in FIG. 9),
and the storage module stores a program or instructions. When the processing module 901 executes the program or
the instructions, the data processing apparatus 900 may perform the method shown in any one of FIG. 2, FIG. 7, or FIG. 8.
[0290] It should be understood that the processing module 901 involved in the data processing apparatus 900 may
be implemented by a processor or a processor-related circuit component, and may be a processor or a processing unit;
and the transceiver module 902 may be implemented by a transceiver or a transceiver-related circuit component, and
may be a transceiver or a transceiver unit.

[0291] It should be noted that the data processing apparatus 900 may be a terminal device or a network device, or
may be a chip (system) or another component or component that may be disposed in a terminal device or a network
device, or may be an apparatus that includes a terminal device or a network device. This is not limited in this application.
[0292] In addition, for a technical effect of the data processing apparatus 900, refer to a technical effect of the method
shown in any one of FIG. 2, FIG. 7, or FIG. 8. Details are not described herein again.

[0293] For example, FIG. 10 is a schematic diagram 2 of a structure of a data processing apparatus 1000 according
to an embodiment of this application. The data processing apparatus 1000 may be a terminal device or a network device,
or may be a chip (system) or another component or component that may be disposed in a terminal device or a network
device. As shown in FIG. 10, communication may include a processor 1001. Optionally, the data processing apparatus
1000 may further include a memory 1002 and/or a transceiver 1003. The processor 1001 is coupled to the memory 1002
and the transceiver 1003, for example, may be connected through a communication bus.

[0294] The following describes components of the data processing apparatus 1000 in detail with reference to FIG. 10.
[0295] The processor 1001 is a control center of the data processing apparatus 1000, and may be one processor, or
may be a collective name of a plurality of processing elements. For example, the processor 1001 is one or more central
processing units (central processing unit, CPU), or may be an application-specific integrated circuit (application-specific
integrated circuit, ASIC), or is configured as one or more integrated circuits that implement embodiments of this appli-
cation, for example, one or more microprocessors (digital signal processor, DSP), or one or more field programmable
gate arrays (field programmable gate array, FPGA).

[0296] Optionally, the processor 1001 may execute various functions of the data processing apparatus 1000 by running
or executing a software program stored in the memory 1002 and invoking data stored in the memory 1002, such as
various possible implementation methods in the foregoing method embodiments.

[0297] Inaspecificimplementation, in an embodiment, the processor 1001 may include one or more CPUs, forexample,
a CPU 0 and a CPU 1 shown in FIG. 10.

[0298] In a specific implementation, in an embodiment, the data processing apparatus 1000 may alternatively include
a plurality of processors, for example, the processor 1001 and the processor 1004 shown in FIG. 10. Each of the
processors may be a single-core processor (single-CPU) or may be a multi-core processor (multi-CPU). The processor
herein may be one or more devices, circuits, and/or processing cores configured to process data (for example, a computer
program instruction).

[0299] The memory 1002 is configured to store a software program for executing the solutions of this application, and
the processor 1001 controls execution of the software program. For specific implementation, refer to the foregoing
method embodiment. Details are not described herein again.

[0300] Optionally, the memory 1002 may be a read-only memory (read-only memory, ROM), another type of static
storage device that can store static information and instructions, a random access memory (random access memory,
RAM), or another type of dynamic storage device that can store information and instructions, or may be an electrically
erasable programmable read-only memory (electrically erasable programmable read-only memory, EEPROM) or a
compact disc read-only memory (compact disc read-only memory, CD-ROM) or another compact disc storage, optical
disc storage (including a compressed optical disc, a laser disc, an optical disc, a digital versatile optical disc, and a Blu-
ray disc), magnetic disk storage media, or another magnetic storage device, or any another medium that can be used
to carry or store desired program code in the form of instructions or a data structure and that can be accessed by a
computer, but not limited thereto. The memory 1002 may be integrated with the processor 1001, or may exist independ-
ently, and is coupled to the processor 1001 through an interface circuit (not shown in FIG. 10) of the data processing
apparatus 1000. This is not specifically limited in embodiments of this application.

[0301] The transceiver 1003 is configured to communicate with another apparatus. For example, the data processing
apparatus 1000 is a terminal device, and the transceiver 1003 may be configured to communicate with a network device
or communicate with another terminal device. For another example, the data processing apparatus 1000 is a network
device, and the transceiver 1003 may be configured to communicate with a terminal device or communicate with another
network device.
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[0302] Optionally, the transceiver 1003 may include a receiver and a transmitter (not separately shown in FIG. 10).
The receiver is configured to implement a receiving function, and the transmitter is configured to implement a sending
function.

[0303] Optionally, the transceiver 1003 may be integrated with the processor 1001, or may exist independently, and
is coupled to the processor 1001 through an interface circuit (not shown in FIG. 10) of the data processing apparatus
1000. This is not specifically limited in embodiments of this application.

[0304] It should be noted that a structure of the data processing apparatus 1000 shown in FIG. 10 does not constitute
a limitation on the apparatus. An actual apparatus may include more or fewer components than those shown in the
figure, or combine some components, or have different component arrangements.

[0305] In addition, for a technical effect of the data processing apparatus 1000, refer to the technical effect of the
method described in the foregoing method embodiment. Details are not described herein again.

[0306] All or some of the foregoing embodiments may be implemented using software, hardware (such as a circuit),
firmware, or any combination thereof. When software is used to implement embodiments, all or some of the foregoing
embodiments may be implemented in a form of a computer program product. The computer program product includes
one or more computer instructions or computer programs. When computer instructions or a computer program are/is
loaded or executed on a computer, all or some of the procedures or functions according to embodiments of this application
are generated. The computer may be a general-purpose computer, a dedicated computer, a computer network, or other
programmable apparatuses. The computer instructions may be stored on a computer-readable storage medium, or
transmitted from one computer-readable storage medium to another computer-readable storage medium. For example,
the computer instructions may be transmitted from a website, computer, server, or data center to another website,
computer, server, or data center in a wired (for example, infrared, radio, or microwave) manner. The computer-readable
storage medium may be any usable medium accessible to a computer, or a data storage device, such as a server or a
data center, integrating one or more usable media. The usable medium may be a magnetic medium (for example, a
floppy disk, a hard disk, or a magnetic tape), an optical medium (for example, DVD), a semiconductor medium, or the
like. The semiconductor medium may be a solid state drive.

[0307] Basedonasame conceptas the foregoing method embodiment, embodiments of this application further provide
a computer-readable storage medium, where the computer-readable storage medium stores a computer program, and
the computer program is executed by hardware (for example, a processor), to implement some or all steps of any method
performed by any apparatus in embodiments of this application.

[0308] Based on a same concept as the foregoing method embodiments, embodiments of this application further
provide a computer program product including program instructions. When the computer program product runs on a
computer, the computer is enabled to perform some or all steps of any method in the foregoing aspects.

[0309] Based on a same concept as that in the foregoing method embodiments, this application further provides a
chip or a chip system. The chip may include a processor. The chip may further include a memory (or a storage module)
and/or a transceiver (or a communication module), or the chip is coupled to the memory (or a storage module) and/or
the transceiver (or a communication module). The transceiver (or the communication module) may be configured to
support the chip in performing wired and/or wireless communication, and the memory (or the storage module) may be
configured to store a program. The processor may invoke the program to implement an operation performed by the first
device and/or node in the foregoing method embodiments and any possible implementation of the method embodiments.
The chip system may include the foregoing chips, or may include the foregoing chips and another discrete component,
such as the memory (or the storage module) and/or the transceiver (or the communication module).

[0310] Based on a same concept as that in the foregoing method embodiments, this application further provides a
communication system. The communication system may include the first device and/or the node. The communication
system may be configured to implement an operation performed by the first device and/or the node in the foregoing
method embodiments and any possible implementation of the method embodiments. For example, the communication
system may have a structure shown in FIG. 1.

[0311] It should be understood that the term "and/or" in this specification describes only an association relationship
for describing associated objects and represents that three relationships may exist. For example, A and/or B may
represent the following three cases: only A exists, both A and B exist, and only B exists, where A and B may be singular
or plural. In addition, the character "/" in this specification usually indicates an "or" relationship between the associated
objects, but may also indicate an "and/or" relationship. For details, refer to the context for understanding.

[0312] In this application, at least one means one or more, and a plurality of means two or more. At least one of the
following items (pieces) or a similar expression thereof refers to any combination of these items, including any combination
of singular items (pieces) or plural items (pieces). For example, at least one of a, b, or c may represent: a, b, c, a-b, a-
¢, b-c, or a-b-c, where a, b, and ¢ may be singular or plural.

[0313] It should be understood that sequence numbers of the foregoing processes do not mean execution sequences
in various embodiments of this application. The execution sequences of the processes should be determined based on
functions and internal logic of the processes, and should not be construed as any limitation on the implementation
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processes of embodiments of this application.

[0314] A person of ordinary skill in the art may be aware that, in combination with the examples described in embod-
iments disclosed in this specification, units and algorithm steps can be implemented by electronic hardware or a com-
bination of computer software and electronic hardware. Whether the functions are performed by hardware or software
depends on particular applications and design constraints of the technical solutions. A person skilled in the art may use
different methods to implement the described functions of each particular application, but it should not be considered
that the implementation goes beyond the scope of this application.

[0315] It may be clearly understood by a person skilled in the art that, for convenient and brief description, for a detailed
working process of the foregoing system, apparatus, and unit, refer to a corresponding process in the foregoing method
embodiments, and details are not described herein again.

[0316] In several embodiments provided in this application, it should be understood that the disclosed system, appa-
ratus, and method may be implemented in other manners. For example, the described apparatus embodiment is merely
an example. For example, division into the units is merely logical function division and may be other division during
actual implementation. For example, a plurality of units or components may be combined or integrated into another
system, or some features may be ignored or not performed. In addition, the displayed or discussed mutual couplings or
direct couplings or communication connections may be implemented through some interfaces. The indirect couplings
or communication connections between the apparatuses or units may be implemented in electronic, mechanical, or
other forms.

[0317] The units described as separate parts may or may not be physically separate, and parts displayed as units
may or may not be physical units, and may be located at one location, or may be distributed on a plurality of network
units. Some or all of the units may be selected based on actual requirements to achieve the objectives of the solutions
of embodiments.

[0318] In addition, each functional unit in embodiments of this application may be integrated into one processing unit,
or each of the units may exist alone physically, or two or more units are integrated into one unit.

[0319] When the functions are implemented in the form of a software functional unit and sold or used as an independent
product, the functions may be stored in a computer-readable storage medium. Based on such an understanding, the
technical solutions of this application essentially, or the part contributing to a conventional technology, or some of the
technical solutions may be implemented in a form of a software product. The computer software product is stored in a
storage medium, and includes several instructions for instructing a computer device (which may be a personal computer,
a server, or a network device) to perform all or some of the steps of the methods described in embodiments of this
application. The storage medium includes: any medium that can store program code, such as a USB flash drive, a
removable hard disk, a read-only memory (read-only memory, ROM), arandom access memory (random access memory,
RAM), a magnetic disk, or an optical disc.

[0320] The foregoing descriptions are merely specific implementations of this application, but are not intended to limit
the protection scope of this application. Any variation or replacement readily figured out by a person skilled in the art
within the technical scope disclosed in this application shall fall within the protection scope of this application. Therefore,
the protection scope of this application shall be subject to the protection scope of the claims.

Claims

1. A data processing method, applied to a first node, wherein the first node has an adjacent relationship with a second
node, the first node and the second node are configured to execute a same type of task, and the method comprises:

obtaining first data; and

determining a processing result of the first data through a first neural network, wherein the first neural network
is determined based on a combination of first neural network parameter sets, and a quantity of first neural
network parameter sets in the combination is positively correlated to a quantity of second nodes.

2. The data processing method according to claim 1, wherein
the first neural network comprises: N hidden layers, wherein an ith hidden layer comprises M; parameter subsets,
m parameter subsets in the M; parameter subsets are the same, the M; parameter subsets are determined based
on the combination of first neural network parameter sets, N is a positive integer, i is a positive integer less than or
equal to N, M; is an integer greater than 1, and m is an integer less than or equal to M and greater than 1.

3. The data processing method according to claim 1 or 2, wherein
the first neural network parameter set comprises: a first parameter subset and/or a second parameter subset.
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The data processing method according to claim 3, wherein a neural network structure of the ith hidden layer is
represented as:

Sl—l,l OL—l,L Ol—l,l

, , i—1,0 i—-1,i i—1,0

i—1,0 — Ol ’ S ’ 0 ’
w - : : . : >
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wherein W1/ is used to represent the neural network structure of the ith hidden layer, S-!/ is determined based on
the first parameter subset corresponding to the ith hidden layer, and O'/ is determined based on the second
parameter subset corresponding to the ith hidden layer.

The data processing method according to claim 4, wherein
a quantity of rows in W1/ is positively correlated to the quantity of second nodes, and a quantity of columns in W1/
is positively correlated to the quantity of second nodes.

The data processing method according to claim 3 or 4, wherein

if the quantity of second nodes changes from a first quantity to a second quantity, in the combination of first neural
network parameter sets, a quantity of first parameter subsets is correspondingly adjusted from a third quantity to a
fourth quantity, and a quantity of second parameter subsets is correspondingly adjusted from a fifth quantity to a
sixth quantity.

The data processing method according to any one of claims 1 to 6, wherein after the determining a processing result
of the first data, the method further comprises:

determining a second neural network parameter set, wherein the second neural network parameter set is
determined based on the processing result and the first neural network; and
sending the second neural network parameter set.

The data processing method according to any one of claims 1 to 7, wherein
the second node is determined by one or more of the following: an area in which a node is located, a type of a node,
a network to which a node belongs, or a user served by a node.

A data processing method, applied to a first device, wherein the method comprises:

determining a first neural network parameter set, wherein a first neural network is determined based on a
combination of first neural network parameter sets, a quantity of first neural network parameter sets in the
combination is positively correlated to a quantity of second nodes, the second node has an adjacent relationship
with a first node, and the second node and the first node are configured to execute a same type of task; and
sending the first neural network parameter set.

The data processing method according to claim 9, wherein after the sending the first neural network parameter set,
the method further comprises:

obtaining a second neural network parameter set, wherein the second neural network parameter set is determined
based on a processing result of first data and the first neural network.

The data processing method according to claim 9 or 10, wherein after the obtaining a second neural network
parameter set, the method further comprises:

determining a fourth neural network parameter set based on the second neural network parameter set and a third
neural network parameter set, wherein the third neural network parameter set is determined by the second node,
and the fourth neural network parameter set is used to update the first neural network.

A data processing method, applied to a first node, wherein the first node has an adjacent relationship with a second
node, the first node and the second node are configured to execute a same type of task, and the method comprises:

obtaining a first neural network parameter set;
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determining a first neural network based on a combination of first neural network parameter sets, wherein a
quantity of first neural network parameter sets in the combination is positively correlated to a quantity of second
nodes; and

determining a processing result of first data through the first neural network.

A data processing apparatus, applied to a first node, wherein the first node has an adjacent relationship with a
second node, the first node and the second node are configured to execute a same type of task, and the apparatus
comprises: a transceiver module and a processing module, wherein

the transceiver module is configured to obtain first data; and

the processing module is configured to determine a processing result of the first data through a first neural
network, wherein the first neural network is determined based on a combination of first neural network parameter
sets, and a quantity of first neural network parameter sets in the combination is positively correlated to a quantity
of second nodes.

The data processing apparatus according to claim 13, wherein

the first neural network comprises: N hidden layers, wherein an ith hidden layer comprises M; parameter subsets,
m parameter subsets in the M; parameter subsets are the same, the M; parameter subsets are determined based
on the combination of first neural network parameter sets, N is a positive integer, i is a positive integer less than or
equal to N, M; is an integer greater than 1, and m is an integer less than or equal to M and greater than 1.

The data processing apparatus according to claim 13 or 14, wherein
the first neural network parameter set comprises: a first parameter subset and/or a second parameter subset.

The data processing apparatus according to claim 15, wherein a neural network structure of the ith hidden layer is
represented as:

Sl—l,l OL—l,L Ol—l,l
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wherein W1/ is used to represent the neural network structure of the ith hidden layer, S~/ is determined based on
the first parameter subset corresponding to the ith hidden layer, and O1./ is determined based on the second
parameter subset corresponding to the ith hidden layer.

The data processing apparatus according to claim 16, wherein
a quantity of rows in W1/ is positively correlated to the quantity of second nodes, and a quantity of columns in W1/
is positively correlated to the quantity of second nodes.

The data processing apparatus according to claim 16 or 17, wherein

if the quantity of second nodes changes from a first quantity to a second quantity, in the combination of first neural
network parameter sets, a quantity of first parameter subsets is correspondingly adjusted from a third quantity to a
fourth quantity, and a quantity of second parameter subsets is correspondingly adjusted from a fifth quantity to a
sixth quantity.

The data processing apparatus according to any one of claims 13 to 18, wherein after the processing module
determines the processing result of the first data,

the processing module is further configured to determine a second neural network parameter set, wherein the
second neural network parameter set is determined based on the processing result and the first neural network;
and

the transceiver module is further configured to send the second neural network parameter set.

The data processing apparatus according to any one of claims 13 to 19, wherein
the second node is determined by one or more of the following: an area in which a node is located, a type of a node,
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a network to which a node belongs, or a user served by a node.

A data processing apparatus, applied to a first device, and the apparatus comprising: a transceiver module and a
processing module, wherein

the processing module is configured to determine a first neural network parameter set, wherein a first neural
network is determined based on a combination of first neural network parameter sets, a quantity of first neural
network parameter sets in the combination is positively correlated to a quantity of second nodes, the second
node has an adjacent relationship with a first node, and the second node and the first node are configured to
execute a same type of task; and

the transceiver module is configured to send the first neural network parameter set.

The data processing apparatus according to claim 21, wherein after the sending, by the transceiver module, the
first neural network parameter set,

the transceiver module is further configured to obtain a second neural network parameter set, wherein the second
neural network parameter set is determined based on a processing result of first data and the first neural network.

The data processing apparatus according to claim 21 or 22, wherein after the obtaining, by the transceiver module,
a second neural network parameter set,

the processing module is further configured to determine a fourth neural network parameter set based on the second
neural network parameter set and a third neural network parameter set, wherein the third neural network parameter
set is determined by the second node, and the fourth neural network parameter set is used to update the first neural
network.

A data processing apparatus, applied to a first node, wherein the first node has an adjacent relationship with a
second node, the first node and the second node are configured to execute a same type of task, and the apparatus
comprises: a transceiver module and a processing module, wherein

the transceiver module is configured to obtain a first neural network parameter set;

the processing module is configured to determine a first neural network based on a combination of first neural
network parameter sets, wherein a quantity of first neural network parameter sets in the combination is positively
correlated to a quantity of second nodes; and

the processing module is further configured to determine a processing result of first data through the first neural
network.

A data processing apparatus, comprising a processor, wherein the processor is coupled to a memory; and

the processor is configured to execute a computer program stored in the memory, to cause the apparatus to perform
the method according to any one of claims 1 to 8, or perform the method according to any one of claims 9 to 11, or
perform the method according to claim 12.

A data processing apparatus, comprising a processor and a memory, where the memory is configured to store
computer instructions; and when the processor executes the instructions, the apparatus is enabled to perform the
method according to any one of claims 1 to 8, or perform the method according to any one of claims 9 to 11, or
perform the method according to claim 12.

A data processing apparatus, comprising a processor and an interface circuit, wherein the interface circuit is con-
figured to receive code instructions and transmit the code instructions to the processor; and

the processor is configured to run the code instructions to perform the method according to any one of claims 1 to
8, or perform the method according to any one of claims 9 to 11, or perform the method according to claim 12.

A data processing apparatus, comprising a processor and a transceiver, wherein the transceiver is configured to
exchange information between the apparatus and another apparatus, and the processor executes program instruc-
tions, to perform the method according to any one of claims 1 to 8, or perform the method according to any one of
claims 9 to 11, or perform the method according to claim 12.

A computer-readable storage medium, wherein the computer-readable storage medium comprises a computer

program or instructions; and when the computer program or the instructions runs/run on a computer, the method
according to any one of claims 1 to 12 is performed.
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30. A computer program product, comprising: a computer program or instructions; and when the computer program or
the instructions runs/run on a computer, the method according to any one of claims 1 to 12 is performed.

31. A computer program, when run on a computer, causes the method according to any one of claims 1 to 12 to be
performed.

32. A communication system, comprising the apparatus according to any one of claims 13 to 20 and the apparatus
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according to claims 21 to 23.
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