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IMAGE SENSOR AND ELECTRONIC 
DEVICE INCLUDING IMAGE SENSOR 

CROSS - REFERENCE TO THE RELATED 
APPLICATION 

[ 0001 ] This application claims priority from Korean Pat 
ent Application No. 10-2019-0073066 filed on Jun . 19 , 
2019 , in the Korean Intellectual Property Office , the disclo 
sure of which is incorporated herein by reference in its 
entirety . 

[ 0008 ] According to another aspect of an example 
embodiment , there is provided an electronic device includ 
ing a module lens configured to receive a first light incident 
at a first angle that is refracted from an external object and 
a second light incident at a second angle that is refracted 
from the object , an image sensor configured to generate first 
image data corresponding to the object based on the first 
light transmitted through the module lens and to generate 
second image data corresponding to the object based on the 
second light transmitted through the module lens , and an 
image signal processor configured to generate a control 
signal to adjust a location of the module lens based on the 
first image data and the second image data , wherein the 
image sensor includes micro lenses of different sizes con 
figured to receive the first light and the second light . 

BACKGROUND 

1. Field 

[ 0002 ] Example embodiments of the present disclosure 
relate to an electronic device , and more particularly , to an 
image sensor and an electronic device including the image 

BRIEF DESCRIPTION OF THE DRAWINGS 

sensor . 

2. Description of the Related Art 
[ 0003 ] An image sensor included in a smartphone , a tablet 
personal computer ( PC ) , or a digital camera obtains image 
information about an external object by converting a light 
reflected from the external object into an electrical signal . 
An autofocus ( AF ) may be performed to improve the quality 
of image of the external object . For faster autofocus , an 
image sensor that supports a phase detection autofocus 
( PDAF ) may be used . 
[ 0004 ] The image sensor that supports the PDAF may 
receive an incident light for each angle . The autofocus 
performance may be higher when angles of incident lights 
received are clearly separated . However , angles of incident 
lights may not be separated depending on locations of pixels 
of the image sensor . In particular , angles of lights incident 
onto pixels present in a peripheral portion ( or an outer 
portion ) of the image sensor may not be separated . As such , 
the autofocus performance of the peripheral portion of the 
image sensor may be lower than the autofocus performance 
of a central portion ( or an inner portion ) of the image sensor . 

[ 0009 ] The above and / or other objects and will become 
apparent by describing in detail example embodiments 
thereof with reference to the accompanying drawings , of 
which : 
[ 0010 ] FIG . 1 is a block diagram illustrating an image 
system according to an example embodiment ; 
[ 0011 ] FIG . 2 is a diagram for describing a pixel array 
according to an example embodiment ; 
[ 0012 ] FIG . 3 illustrates an example structure of a pixel 
array of FIG . 2 . 
[ 0013 ] FIG . 4 is a graph illustrating an example of a 
modulation transfer function ( MTF ) of a lens of FIG . 2 . 
[ 0014 ] FIG . 5 is a cross - sectional view of a first part of a 
pixel array corresponding to a first field taken along a line 
I - I ' of FIG . 3 . 
[ 0015 ] FIG . 6 is a cross - sectional view of a second part of 
a pixel array corresponding to a second field taken along a 
line II - II ' of FIG . 3 . 
[ 0016 ] FIG . 7 is a cross - sectional view of a third part of a 
pixel array corresponding to a third field taken along a line 
of FIG . 3 . 
[ 0017 ] FIG . 8 is another example of a third part of a pixel 
array corresponding to a third field taken along a line of FIG . SUMMARY 

[ 0005 ] One or more example embodiments provide an 
image sensor that is able to improve an autofocus perfor 
mance of a peripheral portion of the image sensor while 
supporting a phase detection autofocus , and an electronic 
device including the image sensor . 
[ 0006 ] According to an aspect of an example embodiment , 
there is provided an image sensor including a pixel array 
including a plurality of pixels , and a micro lens array 
including a first micro lens of a first size provided in a first 
area of the pixel array and a second micro lens of a second 
size provided in a second area of the pixel array , the second 
size being different from the first size . 
[ 0007 ] According to another aspect of an example 
embodiment , there is provided an image sensor including a 
micro lens array including a first micro lens having a first 
diameter and a second micro lens having a second diameter 
that is different from the first diameter , and a sub - pixel array 
including a first sub - pixel group configured to convert a first 
light signal transmitted through the first micro lens into a 
first electrical signal and a second sub - pixel group config 
ured to convert a second light signal transmitted through the 
second micro lens into a second electrical signal . 

[ 0018 ] FIG . 9 is a diagram illustrating an image device 
according to another example embodiment ; 
[ 0019 ] FIG . 10 is a flowchart illustrating an example 
operation of an image signal processor of FIG . 1 for an 
autofocus according to an example ; 
[ 0020 ] FIG . 11 is a diagram illustrating an example in 
which an image signal processor calculates a disparity 
according to an example embodiment ; and 
[ 0021 ] FIG . 12 is a block diagram illustrating an electronic 
device to which an image system according to an example 
embodiment . 

DETAILED DESCRIPTION 

[ 0022 ] FIG . 1 is a block diagram illustrating an image 
system according to an example embodiment . Referring to 
FIG . 1 , an image system 1000 includes an image device 100 
and an image signal processor ( ISP ) 200. For example , the 
image system 1000 may be one of various electronic 
devices , which are able to obtain image information about an 
object from the outside , such as a smartphone , a tablet PC , 
and a digital camera . 
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[ 0023 ] The image device 100 may include a lens 110 , an 
image sensor 120 , and an actuator 150. The image sensor 
120 may include a pixel array 130 and a processing circuit 
140 . 
[ 0024 ] The lens 110 may receive a light LS that is incident 
after being reflected from an external object . The lens 110 
may concentrate the received light signal LS on the pixel 
array 130. The lens 110 may move based on an operation of 
the actuator 150. When a location of the lens 110 varies 
depending on the movement of the lens 110 , a focal distance 
of the lens 110 may change to get an object in focus . For 
example , the actuator 150 may be an autofocus motor . For 
example , the lens 110 may be a module lens or a main lens . 
[ 0025 ] The pixel array 130 may include a plurality of 
pixels . The light LS transmitted to the pixel array 130 
through the lens 110 may be converted into an electrical 
signal ES through a photoelectric conversion element . The 
electrical signal ES output from the pixel array 130 may be 
provided to the processing circuit 140 . 
[ 0026 ] The processing circuit 140 may convert the elec 
trical signal ES being an analog signal into a digital signal , 
and may output an image data IDAT that is a digital signal . 
The processing circuit 140 may perform various signal 
processing operations as well as an analog - to - digital con 
version operation . For example , the processing circuit 140 
may perform a correlated double sampling ( CDS ) operation 
for extracting a more effective signal component . 
[ 0027 ] The processing circuit 140 may output the image 
data IDAT generated by performing various signal process 
ing operations on the electrical signal ES . The output image 
data IDAT may be provided to the image signal processor 
200 . 
[ 0028 ] A data processing circuit 210 may process the 
image data IDAT to generate output image ODAT . For 
example , the data processing circuit 210 may perform vari 
ous data processing operations on the image data IDAT , such 
as lens shading correction , white balance correction , noise 
reduction , sharpening , gamma correction , and color conver 
sion . The output image ODAT may be provided to a separate 
processor or a display device . 
[ 0029 ] An autofocus ( AF ) controller 220 may detect a 
phase difference between the lights LS incident onto each of 
the plurality of pixels in the pixel array 130 and may 
generate a control signal CTRL for autofocus by using the 
detected phase difference . 
[ 0030 ] For example , the autofocus controller 220 may 
calculate a disparity based on the image data IDAT of the 
object targeted for the autofocus . The disparity indicates a 
coordinate difference of two image data IDAT obtained with 
respect to the object . For example , the autofocus controller 
220 may compare a left image data IDAT and a right image 
data IDAT obtained from the object to calculate a disparity . 
The autofocus controller 220 may determine a movement 
distance of the lens 110 for the autofocus based on the 
calculated disparity . The autofocus controller 220 may gen 
erate the control signal CTRL such that the lens 110 moves 
to a location corresponding to the determined movement 
distance . The generated control signal CTRL may be pro 
vided to the actuator 150. In this case , the actuator 150 may 
move the lens 110 to the corresponding location in response 
to the control signal CTRL . 
[ 0031 ] According to an example embodiment , the autofo 
cus may be performed based on a way to detect phase 
differences in various regions of an image photographed 

through the lens 110. For example , the autofocus may be 
performed on a central ( or inner ) region of the image , or the 
autofocus may be performed on a peripheral ( or outer ) 
region of the image . That is , according to an example 
embodiment , the autofocus may be performed based on a 
method to detect phase differences in the entire region of the 
image . Accordingly , the sharpness of the peripheral region 
as well as the central region of the image may be improved , 
and it may be possible to more quickly focus the peripheral 
region . 
[ 0032 ] A structure of the image sensor 120 that supports a 
phase detection autofocus in various regions of an image 
will be described with reference to FIGS . 2 to 8 . 
[ 0033 ] FIG . 2 is a diagram for describing a pixel array 
according to an embodiment . Referring to FIG . 2 , the pixel 
array 130 may include a micro lens array 131 and a sub - pixel 
array 132. The sub - pixel array 132 may include a plurality 
of sub - pixel groups . For example , the sub - pixel array 132 
may include a first sub - pixel group 132-1 , a second sub 
pixel group 132_2 , and a third sub - pixel group 132-3 . A 
sub - pixel group may include at least one sub - pixel , and the 
sub - pixel may include at least one photoelectric conversion 
element . 

[ 0034 ] One micro lens in the micro lens array 131 may 
correspond to one sub - pixel group in the sub - pixel array 
132. For example , the first micro lens 131-1 , the second 
micro lens 132-1 , and the third micro lens 131-3 may 
correspond to the first sub - pixel group 132-1 , the second 
sub - pixel group 132_2 , and the third sub - pixel group 132-3 , 
respectively . A sub - pixel group may receive a light trans 
mitted through a corresponding micro lens , but embodi 
ments are not limited thereto . 
[ 0035 ] The micro lens array 131 may include micro lenses 
of different sizes . For example , the micro lens array 131 may 
include the first micro lens 131-1 having a first diameter di , 
the second micro lens 131-2 having a second diameter d2 , 
and the third micro lens 131-3 having a third diameter d3 . 
According to an example embodiment , the diameter dl of 
the first micro lens 131-1 may be smaller than the diameter 
d2 of the second micro lens 131-2 . The diameter d2 of the 
second micro lens 131-2 may be smaller than the diameter 
d3 of the third micro lens 131-3 . However , embodiments are 
not limited thereto . 
[ 0036 ] In an example embodiment , the size of a micro lens 
may be determined based on a modulation transfer function 
( MTF ) of the lens 110. Here , the MTF that is an index for 
evaluating a performance of the lens 110 may be associated 
with a resolving power and a contrast . For example , the size 
of a micro lens in a central ( or inner ) portion of the pixel 
array 130 where the MTF is high may be smaller than the 
size of a micro lens in a peripheral ( or outer ) portion of the 
pixel array 130 where the MTF is low . In this case , as a 
distance from an optical center OC of the lens 110 increases , 
the size of the micro lens may become larger , but embodi 
ments are not limited thereto . 
[ 0037 ] Sub - pixel groups corresponding to micro lenses of 
different sizes may include different numbers of sub - pixels . 
For example , the number of sub - pixels of the first sub - pixel 
group 132-1 may be less than the number of sub - pixels of 
the second sub - pixel group 132-2 . The number of sub - pixels 
of the second sub - pixel group 132-2 may be less than the 
number of sub - pixels of the third sub - pixel group 132-3 . As 
sub - pixels may be formed to have the same size , the number 
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of sub - pixels of a sub - pixel group may be proportional to the 
size of the corresponding micro lens . 
[ 0038 ] As illustrated in FIG . 2 , the lens 110 may receive 
first light LS1 and the second lights LS1 and LS2 reflected 
by an object OB . The first light LS1 may be received through 
a pupil 111 of the lens 110 , and the second light LS2 may be 
received through a pupil 112 of the lens 110. The first light 
LS1 may include image information of the object OB 
collected in a first direction ( a direction where the pupil 111 
is placed ) , and the second light LS2 may include image 
information of the object OB collected in a second direction 
( a direction where the pupil 112 is placed ) . When the lens 
110 is not focused on the object OB , a phase of the first light 
LS1 may be different from a phase of the second light LS2 . 
[ 0039 ] The first light LS1 and the second light LS2 may be 
refracted through the lens 110 and may be transmitted to the 
first micro lens 131-1 of the pixel array 130 , which corre 
sponds to a location of the object OB . The first light LS1 and 
the second light LS2 incident onto the first micro lens 131-1 
may be refracted through the first micro lens 131-1 and may 
be transmitted to the first sub - pixel group 132-1 correspond 
ing to the first micro lens 131-1 . The first light LS1 and the 
second light LS2 incident onto the first micro lens 131-1 
may be separated depending on the incident angles and may 
be incident onto the first sub - pixel group 132-1 . For 
example , the first light LS1 may be incident onto a first 
sub - pixel of the first sub - pixel group 132-1 , and the second 
light LS2 may be incident onto a second sub - pixel of the first 
sub - pixel group 132-1 . The first light LS1 may be incident 
onto a first photoelectric conversion element of the first 
sub - pixel group 132-1 , and the second light LS2 may be 
incident onto a second photoelectric conversion element of 
the first sub - pixel group 132-1 . 
[ 0040 ] As such , when the first light LS1 and the second 
light LS2 are separated and received depending on incident 
angles , image data of the object OB viewed in different 
directions may be generated . In this case , a disparity may be 
calculated based on the image data thus generated , and the 
phase detection autofocus may be performed on the object 
OB based on the calculated disparity . 
[ 0041 ] Similar to the first micro lens 131-1 and the first 
sub - pixel group 132-1 , another micro lens and a correspond 
ing sub - pixel group may separately receive lights incident at 
different angles . In this case , a disparity may be calculated 
based on image data generated from the lights , and the phase 
detection autofocus may be performed on an image region 
corresponding to the sub - pixel group based on the calculated 
disparity . For example , the third micro lens 131-3 and the 
third sub - pixel group 132-3 may separately receive lights 
incident at different angles . In this case , a disparity may be 
calculated based on image data generated from the lights , 
and the phase detection autofocus may be performed on an 
image region corresponding to the third sub - pixel group 
132-3 based on the calculated disparity . 
[ 0042 ] As such , according to the pixel array 130 , the phase 
detection autofocus may be performed on all of the image 
regions corresponding to the whole of the pixel array 130 . 
[ 0043 ] As illustrated in FIG . 2 , when the sizes of micro 
lenses of the micro lens array 131 are different , the autofocus 
performance of the whole of the pixel array 130 may be 
improved . As the size of a micro lens becomes larger , the 
number of sub - pixels increases , and thus , incident angles of 
incident lights may be more finely separated . At the central 
portion of the pixel array 130 , in which the MTF 15 high , 

although the incident angles of lights are less separated 
compared to the peripheral portion of the pixel array 130 , the 
autofocus performance may be improved . As such , a rela 
tively small micro lens may be provided in the central 
portion of the pixel array 130 for the purpose of implement 
ing a high resolution . When incident angles of lights are not 
clearly separated in the peripheral portion of the pixel array 
130 , in which the MTF 15 low , the autofocus performance 
may be reduced . As such , a larger micro lens may be 
provided in the peripheral portion of the pixel array 130 than 
the central portion of the pixel array 130 to autofocus the 
image . In this example , incident angles of lights may be 
clearly separated in the peripheral portion of the pixel array 
130 , the autofocus performance may be improved . 
[ 0044 ] FIG . 3 illustrates an example structure of a pixel 
array of FIG . 2. Referring to FIG . 3 , the pixel array 130 may 
include sub - pixels SP of the same size . Each of the sub 
pixels SP may include at least one photoelectric conversion 
element . Each of the sub - pixels SP may be used to detect an 
image and may also be used to detect a phase difference for 
the autofocus . 
[ 0045 ] The pixel array 130 ( or the image sensor 120 ) may 
be divided into a first field , SF1 , a second field SF2 , and a 
third field SF3 . For example , the first field SF1 , the second 
field SF2 , and the third field SF3 may be divided depending 
on the MTF of the lens 110. A method to divide the pixel 
array 130 into the first field SF1 , the second field SF2 , and 
the third field SF3 depending on the MTF of the lens 110 
will be more fully described with reference to FIG . 4 . 
[ 0046 ] FIG . 4 is a graph illustrating an example of an MTF 
of a lens of FIG . 2. In FIG . 4 , a horizontal axis represents a 
distance from an optical center OC , and a vertical axis 
represents an MTF . 
[ 0047 ] When the pixel array 130 is divided into the first 
field SF1 , the second field SF2 , and the third field SF3 , the 
first field SF1 may be a region corresponding to a first MTF 
range MR1 . The first MTF range MR1 may indicate an MTF 
that is 100 % or less and exceeds A % . For example , the first 
field SF1 may correspond to an MTF that is 100 % or less and 
exceeds 50 % . According to the MTF of FIG . 4 , the first field 
SF1 may be a region from the optical center OC to the first 
distance ds1 . 
[ 0048 ] The second field SF2 may be a region correspond 
ing to a second MTF range MR2 . The second MTF range 
MR2 may indicate an MTF that is A % or less and exceeds 
B % . For example , the second field SF2 may correspond to 
an MTF that is 50 % or less and exceeds 10 % . According to 
the MTF of FIG . 4 , the second field SF2 may be a region that 
is the first distance ds1 or longer and is shorter than the 
second distance ds2 , with respect to the optical center OC . 
[ 0049 ] The third field SF3 may be a region corresponding 
to the third MTF range MR3 . The third MTF range MR3 
may indicate an MTF that is B % or less . For example , the 
third field SF3 may correspond to an MTF that is 10 % or 
less . According to the MTF of FIG . 4 , the third field SF3 
may be a region that is the second distance ds2 or longer and 
is shorter than the third distance ds3 , with respect to the 
optical center OC . 
[ 0050 ] According to the MTF of FIG . 4 , as a distance from 
the optical center OC increases , the MTF may decrease , but 
embodiments are not limited thereto . For example , unlike 
the example illustrated in FIG . 4 , an MTF of a region that is 
distant from the optical center OC may be greater than an 
MTF of a region that is close to the optical center OC . 
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[ 0051 ] Referring to FIG . 3 , the size of a micro lens to be 
disposed may vary depending on fields of the pixel array 
130. The first micro lens 131-1 of the first field SF1 may 
correspond to the first sub - pixel group 132-1 including one 
sub - pixel SP ( i.e. , a 1x1 sub - pixel SP ) . In this case , the size 
of the first micro lens 131-1 may be the same as the size of 
one sub - pixel SP . 
[ 0052 ] As described above , the pixel array 130 may be 
divided into a plurality of fields , and the sizes of micro 
lenses provided in different fields may be different . Here , a 
field may indicate a region of the pixel array 130 , which is 
classified based on the MTF of the lens 110. However , 
embodiments are not limited thereto . For example , the field 
may indicate a region of the pixel array 130 , which is 
classified depending on a distance from the optical center of 
the lens 110 or the center of the pixel array 130 . 
[ 0053 ] As illustrated in FIG . 4 , because the MTF of the 
first field SF1 is relatively high , lights incident onto the first 
micro lens 131-1 may be clearly separated depending on 
angles and may be converged on one sub - pixel SP . In this 
case , the accuracy of a disparity that is calculated based on 
the image data IDAT generated from one sub - pixel SP may 
be relatively high . Accordingly , the autofocus performance 
may be high in the first field SF1 . 
[ 0054 ] The second micro lens 131-2 of the second field 
SF2 may correspond to the second sub - pixel group 132-2 
including 4 sub - pixels SP ( i.e. , 2x2 sub - pixels SP ) . In this 
case , the size of the second micro lens 131-2 may be the 
same as the size of the 2x2 sub - pixels SP . 
[ 0055 ] The third micro lens 131-3 of the third field SF3 
may correspond to the third sub - pixel group 132-3 including 
16 sub - pixels SP ( i.e. , 4x4 sub - pixels SP ) . In this case , the 
size of the third micro lens 131-3 may be the same as the size 
of the 4x4 sub - pixels SP . 
[ 0056 ] As illustrated in FIG . 4 , the MTF of the second 
field SF2 and the third field SF3 may be relatively low . 
However , because the number of sub - pixels corresponding 
to the second micro lens 131-2 and the third micro lens 
131-3 are greater than the number of sub - pixels correspond 
ing to the first micro lens 131_1 , lights incident onto the 
second micro lens 131-2 and the third micro lens 131-3 may 
be clearly separated depending on angles and may be 
converged on sub - pixels SP . In this case , a disparity may be 
calculated based on the image data IDAT generated from 
various sub - pixels SP , and the accuracy of the calculation of 
the disparity may be higher . Accordingly , the autofocus 
performance may be improved in the second field SF2 and 
the third field SF3 . 
[ 0057 ] In particular , in the third field SF3 , sub - pixels SP 
may be distorted or saturated due to various causes such as 
chief ray angle ( CRA ) of incident lights not matching each 
other . Even though a distorted sub - pixel SP is present in 
sub - pixels SP corresponding to the third micro lens 131-3 , a 
disparity of higher accuracy may be calculated based on the 
image data IDAT generated from the remaining sub - pixels 
SP other than the distorted sub - pixel SP . Accordingly , the 
autofocus performance may be improved in the third field 
SF3 . 
[ 0058 ] An example where the pixel array 130 is divided 
into the first field SF1 , the second field SF2 , and the third 
field SF3 is described with reference to FIGS . 3 and 4 , but 
embodiments are not limited thereto . For example , the pixel 
array 130 may be divided into the various numbers of fields 
depending on the MTF of the lens 110 . 

[ 0059 ] In example embodiments , the structure of pixel 
array 130 is described where the pixel array 130 is divided 
into three fields SF1 to SF3 and one sub - pixel includes two 
photoelectric conversion elements , but embodiments are not 
limited thereto . 
[ 0060 ] FIG . 5 is a cross - sectional view of a first part of a 
pixel array corresponding to a first field taken along a line 
I - I ' of FIG . 3. Referring to FIG . 5 , the first part of the pixel 
array 130 corresponding to the first field SF1 may include 
the micro lens 131-1 , the sub - pixel group 132-1 , and a color 
filter 133-1 . The color filter 133-1 may be disposed on or 
above the sub - pixel group 132-1 . For example , the color 
filter 133-1 may be disposed directly on the sub - pixel group 
132-1 , or another material may be interposed between the 
color filter 133-1 and the sub - pixel group 132-1 . The micro 
lens 131-1 may be disposed above the color filter 133-1 . For 
example , the micro lens 131-1 may be spaced apart from the 
sub - pixel group 132-1 at an interval based on a focal 
distance f11 of the micro lens 131-1 . Another material may 
be interposed between the micro lens 131-1 and the color 
filter 133-1 . 
[ 0061 ] The sub - pixel group 132-1 may include one sub 
pixel SP . The sub - pixel group 132-1 may include first 
photoelectric conversion element PD1 and a second photo 
electric conversion element PD2 . Each of the first photo 
electric conversion element PD1 and the second photoelec 
tric conversion element PD2 may convert a light signal 
converged through the color filter 133-1 into an electrical 
signal . For example , each of the first photoelectric conver 
sion element PD1 and the second photoelectric conversion 
element PD2 may be implemented with a photodiode , a 
photo transistor , a photo gate , etc. 
[ 0062 ] The color filter 133-1 may be one of color filters of 
a color filter array forming a certain pattern such as a Bayer 
pattern . For example , the color filter 133-1 may be one of a 
red filter , a green filter , and a blue filter , but embodiments are 
not limited thereto . 
[ 0063 ] The diameter dl of the micro lens 131-1 may be 
determined based on the corresponding sub - pixel group 
132-1 . For example , the diameter dl of the micro lens 131-1 
may be the same as a width or depth length of one sub - pixel 
SP . 

[ 0064 ] The focal distance f11 of the micro lens 131-1 may 
be determined based on an f - number ( or a focal ratio ) of the 
lens 110. For example , the focal distance f11 may be 
determined such that the f - number of the micro lens 131-1 
and the f - number of the lens 110 coincide with each other . 
The f - number of the micro lens 131-1 may be calculated 
based on the diameter dl and the focal distance f11 . Accord 
ingly , the focal distance fll may be determined depending 
on the diameter dl that is in advance determined based on 
the sub - pixel group 132-1 . When the f - number of the micro 
lens 131-1 and the f - number of the lens 110 coincide with 
each other , the performance of the micro lens 131-1 may be 
improved . 
[ 0065 ] A curvature of the micro lens 131-1 may be deter 
mined such that a focal plane of the micro lens 131-1 is 
formed on the sub - pixel group 132-1 . For example , the focal 
plane of the micro lens 131-1 may be determined based on 
the curvature and the focal distance f11 . Accordingly , the 
curvature of the micro lens 131-1 may be determined 
depending on the focal distance fll that is determined in 
advance based on the f - number of the lens 110 . 
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[ 0066 ] A coating layer 134-1 that is formed of a material 
having a different refractive index from the micro lens 131-1 
may be formed on a surface of the micro lens 131-1 . When 
the coating layer 134-1 is formed on the surface of the micro 
lens 131-1 , lights incident onto the micro lens 131-1 may be 
refracted at the surface of the micro lens 131-1 . For example , 
the first light LS1 incident at a first angle AG1 and the 
second light LS2 incident at a second angle AG2 may be 
refracted at the surface of the micro lens 131-1 and may be 
converged on the sub - pixel group 132-1 . 
[ 0067 ] As illustrated in FIG . 5 , when the sub - pixel group 
132-1 may include two photoelectric conversion elements 
PD1 and PD2 , lights incident from a left side of the micro 
lens 131-1 may be converged on the second photoelectric 
conversion element PD2 , and lights incident from a right 
side of the micro lens 131-1 may be converged on the first 
photoelectric conversion element PD1 . For example , the first 
light LS1 may be converged on the second photoelectric 
conversion element PD2 , and the second light LS2 may be 
converged on the first photoelectric conversion element 
PD1 . 
[ 0068 ] As described above , because a micro lens of the 
first field SF1 corresponds to two photoelectric conversion 
elements , the first part of the pixel array 130 corresponding 
to the first field SF1 may have a structure in which lights 
incident onto each micro lens are able to be separated at two 
angles . In this case , the phase detection autofocus may be 
performed based on the image data IDAT generated from 
two photoelectric conversion elements . 
[ 0069 ] FIG . 6 is a cross - sectional view of a second part of 
a pixel array corresponding to a second field taken along a 
line II - IF of FIG . 3. Referring to FIG . 6 , the second part of 
the pixel array 130 corresponding to the second field SF2 
may include the micro lens 131-2 , the sub - pixel group 
132-2 , and color filters 133-2 . A structure of the second part 
of the pixel array 130 corresponding to the second field SF2 
is similar to the structure of the first part of the pixel array 
130 corresponding to the first field SF1 . 
[ 0070 ] The sub - pixel group 132-2 may include 4 sub 
pixels SP ( 2x2 sub - pixels SP ) as described with reference to 
FIG . 3. Each of the sub - pixels SP may include two photo 
electric conversion elements . For example , a first sub - pixel 
SP1 may include a first photoelectric conversion element 
PD1 and a second photoelectric conversion element PD2 , 
and a second sub - pixel SP2 may include a third photoelec 
tric conversion element PD3 and a fourth photoelectric 
conversion element PD4 . In this case , each of the first 
photoelectric conversion element PD1 , the second photo 
electric conversion element PD2 , the third photoelectric 
conversion element PD3 , and the fourth photoelectric con 
version element PD4 may convert a light signal converged 
through the corresponding color filter into an electrical 
signal . Operations of sub - pixels SP that are not illustrated in 
FIG . 6 may be similar to operations of the first and second 
sub - pixels SP1 and SP2 . 
[ 0071 ] The color filters 133-2 may correspond to the 
sub - pixels of the sub - pixel group 132-2 , respectively . For 
example , a first color filter CF1 may be disposed to corre 
spond to the first sub - pixel SP1 and a second color filter CF2 
may be disposed to correspond to the second sub - pixel SP2 . 
[ 0072 ] The color filters 133-2 may be the same or may be 
different . For example , each of the first color filter CF1 and 
a second color filter CF2 may be a red filter . As another 

example , the first color filter CF1 may be a red filter , and the 
second color filter CF2 may be a green filter . 
[ 0073 ] The diameter d2 of the micro lens 131-2 may be 
determined based on the corresponding sub - pixel group 
132-2 . For example , the diameter d2 of the micro lens 131-2 
may be the same as a total width or depth length of the first 
sub - pixel SP1 and the second sub - pixel SP2 . 
[ 0074 ] A focal distance f12 of the micro lens 131-2 may be 
determined based on an f - number ( or a focal ratio ) of the 
lens 110. For example , the focal distance f12 may be 
determined such that the f - number of the micro lens 131-2 
and the f - number of the lens 110 coincide with each other . 
The f - number of the micro lens 131-2 may be calculated by 
the diameter d2 and the focal distance f12 . Accordingly , the 
focal distance f12 may be determined depending on the 
diameter d2 that is determined in advance based on the 
sub - pixel group 132-2 . When the f - number of the micro lens 
131-2 and the f - number of the lens 110 coincide with each 
other , the performance of the micro lens 131-2 may be 
improved . 
[ 0075 ] A curvature of the micro lens 131-2 may be deter 
mined such that a focal plane of the micro lens 131-2 is 
formed on the sub - pixel group 132-2 . For example , the focal 
plane of the micro lens 131-2 may be determined based on 
the curvature and the focal distance f12 . Accordingly , the 
curvature of the micro lens 131-2 may be determined 
depending on the focal distance f12 that is determined in 
advance based on the f - number of the lens 110 . 
[ 0076 ] A coating layer 134-2 that is formed of a material 
having a different refractive index from the micro lens 131-2 
may be formed on a surface of the micro lens 131-2 . When 
the coating layer 134-2 is formed on the surface of the micro 
lens 131-2 , lights incident onto the micro lens 131-2 may be 
refracted at the surface of the micro lens 131-2 . For example , 
the first light LS1 incident at the first angle AG1 and the 
second light LS2 incident at the second angle AG2 may be 
refracted at the surface of the micro lens 131-2 and may be 
converged on the sub - pixel group 132-2 . 
[ 0077 ] As illustrated in FIG . 6 , when the sub - pixel group 
132-2 includes the first to fourth photoelectric conversion 
elements PD1 to PD4 , lights incident from a left side of the 
micro lens 131-2 may be converged on the third photoelec 
tric conversion element PD3 or the fourth photoelectric 
conversion element PD4 depending incident angles , and 
lights incident from a right side of the micro lens 131-2 may 
be converged on the first photoelectric conversion element 
PD1 or the second photoelectric conversion element PD2 
depending on incident angles . For example , the first light 
LS1 may be converged on the fourth photoelectric conver 
sion element PD4 , and the second light LS2 may be con 
verged on the third photoelectric conversion element PD3 . 
[ 0078 ] As described above , because a micro lens of the 
second field SF2 corresponds to 8 photoelectric conversion 
elements , the second part of the pixel array 130 correspond 
ing to the second field SF2 may have a structure in which 
lights incident onto each micro lens are able to be separated 
at 8 angles . In this case , the phase detection autofocus may 
be improved based on the image data IDAT generated from 
8 photoelectric conversion elements . 
[ 0079 ] FIG . 7 is a cross - sectional view of a third part of a 
pixel array corresponding to a third field taken along a line 
III - III ' of FIG . 3. Referring to FIG . 7 , the third part of the 
pixel array 130 corresponding to the third field SF3 may 
include the micro lens 131-3 , the sub - pixel group 132-3 , and 
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color filters 133-3 . A structure of the third part of the pixel 
array 130 corresponding to the third field SF3 is similar to 
the structure of the second part of the pixel array 130 
corresponding to the second field SF2 . 
[ 0080 ] The sub - pixel group 132-3 may include 16 sub 
pixels SP ( 4x4 sub - pixels SP ) as described with reference to 
FIG . 3. Each of the sub - pixels SP may include two photo 
electric conversion elements . For example , a first sub - pixel 
SP1 may include a first photoelectric conversion element 
PD1 and a second photoelectric conversion element PD2 , 
and a second sub - pixel SP2 may include a third photoelec 
tric conversion element PD3 and a fourth photoelectric 
conversion element PD4 . A third sub - pixel SP3 may include 
a fifth photoelectric conversion element PD5 and a sixth 
photoelectric conversion element PD6 , and a fourth sub 
pixel SP4 may include a seventh photoelectric conversion 
element PD7 and an eighth photoelectric conversion element 
PD8 . In this case , each of the first to eighth photoelectric 
conversion elements PD1 to PD8 may convert a light signal 
converged through the corresponding color filter into an 
electrical signal . Operations of sub - pixels SP that are not 
illustrated in FIG . 7 may be similar to operations of the first 
and fourth sub - pixels SP1 to SP4 . 
[ 0081 ] The diameter d3 of the micro lens 131-3 may be 
determined based on the corresponding sub - pixel group 
132-3 . For example , the diameter d3 of the micro lens 131-3 
may be the same as a total width or depth length of the first 
sub - pixel SP1 , the second sub - pixel SP2 , the third sub - pixel 
SP3 , and the fourth sub - pixel SP4 . 
[ 0082 ] A focal distance f13 of the micro lens 131-3 may be 
determined based on an f - number ( or a focal ratio ) of the 
lens 110. For example , the focal distance f13 may be 
determined such that the f - number of the micro lens 131-3 
and the f - number of the lens 110 coincide with each other . 
The f - number of the micro lens 131-3 may be calculated by 
the diameter d3 and the focal distance f13 . Accordingly , the 
focal distance f13 may be determined depending on the 
diameter d3 that is determined in advance based on the 
sub - pixel group 132-3 . When the f - number of the micro lens 
131-3 and the f - number of the lens 110 coincide with each 
other , the performance of the micro lens 131-3 may be 
improved . 
[ 0083 ] curvature of the micro lens 131-3 may be deter 
mined such that a focal plane of the micro lens 131-3 is 
formed on the sub - pixel group 132-3 . For example , the focal 
plane of the micro lens 131-3 may be determined based on 
the curvature and the focal distance f13 . Accordingly , the 
curvature of the micro lens 131-3 may be determined 
depending on the focal distance f13 that is determined in 
advance based on the f - number of the lens 110 . 
[ 0084 ] A coating layer 134-3 that is formed of a material 
having a different refractive index from the micro lens 131-3 
may be formed on a surface of the micro lens 131-3 . When 
the coating layer 134-3 is formed on the surface of the micro 
lens 131-3 , lights incident onto the micro lens 131-3 may be 
refracted at the surface of the micro lens 131-3 . For example , 
the first light LS1 , the second light LS2 , the third light LS3 , 
and the fourth light LS4 incident at the first angle AG1 , the 
second angle AG2 , the third angle AG3 , and the fourth angle 
AG4 , respectively , may be refracted at the surface of the 
micro lens 131-3 and may be converged on the sub - pixel 

elements PD1 to PD8 , lights incident from a left side of the 
micro lens 131-3 may be converged on one of the fifth to 
eighth photoelectric conversion elements PD5 to PD8 
depending incident angles , and lights incident from a right 
side of the micro lens 131-3 may be converged on one of the 
first to fourth photoelectric conversion elements PD1 to PD4 
depending on an incident angle . For example , the first light 
LS1 may be converged on the eighth photoelectric conver 
sion element PD8 , and the second light LS2 may be con 
verged on the seventh photoelectric conversion element 
PD7 . The third light LS3 may be converged on the sixth 
photoelectric conversion element PD6 , and the fourth light 
LS4 may be converged on the fifth photoelectric conversion 
element PD5 . 
[ 0086 ] As described above , because a micro lens of the 
third field SF3 corresponds to 32 photoelectric conversion 
elements , the third part of the pixel array 130 corresponding 
to the third field SF3 may have a structure in which lights 
incident onto each micro lens are able to be separated at 32 
angles . In this case , the phase detection autofocus may be 
performed based on the image data IDAT generated from 32 
photoelectric conversion elements . 
[ 0087 ] As described above , the pixel array 130 corre 
sponding to the first field SF1 , the second field SF2 , and the 
third field SF3 may be configured such that the f - number of 
the micro lenses 131-1 to 131-3 and the f - number of the lens 
110 coincide with each other . In this case , because the 
diameters dl to d3 of the micro lenses 131-1 to 131-3 are 
different , the focal distances f11 to f13 of the micro lenses 
131-1 to 131-3 may be different . For example , the focal 
distance f13 of the micro lens 131-3 may be longer than the 
focal distance fll of the micro lens 131-1 . Accordingly , 
intervals between the micro lenses 131-1 to 131-3 and the 
sub - pixel groups 132-1 to 132-3 may be different . However , 
embodiments are not limited thereto . For example , intervals 
between the micro lenses 131-1 to 131-3 of pixels PX1 to 
PX3 and the sub - pixel groups 132-1 to 132-3 may be the 
same . In this case , the f - number of the micro lenses 131-1 to 
131-3 and the f - number of the lens 110 do not coincide with 
each other . 
[ 0088 ] Also , curvatures of the micro lenses 131-1 to 131-3 
may be different such that focal planes of the micro lenses 
131-1 to 131-3 are formed at the sub - pixel groups 132-1 to 
132-3 in the sub - pixel array 132 . 
[ 0089 ] FIG . 8 is another example of a third part of a pixel 
array corresponding to a third field taken along a line III - III ' 
of FIG . 3. Referring to FIG . 8 , the third part of the pixel 
array 130 corresponding to the third field SF3 may include 
the micro lens 131-3 on which a coating film 134-3 is 
formed , the sub - pixel group 132-3 , the color filters 133-3 , 
and a plurality of splitters 135. The splitters 135 may be 
disposed on the color filters 133-3 . In this case , the splitters 
135 may be disposed directly on the color filters 133-3 , or 
another material may be interposed between the splitters 135 
and the color filters 133-3 . 
[ 0090 ] Each of the splitters 135 may be disposed above a 
boundary between two photoelectric conversion elements . 
For example , a first splitter SPLT1 may be disposed above 
a boundary between the first photoelectric conversion ele 
ment PD1 and the second photoelectric conversion element 
PD2 , and a second splitter SPLT2 may be disposed above a 
boundary between the second photoelectric conversion ele 
ment PD2 and the third photoelectric conversion element 
PD3 . 

group 132-3 . 
[ 0085 ] As illustrated in FIG . 7 , when the sub - pixel group 
132-3 includes the first to eighth photoelectric conversion 
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[ 0091 ] Each of the splitters 135 may distribute a light 
converged above a boundary between two photoelectric 
conversion elements into at least one of the two photoelec 
tric conversion elements . For example , the first splitter 
SPLT1 may transmit a light converged above the boundary 
between the first photoelectric conversion element PD1 and 
the second photoelectric conversion element PD2 into at 
least one of the first photoelectric conversion element PD1 
and the second photoelectric conversion element PD2 . 
[ 0092 ] As illustrated in FIG . 8 , when the splitters 135 are 
disposed in the pixel array 130 , lights incident from the 
micro lens 131-3 may be more clearly separated depending 
on angles and may be converged on the photoelectric 
conversion elements PD1 to PD8 . Accordingly , the accuracy 
of a disparity that is calculated based on the image data 
IDAT generated from the photoelectric conversion elements 
PD1 to PD8 may be relatively high . 
[ 0093 ] An example where the splitters 135 are imple 
mented in the third field SF3 of the pixel array 130 is 
illustrated in FIG . 8 , but embodiments are not limited 
thereto . For example , splitters may be implemented in the 
first field SF1 and the second field SF2 of the pixel array 
130 . 

[ 0094 ] FIG . 9 is a diagram illustrating an image device 
according to another example embodiment . Referring to 
FIG . 9 , an image device 300 may include a first lens 161 , a 
second lens 162 , and a third lens 163 and a first pixel array 
171 , a second pixel array 172 , and a third pixel array 173 . 
The first lens 161 , the second lens 162 , and the third lens 163 
may correspond to the first pixel array 171 , the second pixel 
array 172 , and the third pixel array 173 , respectively . For 
example , lights passing through the first lens 161 may be 
converged on the first pixel array 171 , and lights passing 
through the second lens 162 may be converged on the 
second pixel array 172 , and lights passing through the third 
lens 163 may be converged on the third pixel array 173 . 
[ 0095 ] Each of the first pixel array 171 , the second pixel 
array 172 , and the third pixel array 173 may be divided into 
a plurality of fields depending on the MTF , as described with 
reference to FIGS . 3 and 4. For example , the second pixel 
array 172 may be divided into a first field SF21 , a second 
field SF22 , and a third field SF23 depending on the MTF . 
[ 0096 ] As described with reference to FIGS . 1 to 8 , when 
each of the first pixel array 171 , the second pixel array 172 , 
and the third pixel array 173 is divided into a plurality of 
fields , different fields of each pixel array may include micro 
lenses of different sizes . In this case , the autofocus perfor 
mance may be improved in all of the image regions corre 
sponding to the first pixel array 171 , the second pixel array 
172 , and the third pixel array 173. For example , the auto 
focus performance may be improved in an image region 
corresponding to the third field SF23 of the second pixel 

[ 0098 ] The first lens 161 , the second lens 162 , and the 
third lens 163 and the first pixel array 171 , the second pixel 
array 172 , and the third pixel array 173 are illustrated in FIG . 
9 , but embodiments are not limited thereto . For example , the 
number of lenses included in the image device 300 and the 
number of corresponding pixel arrays to the lenses may be 
variously determined . 
[ 0099 ] FIG . 10 is a flowchart illustrating an example 
operation of an image signal processor of FIG . 1 for an 
autofocus according to an example . Referring to FIGS . 1 and 
10 , in operation S201 , the image signal processor 200 may 
determine a focusing region . The image signal processor 200 
may determine a part of a region of a photographed image 
as the focusing region . In an example embodiment , the 
image signal processor 200 may determine the focusing 
region from a user input or may determine the focusing 
region based on object information of an image . For 
example , the image signal processor 200 may recognize 
objects of the image based on the image data IDAT provided 
from the image sensor 120. When a face of objects in the 
image is recognized , the image signal processor 200 may 
determine a portion of the region , in which the face is 
included , as the focusing region . 
[ 0100 ] In operation S202 , the image signal processor 200 
may calculate a disparity with respect to the object of the 
focusing region based on the image data IDAT . For example , 
the image signal processor 200 may calculate a disparity 
based on the image data IDAT generated from sub - pixels 
corresponding to the focusing region . 
[ 0101 ] In operation S203 , the image signal processor 200 
may generate the control signal CTRL for the actuator 150 
based on the calculated disparity . The actuator 150 may 
adjust a location of the lens 110 in response to the generated 
control signal CTRL . As such , the autofocus may be per 
formed on the focusing region . 
[ 0102 ] FIG . 11 is a diagram illustrating an example in 
which an image signal processor calculates a disparity 
according to an example embodiment . Referring to FIGS . 1 
and 11 , the image signal processor 200 may determine a 
focusing region FR . For example , a location of the focusing 
region FR may correspond to a peripheral portion such as the 
third field SF3 of FIG . 3 of the pixel array 130 . 
[ 0103 ] In the case of the focusing region FR of the pixel 
array 130 , one micro lens 131-3 may correspond to 16 
sub - pixels SP1 to SP16 . The sub - pixels SP1 to SP16 may 
correspond to 16 different pupils of the lens 110 , respec 
tively . In the case where each of the sub - pixels SP1 to SP16 
includes one photoelectric conversion element , the image 
data IDAT obtained in 16 different directions may be gen 
erated in the focusing region FR . 
[ 0104 ] In the peripheral portion of the pixel array 130 , 
sub - pixels SP1 , SP5 , SP9 , and SP13 of the sub - pixels SP1 
to SP16 may be distorted or saturated due to various causes 
such as CRA of lights not matching . The image signal 
processor 200 may determine in advance the distorted 
sub - pixels SP1 , SP5 , SP9 , and SP13 of the sub - pixels SP1 
to SP16 . The image signal processor 200 may calculate a 
disparity based on the remaining sub - pixels of the sub - pixels 
SP1 to SP16 other than the distorted sub - pixels SP1 , SP5 , 
SP9 , and SP13 . For example , the image signal processor 200 
may calculate a disparity by comparing an average value of 
the image data IDAT generated from the sub - pixels SP2 , 
SP3 , and SP6 and an average value of the image data IDAT 
generated from the sub - pixels P8 , SP11 , and SP12 . 

array 172 . 
[ 0097 ] When the autofocus is performed based on each of 
the first pixel array 171 , the second pixel array 172 , and the 
third pixel array 173 , locations of lenses respectively cor 
responding to the first pixel array 171 , the second pixel array 
172 , and the third pixel array 173 may be independently 
adjusted . For example , when the autofocus is performed 
based on the first pixel array 171 , a location of the first lens 
161 may be adjusted , and when the autofocus is performed 
based on the second pixel array 172 , a location of the second 
lens 162 may be adjusted . 
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[ 0105 ] In an example embodiment , the image signal pro 
cessor 200 may determine sub - pixels for calculating a 
disparity based on a shape of an object in the focusing region 
FR . As illustrated in FIG . 11 , when a plurality of sub - pixels 
SP1 to SP16 for calculating a disparity are present in the 
focusing region FR , the image signal processor 200 may 
determine sub - pixels for calculating a disparity in various 
methods depending on a shape of an object . As such , the 
image signal processor 200 may calculate a disparity , the 
accuracy of which is high , with respect to objects having 
various shapes . 
[ 0106 ] When an optical axis center of the lens 110 moves , 
to separate lights incident onto a peripheral portion such as 
the third field SF3 of FIG . 3 of the pixel array 130 depending 
on angles may be more difficult than in a central portion such 
as the first field SF1 of FIG . 3 of the pixel array 130 . 
However , as illustrated in FIG . 11 , in the case of separating 
incident lights based on the plurality of sub - pixels SP1 to 
SP16 , lights incident at different angles may be separated . 
Accordingly , the image signal processor 200 may calculate 
a disparity , the accuracy of which is relatively high , based on 
the image data IDAT generated from the sub - pixels SP1 to 
SP16 . 
[ 0107 ] As described above , the image sensor 120 may 
include the pixel array 130 in which there are implemented 
micro lenses , the sizes of which are differently determined 
depending on fields . According to the pixel array 130 of 
example embodiments , lights incident onto the peripheral 
portion of the pixel array 130 may be more finely separated 
depending on incident angles of the lights . Accordingly , the 
accuracy of a disparity calculated based on the image data 
IDAT generated from the peripheral portion may be high , 
and the autofocus performance may be improved . 
[ 0108 ] FIG . 12 is a block diagram illustrating an electronic 
device to which an image system according to an example 
embodiment is applied . Referring to FIG . 12 , an electronic 
device 2000 may include an image processing block 2100 , 
a communication interface 2200 , an audio processing inter 
face 2300 , a display device 2400 , a system memory 2500 , a 
storage device 2600 , a user interface 2700 , and a main 
processor 2800. In an example embodiment , the electronic 
device 2000 may be one of various electronic devices such 
as a portable communication terminal , a personal digital 
assistant ( PDA ) , a portable media player ( PMP ) , a digital 
camera , a smartphone , a tablet computer , a laptop computer , 
and a wearable device . 
[ 0109 ] The image processing block 2100 may receive a 
light through a lens 2110. An image sensor 2120 and an 
image signal processor 2130 included in the image process 
ing block 210 may generate image information about an 
external object based on the received light . In an example 
embodiment , the lens 2110 , the image sensor 2120 , and the 
image signal processor 2130 may be the lens 110 , the image 
sensor 120 , and the image signal processor 2130 described 
with reference to FIGS . 1 to 11 or may operate based on the 
method described with reference to FIGS . 1 to 11 . 
[ 0110 ] The communication interface 2200 may exchange 
signals with an external device / system through an antenna 
2210. A transceiver 2220 and a modulator / demodulator 
( MODEM ) 2230 of the communication interface 2200 may 
process signals exchanged with the external device / system 
in compliance with at least one of various wireless commu 
nication protocols such as long term evolution ( LTE ) , world 
wide interoperability for microwave access ( WiMax ) , global 

system for mobile communication ( GSM ) , code division 
multiple access ( CDMA ) , Bluetooth , near field communi 
cation ( NFC ) , wireless fidelity ( Wi - Fi ) , and radio frequency 
identification ( RFID ) . 
[ 0111 ] The audio processing interface 2300 may process 
an audio signal by using an audio signal processor 2310. The 
audio processing interface 2300 may receive an audio input 
through a microphone 2320 or may provide an audio output 
through a speaker 2330 . 
[ 0112 ] The display device 2400 may receive data from an 
external device , for example , the main processor 2800 , and 
may display an image through a display panel based on the 
receive data . In an example embodiment , the display device 
2400 may display a focused image depending on the phase 
detection manner described with reference to FIGS . 1 to 11 . 
[ 0113 ] The system memory 2500 may store data used for 
an operation of the electronic device 2000. For example , the 
system memory 2500 may temporarily store data processed 
or to be processed by the main processor 2800. For example , 
the system memory 2500 may include a volatile memory 
such as a static random access memory ( SRAM ) , a dynamic 
RAM ( DRAM ) , or a synchronous DRAM ( SDRAM ) , and / or 
a nonvolatile memory such as a phase - change RAM 
( PRAM ) , a magneto - resistive RAM ( MRAM ) , a resistive 
RAM ( ReRAM ) , or a ferroelectric RAM ( FRAM ) . 
[ 0114 ] The storage device 2600 may store data regardless 
of whether a power is supplied . For example , the storage 
device 2600 may include at least one of various nonvolatile 
memories such as a flash memory , a PRAM , an MRAM , a 
ReRAM , and a FRAM . For example , the storage device 
2600 may include an embedded memory and / or a removable 
memory of the electronic device 2000 . 
[ 0115 ] The user interface 2700 may enable communica 
tion between a user and the electronic device 2000. In an 
example embodiment , the user interface 2700 may include 
input interfaces such as a keypad , a button , a touch screen , 
a touch pad , a gyroscope sensor , a vibration sensor , and an 
acceleration sensor . In an example embodiment , the user 
interface 2700 may include output interfaces such as a motor 
and an light - emitting diode ( LED ) lamp . 
[ 0116 ] The main processor 2800 may control overall 
operations of the electronic device 2000. The main processor 
2800 may control / manage operations of the components of 
the electronic device 2000. The main processor 2800 may 
process various operations for the purpose of operating the 
electronic device 2000. In an example embodiment , a part of 
the components of FIG . 12 may be implemented in the form 
of a system on chip and may be provided as an application 
processor ( AP ) of the electronic device 2000 . 
[ 0117 ] According to the example embodiments , there may 
be provided an image sensor capable of supporting a phase 
detection autofocus with respect to the entire image region . 
[ 0118 ] Also , the image sensor according to the example 
embodiments may improve an autofocus performance of a 
peripheral portion by more clearly separating angles of 
lights incident onto the peripheral portion and receiving the 
lights . 
[ 0119 ] While example embodiments have been described 
with reference to the figures , it will be understood by those 
of ordinary skill in the art that various changes in form and 
details may be made therein without departing from the 
spirit and scope as defined by the following claims . 
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What is claimed is : 
1. An image sensor comprising : 
a pixel array comprising a plurality of pixels , and 
a micro lens array comprising a first micro lens of a first 

size provided in a first area of the pixel array and a 
second micro lens of a second size provided in a second 
area of the pixel array , the second size being different 
from the first size . 

2. The image sensor of claim 1 , wherein the plurality of 
pixels of the pixel array are divided into a first pixel group 
configured to receive a first light transmitted through the first 
micro lens and a second pixel group configured to receive a 
second light transmitted through the second micro lens , and 

wherein a number of pixels in the first pixel group is 
greater than a number of pixels in the second pixel 
group . 

3. The image sensor of claim 2 , wherein the first size of 
the first micro lens is larger than the second size of the 
second micro lens . 

4. The image sensor of claim 2 , wherein the micro lens 
array is configured to receive the first light and the second 
light through a module lens configured to receive an external 
light , and 

wherein a first modulation transfer function ( MTF ) of the 
module lens corresponding to the first area is lower 
than a second MTF of the module lens corresponding 
to the second field . 

5. The image sensor of claim 1 , wherein a focal distance 
of the first micro lens is different from a focal distance of the 
second micro lens . 

6. The image sensor of claim 5 , wherein a curvature of the 
first micro lens is different from a curvature of the second 
micro lens . 

7. The image sensor of claim 1 , further comprising : 
a coating layer disposed on a surface of the first micro lens 

and formed of a material having a refractive index 
different from a refractive index of the first micro lens . 

8. The image sensor of claim 1 , wherein the first micro 
lens is configured to receive a first light incident at a first 
angle and a second light incident at a second angle , and 

wherein the plurality of pixels of the pixel array comprise : 
a first pixel configured to generate a first electrical signal 

based on the first light transmitted through the first 
micro lens ; and 

a second pixel configured to generate a second electrical 
signal based on the second light transmitted through the 
first micro lens . 

9. The image sensor of claim 8 further comprising a 
processor configured to calculate a disparity by comparing 
first image data based on the first electrical signal and second 
image data based on the second electrical signal , and con 
figured to perform an autofocus based on the calculated 
disparity . 

10. The image sensor of claim 1 , wherein each of the 
plurality of pixels comprises two photoelectric conversion 
elements . 

11. An image sensor comprising : 
a micro lens array comprising a first micro lens having a 

first diameter and a second micro lens having a second 
diameter that is different from the first diameter , and 

a sub - pixel array comprising a first sub - pixel group con 
figured to convert a first light signal transmitted 
through the first micro lens into a first electrical signal 
and a second sub - pixel group configured to convert a 

second light signal transmitted through the second 
micro lens into a second electrical signal . 

12. The image sensor of claim 11 , wherein a number of 
sub - pixels in the first sub - pixel group is greater than a 
number of sub - pixels in the second sub - pixel group . 

13. The image sensor of claim 12 , wherein the first 
diameter of the first micro lens is larger than the second 
diameter of the second micro lens . 

14. The image sensor of claim 12 , wherein the micro lens 
array is configured to receive the first light signal and the 
second light signal through a module lens configured to 
receive an external light , 

wherein the first micro lens is provided in a first area of 
the image sensor and the second micro lens is disposed 
in a second area of the image sensor , and 

wherein a first modulation transfer function ( MTF ) of the 
module lens corresponding to the first area is lower 
than a second MTF of the module lens corresponding 
to the second area . 

15. The image sensor of claim 11 , further comprising : 
a splitter configured to distribute the first light signal 

transmitted through the first micro lens to one of 
sub - pixels of the first sub - pixel group . 

16. An electronic device comprising : 
a module lens configured to receive a first light incident 

at a first angle that is refracted from an external object 
and a second light incident at a second angle that is 
refracted from the object ; 

an image sensor configured to generate first image data 
corresponding to the object based on the first light 
transmitted through the module lens and to generate 
second image data corresponding to the object based on 
the second light transmitted through the module lens ; 
and 

an image signal processor configured to generate a control 
signal to adjust a location of the module lens based on 
the first image data and the second image data , 

wherein the image sensor comprises micro lenses of 
different sizes configured to receive the first light and 
the second light . 

17. The electronic device of claim 16 , wherein the image 
sensor further comprises a pixel array comprising first 
pixel and a second pixel , 

wherein the first pixel is configured to generate a first 
electrical signal corresponding to the first image data 
based on the first light transmitted through a first micro 
lens of the micro lenses , and 

wherein the second pixel is configured to generate a 
second electrical signal corresponding to the second 
image data based on the second light transmitted 
through the first micro lens . 

18. The electronic device of claim 16 , wherein the image 
sensor further comprises a pixel array comprising a first 
pixel and a second pixel , 

wherein the first pixel comprises a first photoelectric 
conversion element and a second photoelectric conver 
sion element , 

wherein the first photoelectric conversion element is 
configured to generate a first electrical signal corre 
sponding to the first image data based on the first light 
transmitted through a first micro lens of the micro 
lenses , and 

wherein the second photoelectric conversion element is 
configured to generate a second electrical signal cor 
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responding to the second image data based on the 
second light transmitted through the first micro lens . 

19. The electronic device of claim 16 , wherein the image 
signal processor is configured to calculate a disparity cor 
responding to the object based on the first image data and the 
second image data , and to generate the control signal based 
on the calculated disparity . 

20. The electronic device of claim 16 , wherein an f - num 
ber of the micro lenses is identical to an f - number of the 
module lens . 


