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AUTOMATIC GENERATION OF LABELED DATA IN IOT SYSTEMS
CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application is a continuation of U 5. Patent Application Senial No,
62/827 475, filed on Aprdl 1, 2019, titled “Generation of Labeled Data m IoT Systems,” the

content of which is hereby mceorporated by reference in 1ts entirety.
BACKGROUND

[0002] This disclosure pertains to the management of labeled data in Internet-of-
Things (IoT), machine~-to-machine {M2M), and Web-of-Things (WoT) environments,
mcluding environments described in, for example, m the oneM2M T8-0001, Functional

Arxchitecture, V3.12.0.
SUMBMARY

[0003] An apparatus, such as a server or a group of servers i an [oT, M2M, or
Wo'l environment, mayv facilitate the creation of a machine learning training set by collecting
data imputs and associated expected outputs mto labeled data instances, and forming labeled
data sets made up of many labeled data mstances. Such an apparatus is 10 an advantageous
position to acquire data from a wide variety of devices. The apparatas may be programmed
with a desired configuration for the kinds of data scurce devices, input data, and expecied
outputs to acquire for a labeled data, without the configuration necessanily stipulating which
specific devices to gather mformation from, or how to convert such acquired data from each
end device. Rather, a configuration need only describe, for example, what kinds of data
should be gathered, how it should be associated, and what himits should be applied in
cleaning the associated data for presentation to a machine learning repository. The apparatus
may automatically collect, process, scale, and clean data to produce a useable labeled data
set.

[0004] For example, the operations of the apparatus may include first mamtaining a
configuration pertaiming {o the automatic creation of a labeled data set, where the labeled data
set is made up of many labeled data instances, and each labeled data instance contains a
plurality of data values including both data inputs and expecied outputs associated with one

or more data inputs. In short, the configuration may compnse a design of the labeled data set,
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and the apparatus may be configured to gather and associate the data to create the labeled set.
The apparatas may create the labeled data set according to the configaration by acquiring a
plurality of raw data mputs from data source devices, processing the raw data inputs to create
processed data values, and storing the processed data values in the labeled data instances.
Once a labeled set has been created, the apparatus may send the labeled data set, for example,
to a machine icarning repository. The machine leaming repository may then be drawn upon
m the training of a machine lcaming model or application.

[0005] Advantageously, the apparatus may process raw data inputs taken from a
wide variety of IoT end devices in a number of ways to create processed data values for use
in the labeled data set. This may involve converting or scaling cach raw data input into a
numeric form or unit of measure that is required by the configuration of the labeled data set.
For example, the apparatus may have knowledge of output formats of a variety of oT
devices, and therefore be able to interpret such cutputs to be used in the labeled set, even
though the configuration of the labeled sct docs not itself contain such conversion
mformation.

[0006] The apparatus may perform complex mathematics on its inputs, freeing end
10T devices of such computational burdens. For example, the apparatus may scale data
mputs or expected outputs according to one or more statistical observations of a set of raw
data taputs. For example, the apparatus may fit each of the data toputs or expected outputs
on a normalized linear or logarithmic scale that spans a set of raw data mputs.

[0007] Similarly, the apparatus may create mdividual processed data points from
ong or more statistical observations of a set of raw data mputs. For example, the apparatus
may record the mean, average, or standard deviation of a set of inputs or expected outputs.

[0008] The apparatus may advantageously clean the labeled data set in a number of
ways prior to sending the labeled data set to the machine leamning repository. This may
mvolve, for example, identifying duplicate labeled data mstances in the labeled data set, and
then either removing the duplicates or informing the machine learning repository of the
identity, number, or frequency of the duplications. Sumilarly, the apparatus may clean the
labeled data set by identifving an individual datum or labeled data mstance that falls outside
of an expected or tolerated range, and then cither remove the out-of-range datum or labeled
data instance from the get, or inform the machine learning repository of the location, number,
or frequency of the out-of-range values or labeled data instances.

[0009] Similarly, the apparatus may be configured to check the labeled data set for

conflicting labeled data instances, e.g., where conflicting expected outputs are found for
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identical or similar inputs. Agam, the apparatus mav remove such contflicting labeled data
mstances, or inform in the machine learming repository of the location, mumber, or frequency
of such conflicts.

[0010] The apparatus may operate iteratively with the machine learming (ML)
model or application in creating and maintaining a labeled data set. For example, if the
apparatus encounters a set of input data for which the expected output is unclear, the
apparatus may consult the ML node for assistance in labeling the data.

[0011] This Summary is provided to mtroduce a selection of concepts in a
simplified form that are further described below in the Detasled Description. This Summary
is not intended to wdentify key features or essential features of the claimed subject matter, nor
is it infended to be used to hmit the scope of the claimed subject matter. Furthermore, the
claimed subject matter is not limited to limitations that solve any or all disadvantages noted

m any part of this disclosure.
BRIEF DESCRIPTION OF THE DRAWINGS

[0012] A more detatled understanding may be had from the following description,
given by way of example in conjunction with the accompanying drawings.

[0013] Figure 1 iHustrates an example distributed oneM2M architecture.

[0014] Figure 2 illusirates an example cardiac rehab use case.

[0015] Figure 3 18 a call flow of an example loT labeled data generation process.

[0016] Figure 4 is a block diagram of an example o7 labeled data generation
service.

[0017] Figure 5 ilustrates an example labeled data instance.

[0018] Figure 6 shows an example labeled data instance format.

[0019] Figure 7 is a call flow of a first example process for labeled data generation.

[0020] Figure 8 is a call flow of a second example process for labeled data
generation.

[0021] Figure 9 is a call flow of a third example process for labeled data generation.

[0022] Figure 10 is a call flow of an example process for labeled data generation
service communications with target node.

[0023] Figure 11 is a process flow of an example process for data collection,

[0024] Figure 12 ilfostrates an example oneM2M labeled data generation Common

Services Function (CSF).
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[0025] Figure 13 illustrates an example graphical user miterface.

[0026] Figure 14A 1s a system diagram of an example machine-to-machine (M2M3},
Intemet of Things (IoT), or Web of Things (Wo'l) communication system in which one or
more disclosed embodiments may be implemented.

[0027] Figure 14B is a system diagram of an example architecture that may be used
within the M2M/loT/Wo'T communications sysiem illustrated in Figure 14A.

[0028] Figure 14C is a sysicm diagram of an example communication network
node, such as an M2ZM/IoT/WoT device, gateway, or server that may be used within the
communications system illustrated m Figures 14A and 14B.

[0029] Figure 145 is a block diagram of an example computing system in which a

node of the communication system of Figures 14A and 14B may be embodied.
DETAILED DESCRIPTION

[0030] IoT technology may be combined with supervised learning to produce more
advanced applications reaping the benefits of both. o7 technology offers a distributed means
to gather data from various independent sources and may then automaticaliv generate labeled
data for use in machine learning. Using the techniques described herein, users may provide
domain knowledge to configure one or more o™ servers to act as a data labeling systom to
gather and generate labeled data for a particular application. The resulting labeled data set
may then be used for training supervised learning algorithms to develop a model that then
predicts fiture cutputs.

[0031] Forexample, an loT data labeling system may support generating the labeled
data set through a Labeled Data Generation Service, which includes functionalities such as:
providing a capabibity where users may configure information on how the 1ot data labeling
system may gather, process, and gencrate labeled data mstances; collecting and processing
the data mto a format required by supervised leaming algorithms; generating expecte
outputs from data available in the IoT data labeling system; supporting the hinking of
collected imputs with generated expected cutputs; forming labeled data instances and sending
it to a target node, such as a machine learning repository, either singly or in a labeled data set
with many labeled data mstances; cleaning the labeled data set appropriately; and
communicating with the target node for imformation to improve the data processing and

labeling process as may be necessary.
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[0032] An 0T node may be configured to implement operations such as: receiving
a request o create a resource that contaims configuration data on how to gencrate labeled data
mstances where the configuration data provides information on how to coliect and process
data for the labeled data mstance; collecting data when they are availabie and preprocessing
and transforming the data as necessary; monitoring for future data that are linked to collected
mput data; generating labeled data based on the future data; linking generated labeled data to
previously collected input data; cleaning the labeled data set if appropriate; and sending
available labeled data mstances to a second network node.

[0033] For example, an 16T data configuration resource may include the URI of a
target node, a list of inputs, a list of labeled data expressions, a list of data extraction
mdicators, a list of pre-processing and data transtormation functions, and any combination
thereof. The data o be collected may originate from one or more sther resources or devices
of the foT gystem.

[0034] The work of creating a labeled data set mav be divided among a number of
physical devices. For example, a first server may collect input data as it becomes available.
A second server may process or transform the data. A third server may gencrate labeled data
m accordance with a data configuration resource. A fourth server may annotate the labeled
data. Similarly, the functions may be divided into different resources residing on one or more
SETVErS.

[0035] ‘'Table 0 of the Appendix lists many abbreviations used herein.

[0036] Herein, the torm “labeled data set” generally refers to a set of data that
contains both inputs and expected outputs used to train a supervised learning algonthm. A
“labeled data instance” refers to one of the combination of mputs and expected outputs within
a labeled data set. The expected cutputs are alsc known as “labels™

[0037] Hererm, the terms “supervised learning” and “supervised machine leaming”™
generally refer to a process in which machines learn of a desived function based on a provide
labeled data set. Supervised learning may be described as training the supervised icarning
algorithm. Two main forms of supervised learning are classification and regression.
Classification problems predict outputs that are categorical in nature, while regression
problems predict outputs that are continsous or numerical in nature.

[0038] Herein, the term “supervised learning model” generally refers to an entity
generated by training a supervised leaming algorithm that is deploved to predict or classify

new data.
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Supervised Machine Learning

[0039] In supervised lcaming, a machine “leams”™ by ancovering a previcusly
soknown function that maps inputs to outputs based on a given mput-to-output relationship
that is provided by labeled data. The labeled data, or training data, is thercby used to train a
supervised learning algorithm to discover the desired fanction. To do this, during the training
process, the supervised learning algorithny adpusts internal weights and biases used by the
algorithm. As more training data is provided, the algorithm learns more about the jnput-io-
output relationship, and thereby improves its prediction capabiity. Once tramned, the
supervised learning model is then able to process new input data and predict outputs,
according to how it was trained.

[0040] Supervised leaming ncludes classification and regression problems.
Classification problems relate to the wdentification of a discrete output category i which a set
of inpots belongs. Examples of classification problems inclade identifying whether: an
emadl 18 spam or not spany; a picture 15 of a dog, cat, or bird: and a bandwritten unage is an
Arabic numeral (0-9).

[0041] Regression problems relate to estimating a numerical value for a continuous
quantity, ¢.g., price, temperature, population, time, etc. Exampices include predicting home
prices, city populations, and estimated arrival times.

[0042] The availability of labeled data for training the supervised leaming algorithm
ts key to developing a successtul supervised learning model. The labeled data set may
consist of many thousands or millions of labeled data instances o fully repregsent the desired
function that is to be uncovered. Traditionally, the labeled data set is generated by domain
experts - people with knowledge of the requirements for the machine learning problem.
Using the techniques described herein, domain experts may instead provide a configuration
for a labeled data set to a system, such as an foT system, whereby the configuration identifies
sets of inputs to be gathered, and the outputs to be associated with cach set of inputs. The
system may then collect the inputs and outputs from vanous independent sources and
organtze them nto individoal labeled data mstances, which are collected by the system info a

comprehensive labeled data set.

Internet of Things (foT)
[0043] The Internet of Things 1s an emerging technology that aims to bring devices
from many industry verticals together into a horizontal system. Applications and devices are

then able to communicate with each other and offer new and advanced services. From a
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user s perspective, data from a combination of sources may be used together to create more
enriching applications even though the data may not be related to each other in thewr
respective functions.

[0044] In addition, IoT svstems offer a distnibutive architecture, where numerous
nodes are interconnected over a dispersed network to support a plethora of device types. Asa
result, massive amounts of data may be generated and made availabie for use in wide ranging
applications. Standards developing organizations such as OneM2M offer a common
language where devices of various types can comnumicate with each other. Figure 1 shows a
distributed IoT architecture such as OneM2ZM mn which IoT servers termed Common Services
Entities {CSEs) are mterconnected with cach other. lToT devices termed Application
Dedicated Nodes (ADNs) or non-OneM2M Device Nodes (NoDNs) may commumicate with
the IoT servers to share data or provide an interface to actuate control. Communications

between the entitics are enabied through the OneM2M protocol.

Fxample Challenges

[0045] Supervised machine leaming offers powerful ways to analyze data gathered
for a particular purpose. However, thus far, supervised learning systems have typically been
focused on individual arcas of interest due to the complexity of gathenng and generating
labeled data. For example, a movie streaming service may use data from a user’s viewing
habits and from viewing habits of other like users to leam and predict what movies or
programs the user may enjov. Simularly, housing price predictions may be made from past
housing sales in the same arca and from a demand metric computed based on the namber of
showings to prospactive buyers.

[0046] The data in the two example use cases (¢.g., movic streanung and home
prices) may be obtained from the platforms cach runs on. For the movie streaming service,
account information may be gathered and compared with other users within the platform.
Similarly, housing prices may be obtained from government databases, but the demand
metric may need to be obtained from varnious realtors which may delay data collection.
Nevertheless, the data may need to be pre-processed and transformed depending on the
format of the input and based on the algorithmic requirements,

[0047] Using loT systems, there are opportunities for greater avtomation, both in
the collection of data, and mto the organization of data into useful labeled data sets.

[0048] Figure 2 shows an example cardiac rehab use case in which data from

numerous sources are obtained to monitor a patient going through cardiac rehab. A patient
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has had a heart attack and had a stent inseried fo reopen a blocked artery. From the body’s
perspective, the stent 1s considered a forsign object and hence, it may react to the stent by
trving to cover up the stent. This reaction may result in a blockage of the artery which may
cause another heart attack. The sk of blockage 1s greatest immediately after the stent
procedure and decreases as time passes and the patient completes cardiac rehab and possibly
makes fe stvle changes.

[0049] Druring the recovery period, the patient may need to be closely monitored to
ensure that complications do not arise. Information mayv be gathered from a cardiac rehab
center which monitors the patient’s vitals while the patient is exercising. The patient may
have to be attentive to the food and drnk that is consumed and take prescribed medications
post-surgery. Wearable and home medical devices may provide vital readings during times
cutside a medical facility. Finally, visits to the doctor’s office may provide additional
mformation from the examination. The information gathered may be combined with a
doctor’s notes on a patient’s condition, diagnosis, and prognosis at 30-day, 60-day, and 90-
day intervals, for example, to evaluate how a patient’s recovery 18 progressing. A longer-
term study may then be made to combine data from various patients to identify critical
metrics that may improve a patient’s recovery during cardiac rehab.

[0050] TTraditionally, health care studies have revolved around forming studv groups
with a limited sample size and having a rescarch team monitor the progress of individuals in
the group for a certain duration. This is both time consuming and expensive to carry out. If
data arc required from various data sources, this may take some time to gather, especially if
the data sources are not controlled by the same entity. In the cardiac rehab use case, data may
come from a doctor’s office, the cardiac rehab center, the patient, and wearables and home
monitoring devices belonging to the patient. The coliection and association of the various
mput data with cach other may be prone to error if the collected data comes from different
sources and occurs at different times. Once data are collected, annotations on expected
outputs need to be made. However, these annotations may be made at a future time from
when the input data were collected. Again, the expected output annotations noed to be
aligned with the collected inputs and may be prone to error. The combination of the collected
mputs and the expected outputs are collectively known as labeled data. The inputs may come
from sensor readings, the medications the patient takes, the food and drink consumed, and the
total time the patient excrcises. The expected outputs, which are considered the labels, may
be the doctor’s diagnosis and whether health vitals exceed a certain threshold while a patient

EXErCIses.
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[0051] The gathering and collection of labeled data may be tedious and time
consuming, cspecially if the data comes from many different and varied sources. The desired
mput data may come from a source that inchudes other data that is not relevant to the leamning
algorithm, and therefore, the irrelevant data may need to be removed before the desired data
is used. Furthermore, the desired data may not be in a form that is required by the supervised
carning algorithm, and therefore may need further processing,.

[0052] ‘'The strength of supervised leaming is 1 its ability to support high
dimensionality problems where a large number of inputs are present. It would be very
difficult or near impossible to define such a function or to build a model where all the
dimensions are accounted for. With this strength also comes the difficult component of
generating labeled data, which traditionally has been difficult to generate. o7 technologies,
on the other hand, offer a wealth of data and the ability to collect and process that data.

[0053] Bv combining the data gathering and processing capabilities of loT
cchnologics with the learning capability of supervised leaming, even more advanced
applications may be created. The diverse data sets that can be collected by ToT technologies
may even enable cross domain supervised learning 1n which various mput factors that may
affect the learning outcomes are included in the labeled data set. In the cardiac rehab use
case, diverse inputs such as the types and kinds of exercise, the food and drinks consumed,
health metrics such as blood pressure and heart rate, and the prescription medications taken
may all affect a patient’s recovery, and thus may be leamt by supervised learning models to

predict the best outcomes for future pationts.

167 Systems

[0054] IoT systems offer a wealth of data that may be used to automatically
generate labeled data instances for supervised learming applications. IoT system components
may process and transform the data collected from distributed IoT devices into applicable
formats to fulfill the requirements of supervised leaming algorithms. The systems may also
be able to generate expected outpuis using data available in the system and based on
mformation provided by domain experts for the application. Finally, the collected inputs and
generated expected outputs may be linked together as a labeled data instance and provided to
a target node to be used m the training of supervised learning algorthms. Although the

proposed functionality 1s described here as being applied to supervised learning, it will be
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appreciated that the techmiques described herein may also be applied to other machine
leaming methods, such as semi-supervised leaming and unsupervised learning.

[0055] Figure 3 shows an overview of an examplc process of an 10T data labeling
system supporting the automatic generation of labeled data mstances. A user using an IoT
App may first configure the loT data labeling system with mformation on how fo collect,
process, generate, and clean labeled data instances. The user in this case offers domain
knowledge of the data to be collected and processed. Note that the figure shows this
contiguration through the creation of a resource. 1t should be understood that this s only a
representative mechanism, and this may be done by other mechanisms, such as through a web
mterface. The loT data labeling system then monttors for data from IoT devices to collect,
process, and store them as inputs in the labeled data instance, possibly at different times. In
addition, the ToT data labeling svstem may monitor for data from IoT devices that become
available after the time when the inputs were initially gathered, and use the later-collected
data to generate expected outputs. The expected outputs are linked with the previously saved
mput data to form a labeled data instance. As necessary, the [oT data labeling system may
communicate with a target node to enhance the processing and/or labeling of the data.
Finally, the foT data labeling system sends the completed labeled data instance to a target
node for use 1 training a supervised learming algonthm. Note the term “target node” refers
to a network node where labeled data instances are sent and saved. A target node may also
provide functions to assist in gencrating clements of the labeled data instance where
neccssary. Note also that the 10T data labeling system may consists of one or more loT
servers In commumication with a multitude of IoT devices 1n a broader {oT svstem.

[0056] In Step 1 of Figure 3, a user creates a resource on a server within the IoT
systermn through the use of an IoT apphication. The resource provides configuration
mformation the IoT server uses to create labeled data mstances based on data obtained from
the foT system. In cases where historical data are available, the configuration may be
specified to generate labeled data from the historical data.

[0057] In Step 2, the 1oT server processes the request and creates the configuration
resource. Dunng this process, the IoT server may start a labeled data generation service to
begin monitoring for input data based on the configuration data provided n step 1. In some
cases, the labeled data generation service may need to make subscriptions to resources
external to the 1o server in order to get updates to those resources. Alternatively, the labeled
data generation service may be started at a later time to comcide with the time when data is

supposed to be collected. For example, data collection may be started a week or a month

10
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later than when the resource was created in step 1. The labeled data generation service may
also be triggered to start based on the occurrence of events or based on receiving notifications
within the loT systom.

[0058] In Step 3, the {oT server returns an appropriate response 1o the creation
request.

[0059] In Step 4, sometime after the labeled data generation service has started, a
labeled data mstance may be created within the foT server to collect data for the required
algorithm. Then the IoT server may start monitoring for inputs specified by the data
configuration resource created m step 2. During this time, [oT devices may provide data to
the loT server as part of their normal operations (Step 4a). For cases where historical data are
to be used as inputs, the IoT server may retrieve the historical data rather than monitor for
data from the loT devices (Step 4b). In vet other cases, the IoT server may need to
proactively retrieve data from remote sources.

[0060] In Step 5, based on the configuration saved in the resource created in step 2,
the ToT server wdentifies request messages from Step 4 that provide information about data
provided by IoT devices. The requests are sent to the labeled data generation service to
extract data for the required input and if necessary, to convert the data into a format suitable
for use as inputs to a supervised machine learning algorithm. The converted data may also be
transformed to fulfill the requirements of the leaming algorithm and added to the labeled data
mstance. Note that steps 4 and 5 may occur at different times for different inputs. In
addition, the loT server mayv communicate with the target node to obtain certain
preprocessing or data transformation functions that may not be available i the IoT server.

[0061] In Step 6, at a later time, IoT devices may provide data to the loT server as
part of their normal operations (Step 6a). The data in these cases are for use in generating the
expected outputs required for the labeled data set. For cases where historical data are
specified, the ToT server retrieves the historical data rather than monitor for requests from the
10T devices{Step 6b). For other cases, the loT server may need to proactively retrieve data
from remote sources.

[0062] In Step 7, the IoT server identifies requests that provide information required
for the expected outputs or retrieves historical or remote data as needed. In cither case, the
labeled data generation service may generate the required expected outputs based on the data
collected in this step and link the labels to the input data that have already been coliected
step 5. The expected output data tself may be pre-processed and transformed as required and

added to the labeled data instance to associate the expected outputs with the inputs. In some
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cases, the labeled data generation service may need fo communicate with the target node to
transform and/or label the data. The labeled data generation service may clean the labeled
data set, ¢.g., if certain data characteristics are detected.

[0063] In Step 8, the foT server sends the labeled data instance to the Target Node,

[0064] The labeled data generation service may consist of various components that
communicate with each other in order to provide the capability to generate labeled data
mstances. Figure 4 shows some of the components that may comprise the labeled data
generation service. Note that the components shown are logical and each component may
reside i separate network nodes within the IoT system. Alternatively, the labeled data
generation service may be integrated as part of the functionalities of an o™ server, such as
the one described by Figure 1. For all the figures hereafter and as shown i Figure 3, the
labeled data generation service may exast within the IoT system in one or more loT servers.
The deseriptions for cach procedure described hereafier may allude to an Io'F server, but if
will be understood that components of the labeled data generation service shown in Figure 4
may exist in muitiple loT servers within the distributed IoT system.

[0065] The data inputs to the labeled data generation service originate from the loT
systern and go to one of two data collectors depending on whether the inputs are used for
mput data or expected output data in the labeled data jnstance. The data collectors monitor
for data whenever they become avatlable and extract the raw data from the representation
provided by the IoT system.

[0066] (nce the raw data have been exiracted, they are passed to cither the pre-
processor or the data transformation function. The pre-processor may be used to convert the
raw data value(s) from one unit of measurement to ancther unit of measurement, to convert
from one data type to another data type. or to perform data aggregation of multiple input
values or combinations thereof. The data transformation function may perform statistical
functions that transform the data for use by a supervised leamning algorithm. Such statistical
functions may include normalization, scaling, standardization, binning, logarithmic,
exponential, square root, and clamp transforms. These functions may be used to process the
mput data into a statistical form that fulfills the requirements of supervised leaming
algorithms. The data collector cutput may need to be pre-processed, statistically transformed,
or a combination of the two. The required processing depends on the characteristic of the
raw data source. In certain cases that the data collector outputs may already be in the form
required by the supervised leamning algorithm, the data may pass through the data

transformation function directly without any processing.
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[0067] The labeled data generation component takes the data transformation
function outputs and links the mputs and expected outputs together into a labeled data
mstance. Over time, these labeled data instances will then collectively form the set of labeled
data required to train the supervised learming algorithm and generate a machine learming
model to predict new data. The raw data received from the IoT system may come af various
umes, and hence, the labeled data generation component negds to align the inputs and
expected outputs appropriately to form the labeled data instance.

[0068] Figure 4 also shows communications between components of the labeled
data gencration service, both mternally and with the target node externally. These
cormnmunications allow for the passing of control information among the entities m order for
each to perform its indicated functions. In the case of the data collectors, information may be
shared between the components to provide linking information between the nputs and
expected outputs. This linking information is maintained as the individual data streams flow
through the labeled data generation service and finallv used by the labeled data gencrator.
This linking information is important to preserve the input-expected output relationship
required for the labeled data mstance.

[0069] The control information shared between the target node and the varicus
components of the labeled data generation service provides for any specialized processing
that may be required by the supervised learning algorithm for which the labeled data
generation service does not support. For example, if the input data source is from a database
table with a certain schema, the labeled data generation service may contact the target node to
parse the required data from the table entry and retum only the interested value(s).
Furthermore, the communications may also entail sending control and/or data annotations
between the entities. An example involves the target node sending categorical information to
be used 1n the labeled data instance.

[0070] Note that the target node shown in Figure 3, Figure 4, and in figures
hereafter may represent one or more external nodes that provides the indicated function. For
example, one target node may provide a pre-processing function while another target node
may provide a data transformation function that the labeled data generation service may not
support. Therefore, the target node references in the figures may apply to different external
nodes but they are grouped together collectively and represented as the target node in the

figures.
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Labeled Data Configuration Resource

[0071] To provide the data needed by supervised leaming algorithms, IoT data
labeling systems may be configured via a data configuration resource to monitor for inputs, 1o
generate expected oufputs, and to hink them together into labeled data instances that form the
labeled data set. This data configuration resource may be created by a user or domain expert
who may be familiar with the requirements of the supervised leaming problem. The rescurce
may spectfy a list of inputs to be captured, the expected outputs to be generated, the pre-
processing that may need to be performed on the data, any potential data transformation
requirements, and the linking of the data together as a labeled data instance before sending to
atarget node. In some cases, the labeled data instances may be cleaned before they are sent
to the target node. Rules for data cleaning may be provided in the data configuration
resource. Table 1 of the Appendix shows some example parameters that may be present in
the data configuration resource.

[0072] Once the data configuration resource is created, the IoT svstom may
mmmediately start the labeled data generation service to begin collecting data for the labeled
data set. Alternatively, the IoT system may wait to start the labeled data generation service
uatil a later time when the input data will become available. The data configuration resource
may provide this information to the loT system. The labeled data gencration service may
ajso be started by the occurrence of cerfain event(s) within the IoT svstem, by receiving a
notification to start, or by a scheduled start at certain times in a periodic manner as specified
by the aciivate parameter.

[0073] When the user or domain expert creates the data configuration resource,
configuration information may be provided on how to process the incoming data. As part of
the configuration, the user or domain expert may direct the mput data collector to forward
mput data to a target node. Once the target node receives the data, it may extract only the
required data needed for the labeled data imstance and return those data back to the labeled
data generation service. The target node may even pre-process and transform the data if the
labeled data generation service is not able to, e.g., it does not have the corresponding
functions to perform such tasks. Conversely, if the labeled data generation service has the
capability to be updated with new pre-processing and/or data transformation functions, then
the user or domain expert may request these updates be performed prior to creating the data
configuration resouree to avoid requiting convnunications between the labeled data

generation service and the target node.
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[0074] Afier operation commences, the labeled data generation service may begin to
generate labeled data instances as shown in the example of Figure 5. Each labeled data
mstance consists of two components: one for collected inputs and one for expected outpuis.
I the data is captured in real time, then the labeled data generation service may monitor for
gach of the mputs listed in the data configuration resource. These data inputs may go through
the pre-processor and data transformation functions before being saved nto the labeled data
mstance.

[0075] Swmlarly, the labeled data generation service may also collect raw data from
the IoT svstem for the expected outputs. Some of the expected sutputs may originate from
the same input sources that were previously collected but obtained at a future time. These
expected outputs may be generated by comparing the raw data from the two data in time and
provide some indication showing a destrable or not desirable output. Other expected outputs
may be based on different loT rescurces that may or may not be directly related to one of the
mputs. The important element is that the expected output is obtamned at some future time
after collecting the nputs to show the possible effects the mputs have on the function being
learned.

[0076] Afier the labeled data set has been generated, the labeled data generation
service may need to perform data cleaning, ¢.g., 1 rules for cleaning are provided 1n the
configuration resource. Such rules may direct the service to remove duplicate labeled data
mstances, venfy numerical data are within range of the indicated 1aput, ensure that
mandatory data are present in the labeled data instance, and detect if there are contlicting
labeled data instances. If a rule 18 present for the labeled data generation service to remove
duplicate labeled data instances, any duplicate labeled data mstance may be removed from
the labeled data set betfore they are sent to the target node. For numerical data range
verification, the cleaning rule may specity the range explicitly or the rule may include a
semantic descriptor or a URI whereupon the labeled data generation service uses to retrieve
the range from. Where a rule exists listing mandatory data, the labeled data generation
service may check that the indicated data is present m ali the labeled data instances. Finally,
arule may direct the labeled data generation service to detect for conflicting labeled data
mstances, ¢.g., when the inputs for two or more data mstances are the same but one or more
labels are different. Upon completion of the cleaning procedure, the labeled data generation
service may send a list of labeled data instance identificrs that were “cleaned” from the

labeled data set to the target node along with the other data instances in the labeled data set.
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Labeled Data Generator

[0077] Omnee the data configuration resource 18 created, the labeled data generation
service may immediately start operation, or it may be started at some future time as
determined by the acfivare parameter. Unce the service is started, the labeled data generator
component may create a labeled data instance and assign an associated identifier and time
stamp to begin the generation process. Figure 6 shows an example of a labeled data instance
with two inputs, each consisting of an mput data paramcter (inDatal and mData?) and a time
parameter (Timel and Time2), and one expected output, consisting of an output data
parameter (cutDatal) and a time parameter {Time3}, as well as the identifier (ID) and time
starp {Time) that the labeled data goncration service may maintain internally. The actual
data from a labcled data instance that is sent to a target node may have all the time references
removed and confain only the data instance ID and all data associated with the mputs and
expected outputs. In some cases, the data instance ID may be removed as well if it 1s not
desired as indicated by the labeledDataOurput parameter. This parameter provides the user
or domain expert the ability to configure the format of the labeled data mmstances to suit the
needs of the leaming algorithm,

[0078] The data instance 1D provides information about the labeled data instance
and the time 1t was created. This time may be used 1n conjunction with either the
inputTimeRequirement ot the outputTime Requirement parameter to qualify data from the ToT
system as mpuis or expected outputs to be saved into the labeled data instance. The 1D is
used to associate data saved into the labeled data instance and shared among the different
components within the labeled data generation service. The mputs and expected outputs of
the labeled data instance are the elements that contain the actual data requoired by the
supervised learning algorithm. These elements contain both the data {e.g. shown as inBatal
and outDatal in Figure 6) and the associated time stamp of when cach item of data was
collected. The associated time stamp may be used as a qualifier to ensure that the data meets
either the input?imeRequirement or the outputTimeRequirement parameter and may be
removed prior to sending the target node the actual labeled data mnstance.

[0079] Afier the labeled data instance is created, control information is then
provided to each of the components within the labeled data generation service. This control
mformation may include parameters from Table 1 of the Appendix and may dirgct cach
coraponent on how to process the incoming data received by the data collectors. The data

may then be pre-processed and/or transformed before bemg forwarded to the labeled data
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generator, which may maintain the labeled data mstance. Figure 7 shows an example process
of collecting data inputs for the labeled data imstance through the labeled data generation
service. Note that the individual components of the labeled data gencration service are
shown collectively within the IoT system in Figure 7. These components may exist in
separate [oT servers within the IoT system and communicate among each other, or they may
collectively be part of the same loT server and communications oocur among distributed foT
servers. For example. data collection from different foT devices may occur throughout the
IoT system and among many different IoT servers in a distributed manner.

[0080] In Step 1 of Figure 7, when the labeled data generation service is started, the
labeled data gencrator component may create a labeled data instance and assign an identifier
and a time stamp for the labeled data instance.

[0081] In Step 2, the labeled data generator may then provide control information to
cach of the other components {o instruct how the data is to be processed. The control
mformation may include the labeled data instance ID, identificr and/or URIs of data to
collect, pre-processing and transformation functions to use, timing requirements, where to
forward results, and a continuous or discrete processing indicator. The data collectors may
start to monitor for data from loT devices or other IoT servers at this time.

[0082] In Step 3, after some time, an foT device may send data to an o scrver as
part of thetr normal operations. Note that as an alternative, data may be provided by some
database or another IoT service that provides historical data, or the labeled data generation
service may proactively retraeve data from remote sources such as from other 10T servers,

[0083] In Step 4, using mformation from the inputDataFxtraction parameter, the
data collector extracts data from the request message and associates the data with the data
mstance ID. If an inpurlimeRequirement parameter was specified, the data collector may
qualify the data against the specified timing requirements to ensure it is the correct data to
collect. In addition, the data collector may identify which mput element the data should be
associated with, In the example shown in Figure 7, the data s associated with the mmDatal
clement.

[0084] In Step 5, the data may then be forwarded to the pre-processor according to
the inputSource parameter provided. This parameter provides routing information within the
labeled data generation service.

[0085] In Step 6, the pre-processor applics the function specified by the
inputPreProcessing parameter to the incoming data. [f a data aggregation function is

specified, the pre-processor may store the data internally and wait for more data to aggregate.
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[0086] In Step 7, once the data has been aggregated or if the data is a single,
discrete value, the pre-processor may forward the pre-processed data to the data
transformation component according to the inpusdSource parameter.

[0087] In Step 8, the data transformation component may apply a transformation
function upon the data as specified by the mputDataTransform parameter.

[0088] Im Step 9, the transformed data may then be forwarded to the labeled data
geoerator component.

[0089] In Step 10, the data s saved in the mDatal element of the labeled data
mstance with an appropriate time stamp.

[0090] Figure 7 shows one approach wherein the labeled data generator component
may communicate control information to the other components of the service. This approach
works best for cases where data flow through the service is straightforward and occurs in a
sequense. For other cases, the labeled data gencrator may provide control information when
processing is required as shown in Figure 8. In this approach, the control mformation is sent
and 1n some cases with the data to be processed. The labeled data senerator receives data
from each component and makes decisions on how the data is to be further processed. This
approach may be required for cases in which further processing is not required, e.g. if the
data is already 1n the form required by the supervised leaming algorithm, or when the
components of the labeled data generation service arg dispersed in separate servers within the
10T system. An example where further processing is not required may be when the data
source comes from historical data which is already in the required form.

[0091] Steps 1-4 of Figure 8 are simular to Steps 1-4 of Figure 7. The only
difference s that for Step 2, the labeled data gencrator may only send control mformation to
the data collector component.

[0092] In Step 3, based on the control information received, the data collector may
forward the extracted data to the labeled data generator component. If the data is already n
the form that is required by the supervised learning algonthm, the labeled data generator may
move to Step 12 and save the data in the labeled data instance. This determination may be
obtained from the data configuration resource where the impurPreProcessing and
inputDavtaTranisform parameters are set to null to indicate no processing is required.

[0093] The dashed hines in Figure % indicate that Steps 6, 7. and 8 conditionally
apply. For exaraple, Step 6 is only applicable is the data requires pre-processing. In Step 6,
if the data requires pre-processing, the labeled data generator may send the pre-processor

component control information as well as the data to be processed.
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[0094] In Step 7, the pre-processor processes the data according to the control
mformation,

[0095] In Step 8, the pre~-processor retums the processed data to the labeled data
generator. [t the data 18 in the required form, the labeled data generator mav move o Step 12
to save the data in the labeled data instance.

[0096] In Step 9, if the data requires data transformation, the labeled data generator
may send the data transformation component control mnformation as well as the data that
needs transformation.

[0097] In Step 10, the data transformation component transforms the data according
to the control information.

[0098] In Step 11, the data transformation component retums the transformed data
to the labeled data generator.

[0099] In Step 12, the labeled data generator saves the data in the labeled data
mstance.

[00100] Figure 7 and Figure 8 show examples where the collected data are
associated with taputs in the labeled data instance. For cases imvolving expected outputs,
Figure 9 shows an example where the data transformation component may need to
cormnmunicate with a target node to properly transform the data. This case may be triggered
when the data transformation function is proprietary or is not available in the labeled data
generation service.

[00101] Steps 1-7 of Figure 9 are simiar to Steps 1 to 7 of Figure 7. The only
difference s that the data bemg processed in this case is associated with an expected ouiput
of the labeled data instance rather than an mput.

[00102] fo Step 8, the data transformation component is directed by the control
mformation to forward the pre-processed (e.g., outData 3) data to the target node. The
control mformation n this case may be the labeledDataSource parameter.

[00103] In Step 9, the target node returns the transformed data {e.g., outData 3} to
the data transformation coraponent.

[00104] In Step 10, the transformed data {e.g., outData 3) 1s forwarded to the
labeled data generator.

[00105] fo Step 11, the labeled data generator generates the labeled data according
to the labeledDatafxpression parameter and saves it to the labeled data mstance.

[00106] In Step 12, if cleaning rules are provided, the labeled data generator may

further process the labeled data set and apply the appropriate cleaning rules such as removing
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duplicate labeled data instances or checking for conflicting data instances. Note that the
labeled data generator may have to wait until sufficient labeled data instances are created
before performing this processing. 1 no cleaning rules are provided, the labeled data instance
may be forwarded to a target node with only data specified by the labeledDataOutput
parameter. Using Figure 6 as an example, the identifier and time information of the labeled
data iostance may be removed and only the pertinent data (¢.g.. inBatal, inData?, and
outDatal) are sent to the target node.

[00107] As shown in Figure 9, there may be cases in which components within the
labeled data generation service may need to communicate to a target node for processing that
it may not support. An exarmple is when fog or edge nodes are utitized to perform data
collection and basic pre-processing and data transformation functions for a labeled data
generator and target node in the cloud. Figure 10 shows a generalized call flow mn which
sach component may communicate 1o a target node individually. The dashed lines in Steps 4,
6, 8, and 10 show this communication. Each component may be made aware of the need to
communicate to a target node based on the control information such as the inputSource and
labeledDataSource parameters provided by the labeled data generator.

[00108] Steps 1 to 3 of Figure 10 are similar to Steps 1 1o 3 of Figure 7.

[00109] in Step 4, in certain cases, the data collector may convmunicate to atarget
node to extract the necessary data from the source. An example may be that a conversion
function required is not supported by the data collector, or if the data collector is retrigving
data from a database which contains more data than is needed and requires the assistance of
the target node to properly extract the necessary data.

[00110] In Step 3, the extracted data (e.g., cutData 3} is forwarded to the pre-
PrOCESSOF.

[00111] fn Step 6, the pre-processor may need to communicate to a target node to
have the data processed by a function 1t does not support. An example mayv be a user~-defined
data aggregation function in which the pre-processor gathers all the inputs together and then
forwards them to the target node for processing.

[00112] In Step 7, the pre-processed data (e.z., outData 3) is then forwarded to the
data transformation component.

[00113] fo Step 8, certain data transformation functions may require execution in a
target node, and hence, the data transformation component forwards the pre-processed data to
the target node for processing. These functions may be available m a library on the target

node that is not available in the data transformation function.
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[00114] In Step 9, the transformed data {¢.g., outData 3} is forwarded to the labeled
data gencrator.

[00115] In Step 10, there may be cases in which the labeled data generator may
requite the assistance of a target node to generate the labeled data. An example may be that
the target node may apply a lockup table (LUT) where labels are applied for a classification
problem. The labeled data generator then links the inputs and expected outputs together to
form a labcled data instance.

[00116] In Step 11, if cleaning rules are provided, the labeled data generator may
further process the labeled data set and apply the appropriate cleaning reles such as removing
duplicate labeled data instances or checking for conflicting data instances. Note that the
labeled data generator may have to wait until sufficient labeled data instances are created
before performing this processing. If no cleaning rules are provided, the labeled data instance
1s sent to the target node with only data specified by the labeledDataCuiput parameter.

[00117] The generation of labeled data mav be made in one of several approaches
and 1s defined by the labeledDataFxpression parameter of the data configuration resource.
One approach may be to compare a change i a metric that is maintained within the loT
systemn. o the cardiac rehab use case, the metric may be the blood pressure readings at the
beginning and the end of a test period. The change in blood pressure readings may be used to
generate the labeled data with a positive change labeled as desirable and a negative change
labeled as undesirable. Another approach s o identify a resource that may provide an
mdication of the effect from the inputs of the supervised learning problem. For example, the
mputs to the cardiac rehab use case may comprise of exercises, healthy eating, and taking
medications to help the heart recover. A resource may be used where the patient indicates
that he/she may walk for an exiended time without shoriness of breath. This resource may
note the number of nunutes that the patient walked, and that value may be used for the
labeled data in a regression problem. A thurd approach may be to detect whether an action
oocurred within the loT system and whether that action is desirable or not. For example,
during the recovery period, the patient may need to visit an emergency room or schedule an
unexpected appointment with the doctor due to chest pains and the occurrence of such an

event may be labeled as ondesirable.

Dara Colleciors
[00118] When the labeled data generation service is started, the data collectors may

begin to monitor for inputs required for the labeled data instance as specified by the acivare
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parameter. The data collectors may operate n real time or may be configured to mterface to
data sources that provide historical data, such as data in a database or provided by another
service within the ToT server. The interface to historical data may require further assistance
from the target node if the data collectors are not provisioned with the structure of the data,
¢.g. when tabular data from a database is passed to the target node for parsing, and the desired
mputs are returned to the data collector. The target node may be operated by the user, and
hence, has knowledge of the data format of the table.

[00119] For cases in which the data coliectors operate in real time, the component
may monitor for resources as directed by the control mformation. These inputs may be
provided at different times within the o system and the data collectors may need to ensure
the mputs are aligned with cach other. Thus, the input data collector may need to associate
the inputs to the labeled data mnstance 1dentifier provided in the control information. In
addition, time stamp information may also be provided to support the checking of the timing
relationship between the inputs and expected outputs. The input data collector may include
this identifier and the time stamp to the expected output data collector to achieve this
association. The entifier and time stamp may be mamtained throughout the process flow
within the labeled data generation service to preserve this input-expected output relationship.
This information may only be used within the labeled data generation service for maintaining
mput-expected output association and may be removed from the labeled data instance before
sending it to the target node.

[00120] Another function of the data collectors is to extract only the desired data
from the resource representation provided by the IoT servers or devices. The IoT resource
representation may have meta-data and/or protocol specific data that may not be required by
the supervised leaming algorithm. Thus, these data may be removed and only the data of
mterest are saved to the labeled data instance. The data collectors, however, may use this
mformation to determune whether a unit conversion is required to be performed. This
determunation may be provided to the pre-processor to perform the actual conversion or to the
labeled data generator to include 1 the control information provided to the pre-processor.

[00121] In certain cases, the data collector may need to retrieve data from resources
external to an loT server if the resources are not hosted locally. For these cases, the data
collector may interface to a remote foT server to perform a retrigval of the data or it may
perform the operation independent of the IoT server. If performing independently, the data
collector may need to send a retrieve request to the external entity or request an observation

or subscription of the resource to be notified of the value of the rescurce. The subseription or
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observation may be time himited to ensure data 1s received within a specified time, which may
be hinked to the impuiTimeReguirement parameter.

[00122] Depending on the number of data sources required to generate the labeled
data instance, the data collector may need to operate over some duration of time. Figure 11
tustrates an example process flow of the data collection processing where five data elements
are required to be collected and how cach itent of data is separated in ime. The figure shows
the combined operations of both the input and expecied output data collectors operating
within an [oT server. The figure also shows that data? is utilized for both input and expected
output data clements of the labeled data mstance. The first time data? is available, the datais
saved as an input of the labeled data instance, and the second time dataZ is available, the data
is saved as an expected output of the labeled data mstance. Note that Figure 11 shows only a
single IoT server collecting data for the labeled data mstance for simplicity, but multiple IoT
servers may be involved in collecting the data for the labeled data instance.

[00123] In Step 1 of Figure 11, when the labeled data generation service is started, a
labeled data instance may be created by the labeled data generator component. The labeled
data mstance may contain an identifier to associate the input-expected cutput relationship and
also a time stamp of when the labeled data instance was created. The time stamp may be
used to qualify adding data to the labeled data instance based on the inpurlimeRequivement
and ousputfime Requirement parameters. The labeled data generator component may have
knowledge of the data configuration resource parameters and may commugnicate control
mformation to the other components of the labeled data generation service. In addition, i 1s
assumed that the labeled data generation service has access to all required data. This may be
realized by subscribing to get notifications for data resources that are hosted on remote IoT
SCIVELS.

[00124] in Step 2, the 10T server receives datal from an loT device.

[00125] In Step 3, the nput data collector may associate this input to a labeled data
mstance identifier based on control mformation provided in step 1. Based onthe
input Datafxraction parameter for this ioput, the input data collector may extract the
necessary data element to add to the Jabeled data instance. The mput data collector may also
add a time stamp of when this mput was received and may save both to the input] clement of
the labeled data instance. The input data collector may qualify the time of datal if a iming
requirement was provided m the inputTime Requirement parameter for mputl.

[00126] In Step 4, sometime later, the IoT server receives data? from an foT device.
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[00127] In Step 5, similar to Step 3, the input data collector may extract the data and
save the mformation along with a time stamp to the input? element of the labeled data
mstance. The input data collector may gualify the time ot dataZ if a timing requirement was
provided in the inputTimeRequirement parameter for input2. Since data? 1s also used to
generate one of the expected outputs, the labeled data generator component may provide
control mformation to the expected cutput data collector to start monitoring for dataZ.

[00128] In Step 6, sometime later, the IoT server receives data3 from an IoT device.

[00129] In Step 7, similar 1o Step 3, the nput data collector extracts the data and
saves the information along with a time stamp to the 1nput3 element of the labeled data
mstance. The input data collector may gualify the time ot data3 if a timing requirement was
provided in the inputTimeRequivement parameter for input3.

[00130] In Step 8, sometime later, the 10T server may retrieve data? from an {oT
device or another loT server where data is hosted. The expected ocutput data collector may
use the control information provided in Step 5 and the outpuiime Requirement parameter to
explicitly retrieve data2. In this case, the culput TimeRequiremeni parameter may require that
before output! can be generated, an event must occur first in which the data for input? 13
captured. This requirement provides an implicit link between input2 and outpit] that may be
very mmportant to the learning algornithm. For example, in the cardiac rchab use case, i 1s
very important that a patient’s heart rate be compared before and after exercise. This
relationship may infer the degree of effort the patient is exerting during rehab —e.g., too
much exertion 1s not good for the patient’s heart while too little exertion is not benefiting the
patient’s recovery. The expected output data collector may determine that m order to meet
the outputlimeRequirement parameter, an explicit retrieval 1s required instead of waiting for
data? to arrive.

[00131] In Step 9, the expected output data collector may process the respouse due
to the control information provided m Step 5. The expected output data collector may use the
mformation in the outputDataFxiraction parameter to extract the data from the response and
save the data and the associated time stamp to the cutput! data clement of the labeled data
mstance.

[00132] In Step 10, sometime later, the loT server receives datad from an [oT
device.

[00133] In Step 11, similar to Step 9, the expected output data collector may extract
the data from datad and save the value with the associated time stamp to the output? element

of the labeled data mmstance. If necessary, the expected output data collector may also quahify
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datad agamst the time value specified in the outputTimeReguirement parameter. At this
point, the data collection 1s complete for one labeled data instance. I the data configuration
resource had specified continuous operations, the data collectors would resume data
collection for the next labeled data instance.

[00134] The example data collection flow shown in Figure 11 shows a use of the
output! imeRequirement parameter and the linking of information it may provide to the
labeled data generation service. With machine learning, there usually 1s a cause and effect
relationship embedded within the apphication. This relationshup provides the Iink between
mputs and expected outputs and may be one aspect of the function to be leamt. The
outpurlimeRequirement parameter provides the mechanism to indirectlv obtamn this

mformation as the data is being generated.

Pre-processor

[00135] Afier the required data has been extracted from a request, the data may be
forwarded to the pre-processor. The pre-processor may then convert the data from one unit
of measurement to another unit of measurement as indicated by the control information
and/or provided by the data collector based on available meta-data. fn addition, there may be
a unit conversion within the same unit of measurement, ¢.g. from kilograms to grams.
Finally, a data aggregation function may be utilized if there are multiple data imnputs that may
need to be reduced to a single value,

[00136] For the data aggregation functions, the pre-processor may need to maintain
a count of the number of data inputs if receives from the data collector. This count value may
be required by data aggregation functions such as average and count for cases in which a time
requirement may be configured. The availability of this function may provide flexibility in
allowing the generation of labeled data mstances from various data sources, some of which
may have different numbers of data samples relative to other data samples. Note that the
control mformation may also provide a count which the pre-processor uses to ensure the
correct amount of data 1s aggregated.

[00137] The pre-processor may also support compound data aggregatnon functions
m which one fanction supports a first level of aggregation and ancther function supports a
second level of aggregation. These compound data aggregation functions may be nested
together within the inpurPreProcessing parameter and may be represented as max Javg(3)].
For example, a maximum value may be obtained from a daily average of a measurement such

as blood sugar levels for the duration of a week or a month,
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[00138] There may be times where the required pre-processing function may not
exist within the pre-processor component. For these cases, the pre-processor may need to
cormmunicate to an external node to pre-process the data. The external node may be any node
that provides the necessary pre~-processing function, or it may also be the target node as well.
This information may be provided in the control information provided to the pre-processor
along with the URI of an external node or even the target node. This communication is
shown by Step 6 of Figure 10, When multiple data need to be processed, the pre-processor
may wait to commumcate to the external or target node until all data are available to be sent

together, such as in aggregation cases.

Data Transformation

[00139] The data transformation component may further process the data to ensure
it is in a form that the supervised learning algorithm requires. The processing functions here
may be statistical functions such as normalization, standard deviation, binning, logarithm, etc.
compared to the data aggregation functions found in the pre-processor. Some supervised
leamning algorithms may have strict requirements on the format of the data and the algorithm
may not work properly if the data is not transformed appropriatelv. Therefore, the data
transformation component performs a critical function in the labeled data generation process.

[00140] Similar to the pre-processor, the data transformation component may also
be able to communicate to an external node for cases where the data transformation function
may not be available. After receiving the control mformation from the labeled data
generator, the data transformation component may make the determimation that it requires
assistance from an ¢xternal node and may forward any pre-processed data it receives. The
data retumed from the external node may then be associated with the data instance I3 and a

time stamp may be added to the data sent o the labeled data generator.

Data Cleaning

[0014]1] Data cleaning may be performed, for example, if cleaning rules arc
provided in the data configuration resource. Data cleaning may be performed when the entire
labeled data set has been created. The cleaning rules may specify that all duplicate labeled
data instances be removed from the set betore 1t is sent to the target node. This process
cleans the data that may be necessary or required by the supervised learning algorithm. Other
cleaning rules that may be applied are data range verification, mandatory data checks, and

conflicting labeled data instance detection, for example.
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[00142] Due to the dimensionality of the data and distributed data collection, data
range verification may be difficult to perform on individual data components as they are
received by the labeled data generation service. Data range verification cleaning rules may
be used to achieve a final checkpoint where data in the labeled data imstances may be verntied
to be within a range set forth by the cleaning rule. Other mechanisms, such as a semantic
descriptor, may be used. A URI may be used to indicate where such information is provided.
Such cleaning mechanisms may be applied to data in the labeled data instances in the set to
ensure a certam degree of data integrity. Any Jabeled data instance detected to be in violation
of such a rule may be flagged and sent to the target node, or may be deleted, as directed by
the rule.

[00143] Mandatory data check cleaning rules may be used to ensure that the data
sent to a target node contains all the pertinent data required by the algonthm. This may be
important for cases in which the data set is used by a semi-supervised or unsupervised
learning application. The labeled data generation service may perform a mandatory data
check on cach labeled data mmstance and may flag any data instances which do not contain the
mandatory data before sending the data to the target node.

[00144] Another cleaning rule that a labeled data generation service may sopport is
the detection of conflicting labeled data mstances. In these cases, the labels that are
generated conflict between two or more data instances that have the same mputs. For
example, a conflict may be determined to exist if the inputs of two or more labeled data
mstances have the same values, but the expected outputs are vastly different. These labeled
data mstances may be flagged as being in conflict with each other and may be sent to the

target node for further evaluation.

oneM 2M Examples

[00145] A labeled data generation service of an foT server may be used in a service
laver technology such as oneM2M.

[00146] Figure 12 illustrates a labeled data generation service realized as a
Common Services Function (CSF). A oneM2M labeled data generation service C5F may
support all of the functionalities described herein, ¢.g., as described in reference to Figures 3
to 11, The Labeled Data Generation CSF may interface with other CSFs within the CSE to
generate labeled data instances. Aliematively, the Labeled Data Generation Service may be

part of an exasting CSF ~ for example the Data Management and Repository CSE.
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OneM2M <labeledDataConfig> Resource

[00147] The <labeledDataConfig> resource type represents the labeled data
configuration resource created in the USE to generate labeled data instances for supervised
leaming applications. It may exist as a child resource of the following resources:
<CSEBase>, <remoteCSE>, <AE>, <node>, and <group>. The <labeledDataConfig>

resource may contain the resource specific attributes specified in Table 2 of the Appendix.

OneM2M <labeledDatalnstance™> Resource

[00148] The <dabeledDatalnstance> resource type represents 3 labeled data instance
resource created in the CSE for supervised leaming applications. The <labcledDatalnstance>
resource is a child resource of the parent resource specified by the dafaSerURT attribute of the
<dabeledPataConfig> resosrce. The <labeledPatalnstance™> resource may contain the
resource specific attributes specified in Table 3 of the Appendix. Alternatively, the

mformation provided by Table 3 may be included in a <flexContainer> resource.

Cardiac Rehab Use Case Application

[00149] The <labeledDataConfig> resource is applied to the cardiac rehab use case
as shown in Table 4 of the Appendix. Note this is a hypothetical description of the use case
and is intended to demonstrate how the labeled data gencration service may be used. The use
case monitors certain characteristics of a cardiac patient’s rehabilitation for a three-month
period. The patient operates cse01 on his/her smartphone and the cardiac rehab center
operates a second CSE ¢se02. There is mutual registration between cse01 and ¢se02 and the
data collected on cse02 during exercise are mirrored onto ¢seQ1 vader the remote cse02
resouree on csel. The <labeledDataContig> resource is created on cse1 to generate
labeled data mnstances on a daily basis for the 3-month period. Labeled data instances are
saved in fose01/labeledData/app /g1 and also seut to the target node at
www .cxample.com/appl. Note that some of the attribute valucs provided have been
condensed for casier representation and understanding.

[00150] Inputs 1-3 are obtamed from an application running on the patient’s
smartphone that provides appropriate values based on what the patient drinks {water, juice,
soda, wine, beer, ¢tc.) and cats (carbs, fats, protein, fried food, ctc.). The app takes input on
what 15 consumed and provides a “score” for each category. In addition, the app also tracks if

the patient forgets to take prescribed medicines by communicating to a medicine dispenser.

28



WO 2020/205693 PCT/US2020/025641

The app updates the corresponding resources three times a day and the labeled data
generation service calculates a runming sum of the values.

[00151] foputs 4-12 arc provided by the cardiac rehab center when the patient
exercises. At the rehab center, the patient performs three different exercises while being
momitored. Heart rate is constantly being monitored during exercise while blood pressure is
taken at various times durning the exercise program. The labeled data generation service
records the maximum heart rate and the average blood pressure for cach exercise. Finally,
mputs 13-16 are provided from home medical devices that the patient owns. Both morming
and evening heart rate and blood pressure readings are recorded.

[00152] The expected outputs may be generated as follows. For outputl, if the
heart rate of the patient during exercise exceeds 123, set value to 1; else 0. For output?, if the
blood pressure of the patient during exercise falls below 90/60, set value to 1; else 0.

[00153] QCutput3 may note the number of times the patient experiences chest pains
during the day. For example, this may be provided by a wearable device with a button the

patient presses when experniencing chest pains,

User Interface

[00154] Figure 13 illustrates an example user interface, whereby a form 1s presented
to a user to create a labeled data configuration resource on a USE. The form represents all
the resource specific attributes defined for the aforementioned <labeledDataConfig> resource
type in Table 2. A user may press any entry on the form to mput data required for the
corresponding attribute. New inputs and outputs may be added to the existing entries by
pressing the corresponding butions. When the form is completed, the user mayv press the
Send button to transmit a <labeledDataConfig> create request to the CSE.

[00155] Figure 14A is a diagram of an example machine-to machime (M2M),
Internet of Things (IoT), or Web of Things (WoT) communication system 10 in which one or
morg disclosed embodiments may be implemented. Generally, M2M technologics provide
building blocks for the IoT/WoT, and any M2M device, M2M gateway, M2ZM server, or
M2M service platform may be a component or node of the IoT/Wo'T as well as an JoT/WoT
Service Layer, efc. Aany of the client, proxy, or server devices itlustrated in any of Figures 3-
5 and 7-12 may comprise a node of a communication system, such as the ones illustrated m
Figures 1, 3-5, and 7-12.

[00156] The service layer may be a functional layer within a network service

architecture. Service layers are typically situated above the application protocol laver such as
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HTTP, CoAP, or MQTT and provide value added services to client applications. The service
laver also provides an mnterface to core networks at a lower resource layer, such as for
example, a control layer and transport/access layer. The service laver supports multiple
categories of (service) capabilities or functionahities, including a service definition, service
runtime enablement, policy management, access control, and service clustering. Recently,
several industry standards bodies, ¢.g., oneM2ZM, have been developing M2M service lavers
to address the challenges associated with the integration of M2ZM types of devices and
applications into deplovments such as the Intemet/Web, cellular, enterprise, and home
networks. An M2M service layer can provide applications and/or various devices with access

to a collection of or a set of the above mentioned capabilities or functionalities, supported by

not limited to, security, charging, data management, device management, discovery,
provisioning, and connectivity management which can be commonly used by various
applications. These capabilities or functionalitics are made available to such various
applications via APIs which make use of message formats, resource structures, and resource
representations defined by the M2M service layer. The CSE or SCL. is a functional entity
that may be implemented by hardware and/or software and that provides {service) capabilitics
or functionalitics exposed to various applications and/or devices (¢ g., functional interfaces
between such functional entities) in order for them fo use such capabilities or functionalities.

[00157] As shown in Figure 144, the M2M/1oT/Wo'T communication system 10
mcludes a communication network 12, The communication network 12 may be a fixed
network {(e.g., Ethernet, Fiber, ISDN, or PLC) or a wireless network {¢.g., WLAN or cellular)
or a network of heterogeneous networks. For example, the communication network 12 may
be comprised of multiple access networks that provide content such as veice, data, video,
messaging, broadeast, or the like to multiple users. For example, the communication network
12 may employ one or more channel access methods, such as code division multiple access
{CDMA), time division multiple access (TDMA), frequency division multiple access
{(FDMA), orthogonal FDMA (OFDMA), single-carricr FDMA (SC-FDMA), and the like.
Further, the communication network 12 mav comprise other networks such as a core
network, the Internet, a sensor network, an mdustrial control network, a personal area
network, a fused personal network, a satellite network, a home network, or an enterprise
network.

[00158] As shown in Figure 14A, the M2M/IoT/Wo'T communication system 10

may include the Infrastructure Domain and the Field Domain. The Infrastructure Domain
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refers to the network side of the end-to-end M2M deplovment, and the Field Domain reters to
the arca networks, usually behind an M2M gateway. The Field Domain and Infrastructure
Domain may both comprise a variety of different nodes {e.g., servers, gateways, and devices)
of the network. For example, the Field Domain may mclude M2M gateways 14 and devices
18. It will be appreciated that any number of M2M gateway devices 14 and M2ZM devices 18
may be included in the M2M/ IoT/WoT communication svstem 10 as desired. Each of the
M2ZM gateway devices 14 and M2M devices 18 arc configured to transmit and receive
signals, using communications circuitry, via the communication network 12 or direct radio
hEnk. An M2M gateway 14 allows wireless M2M devices {e.g.. cellular and non-cellular) as
well as fixed network M2M devices {e.g., PLC) to communicate either through operator
networks, such as the communication network 12 or direct radio hink. For example, the M2M
devices 18 may collect data and send the data, via the comprunication network 12 or direct
radio link, to an M2M application 20 or other M2M devices 18, The M2ZM devices 18 may
also receive data from the M2M application 20 or an M2M device 18, Further, data and
signals may be sent to and received from the M2M application 20 via an M2M Service Laver
22, as described below. M2M devices 18 and gatewavs 14 may commumicate via various
networks including, cellular, WLAN, WPAN (¢ g, Zigbee, 6LoWPAN, and Bluctooth),
direct radio link, and wircline for example. Exemplary M2ZM devices include, but are not
Iimited to, tablets, smart phones, medical devices, temperature and weather monitors,
connected cars, smart meters, game consoles, personal digital assistants, health and fitness
monitors, lights, thermostats, appliances, garage doors and other actuator-based devices,
security devices, and smart outlets.

[00159] Referring to Figure 14B, the tHustrated M2M Service Layer 22 in the field
domain provides services for the M2M application 20, M2M gatewayvs 14, and M2M devices
18 and the communication network 12, It will be understood that the M2M Service Layer 22
may communicate with any number of M2M applications, M2M gateways 14, M2M devices
18, and communication network 12 as desired. The M2M Service Laver 22 may be
mmplemented by one or more nodes of the network, which may comprise servers, computers,
devices, or the like. The M2M Service Layer 22 provides service capabilities that apply to
M2M devices 18, M2ZM gateways 14, and M2M applications 20. The functions of the M2ZM
Service Laver 22 mav be implemented in a varicty of ways, for example as a web server, in
the cellular core network, m the cloud, ete.

[00160] Similar to the iltustrated M2M Service Laver 22, there is the M2M Service

Layer 227 in the Infrastructure Domain. M2M Service Layer 22° provides services for the
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M2M application 20”7 and the underlving communication network 12 in the mfrastructure
domain. M2M Service Laver 227 also provides services for the M2M gateways 14 and M2M
devices 18 in the field domain. It will be understood that the M2M Service Layer 22° may
cornmunicate with any number of M2M applications, M2M gateways, and M2M devices.
The M2M Service Layer 227 may mteract with a Service Layer by a different service
provider. The M2ZM Service Laver 227 may be implemented by one or more nodes of the
network, which may comprise servers, computers, devices, or virtual machines {¢.g.. cloud
computing/storage farms).

[00161] Referring also to Figure 148, the M2M Service Layers 22 and 227 provide
a core set of service delivery capabilitics that diverse applications and verticals may leverage.
These service capabilities enable M2M applications 20 and 207 to interact with devices and
perform functions such as data collection, data analysis, device management, security, billing,
and service/device discovery. Essentially, these service capabilities free the applications of
the burden of implementing these functionalities, thus simplifving application development,
and reducing cost and time to market. The Service Lavers 22 and 227 also enable M2M
applications 20 and 20 to communicate through various networks such as network 12 1n
connection with the services that the Service Lavers 22 and 22 provide.

[00162] The M2M applications 20 and 20° may mclude applications in vanous
mdustries such as, without limitation, transportation, health and wellness, connected home,
energy management, agset tracking, and security and surveillance. As mentioned above, the
M2ZM Service Laver, running across the devices, gateways, servers, and other nodes of the
system, supports functions such as data collection, device management, security, biliing,
location tracking/gecfencing, device/service discovery, and legacy systems integration, and
provides these functions as services to the M2M applications 20 and 207,

[00163] Generally, a Service Layer, such as the Service Layers 22 and 227
tlustrated in Figure 148, defines a software muddleware layer that supports valuc-added
service capabilitics through a set of Application Programming Interfaces {APls} and
underlying networking mterfaces. Both the ETSE M2M and oneM2ZM architectures define a
Service Layer. ETSI M2M’s Service Laver 1s referred to as the Service Capability Layer
(SCL). The SCL may be mmplemented in a variety of different nodes of the ETSI M2M
architecture. For example, an instance of the Service Layer may be implemented within an
M2M device (where 1t 15 referred to as a device SCL (DSCL)), a gateway (where © is referred
to as a gateway SCL {GSCL)), and/or a network node (where it 1s referred to as a network

SCL (NSCL}}. The oneM2ZM Service Layer supports a set of Common Service Functions
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{CSFs) (e.g., service capabilities). An instantiation of a set of one or more particular types of
CSFs 18 referred to as a Common Services Entity {CSE) which may be hosted on different
tvpes of network nodes (e.g., infrastructure node, middic node, and application-specific
node). The Third Generation Partnership Project (3GPP) has also defined an architecture for
machine-type communications (MTC). I that architecture, the Service Layer, and the
service capabilities it provides, are implemented as part of a Service Capability Server (5CS).
Whether embodied m a DSCL, GSCL, or NSCL of the ETSI M2M architecture, in a Service
Capability Server (SCS) of the 3GPP MTC architecture, in a CSF or CSE of the oneM2ZM
architecture, or in some other node of a network, an mstance of the Service Laver may be
implemented as a logical entity (¢.g., software and computer-cxecutable instructions}
executing either on one or more standalone nodes n the network, including servers,
computers, and other computing devices or nodes, or as part of one or more existing nodes.
As an example, an instance of a Service Layer or component thereof may be implemented in
the form of software running on a network node {e.g., server, computer, gateway, or device)
having the general architecture tllustrated in Figure 14C or Figure 14D described below.

[00164] Further, the methods and fimetionalities described herein may be
implemented as part of an M2M network that uses a Service Oriented Architecture (SOA)
and/or a Resource-Orniented Architecture (ROA) to access scrvices.

[00165] Figure 14C s a block diagram of an example hardware/software
architecture of a node of a network, such as one of the clients, servers, or proxies illustrated
m Figures 3-5 and 7-12, which may operate as an M2M server, gateway, device, or other
node mn an M2M network such as that itlustrated in Figures 1, 3-3, and 7-12. As shown n
Figure 14C, the node 30 may include a processor 32, non-removable memory 44, removable
memory 46, a speaker/microphone 38, a keypad 40, a display, touchpad, and/or mdicators 42,
a power source 48, a global positioning system (GPS) chipset 30, and other peripherals 52,
The node 30 may also include communication circuitry, such as a transceiver 34 and a
transmit/receive element 36, I will be appreciated that the node 30 may include any sub-
combination of the foregoing elements while remaining consistent with an embodiment. This
node may be a node that implements technigues for creating labeled data sets, e.g., i relation
to the methods described 1o reference to Figures 3 and 7-11 or the data structures of Figures |
and 6, Tables 1-4, or in a claim.

[00166] The processor 32 may be a general purpose processor, a special purpose
processor, a conventional processor, a digital signal processor {DSP}, a plurality of

MICIOPICCCasors, One OF MOTC MICTOProcessors in assoctation with a DSP core, a controller, a
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microcontroller, Application Specific Integrated Circuits (ASICs), Field Programmable Gate
Array (FPGA) circuits, any other type of integrated circuit {(EC), a state machine, and the tike.
In general, the processor 32 may execute computer-executable instructions stored in the
memory {¢.g., memory 44 and/or memory 46) of the node in order to perform the various
required functions of the node. For example, the processor 32 may perform signal coding,
data processing, power control, input/output processing, and/or any other functionality that
enables the node 30 to operate in a wireless or wired environment. The processor 32 mayv run
application-layer programs {¢.g., browsers} and/or radio access-laver (RAN) programs and/or
other communications programs. The processor 32 may also perform security operations
such as authentication, security key agreement, and/or cryptographic operations, such as at
the access-layver and/or application layer for example.

[00167] As shown in Figure 14C, the processor 32 is coupled to its commuonication
circuitry {e.g., transceiver 34 and transmit/receive element 36). The processor 32, through
the execution of computer executable instructions, may control the conununication circuitry
i order to cause the node 30 to commumicate with other nodes via the network to which it 13
connected. In particular, the processor 32 may control the communication circuitry in order
to perform the techniques for creating labeled data sets herein, ¢ g, in relation to Figures 3
and 7-11, or in a claim. While Figure 14C depicts the processor 32 and the transceiver 34 as
separate components, it will be appreciated that the processor 32 and the tranasceiver 34 may
be wtegrated together in an electronic package or chip.

[00168] The transmit/receive clement 36 may be configured to transmit signals fo,
or recetve signals from, other nodes, including M2M servers, gateways, device, and the like.
For example, in an embodiment, the transmit/receive element 36 may be an antenna
configured to transmit and/or receive RY signals. The transmit/receive element 36 may
support various networks and air interfaces, such as WLAN, WPAN, cellular, and the like. In
an embodiment, the transmit/receive element 36 may be an emitter/detector configured to
transmit and/or receive IR, UV, or visible light signals, for example. In yet another
embodiment, the transmit/receive element 36 may be contigured to transmit and receive both
RF and light signals. It will be appreciated that the transmit/receive element 36 may be
configured to transmit and/or receive any combination of wireless or wired signals,

[00169] Io addition, although the transmit/receive clement 36 is depicted in Figure
14C as a single clement, the node 30 may include any number of transnuit/receive elements

36. More specifically, the node 30 may employ MIMO technology. Thus, in an
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embodiment, the node 30 may mclude two or more transmit/receive elements 36 (e.g.,
multiple antennas) for transmitting and receiving wircless signals.

[00170] The transceiver 34 may be configured to modulate the signals that are to be
transmitied by the transmut/receive element 36 and to demodulate the signals that are received
by the transmt/receive element 36, Ag noted above, the node 30 may have multi-mode
capabilitics. Thus, the transceiver 34 may oclude multiple transceivers for enabling the node
30 to conununicate via multiple RATs, such as UTRA and TEEE 802.1 1, for example.

[00171] The processor 32 may access information from, and store data in, any type
of suitable memory, such as the non-removable memory 44 and/or the removable memory
46. For example, the processor 37 may store session context in its memory, as described
above. The non-removable memory 44 may mclude random-aceess memory (RAM), read-
only memory (ROM), a hard disk, or any other type of memory storage device. The
removable memory 46 may include 3 subscriber identity module (SIM} card, a memory stick,
a secure digital (SD) memory card, and the like. In other embodiments, the processor 32 may
access information from, and store data m, memory that is not physically located on the node
30, such as on a server or a home computer. The processor 32 may be configured to control
lighting patterns, images, or colors on the display or indicators 42.

[00172] The processor 32 may receive power from the power source 48, and may be
configured to distribute and/or control the power (o the other components i the node 30.

The power source 48 may be any suitable device for powering the node 30. For example, the
power source 48 may include one or more dry cell batteries (e.g., nickel-cadnmiwm (NiCd),
nickel-zine (NiZn}, mickel metal hydride (NiMH), and lithium-ion (Li-ion)), solar cells, and
fuel cclls.

[00173] The processor 32 may also be coupled to the GPS chipset 50, which is
configured to provide location information (¢ g., longitude and latitude) regarding the current
location of the node 30. It will be appreciated that the node 30 mav acquire location
mformation by way of any suitable location-determination method while remaining
consistent with an embodument,

[00174] The processor 32 may further be coupled to other peripherals 52, which
may include one or more software and/or hardware modules that provide additional features,
functionality, and/or wired or wireless connectivity. For example, the peripherals 32 may
nclide various sensors such as an accelerometer, biometrics {¢.g., fingerpunt) sensors, an ¢-
compass, a satellite transceiver, a sensor, a digital camera (for photographs or video}, a

universal serial bus (USB) port or other connection interfaces, a vibration device, a television
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transceiver, a hands free headset, a Bluetooth® module, a frequency modulated (FM) radio
umif, a digital music player, a media plaver, a video game plaver module, and an Internet
browser.

[00175] The node 30 may be embodied m other apparatuses or devices, such as a
sensor, consumer electronics, a wearable device such as a smart watch or smart clothing, a
medical or cHealth device, a robot, industrial equipment, a drone, or g vehicle such as a car,
truck, train, or airplane. The node 30 may conunect to other componeuts, modules, or systems
of such apparatuses or devices via one or more connection interfaces, such as an connection
mterface that may comprise one of the peripherals 52.

[00176] Figure 141 15 a block diagram of an exemplary computing system 90
which may also be used to implement one or more nodes of a network, such as the chents,
servers, or proxies illustrated in Figures 3-5 and 7-12, which may operate as an M2M server,
gateway, device, or other node m an M2M network such as that dlustrated in Figures 1, 3-5,
and 7-12.

[00177] Cormputing system 90 may comprise a computer or server and may be
controlled primarily by computer readable instructions, which may be in the form of
software, wherever or by whatever means such software is stored or accessed. Such
computer readable instructions may be exccuted within a processor, such as central
processing unit (CPU) 91, to cause computing system 90 to do work. In many known
workstations, servers, and personal computers, central processing unit 91 is implemented by a
single-chip CPU called a microprocessor. In other machines, the central processing unit 91
may comprise multiple processors. Coprocessor 81 15 an optional processor, distinct from
main CPU 91, which performs additional functions or assists CPU 91. CPU 91 and/or
coprocessor 81 may receive, generate, and process data related to the disclosed systems and
methods for E2E M2M Service Layer scssions, such as receiving session credentials or
authenticating based on session credentials.

[00178] In operation, CPU 91 fetches, decodes, and executes instructions, and
transters mformation to and from other resources via the computer’s main data-transfer path,
system bus 80, Such a system bus connects the components in computing system 90 and
defines the medium for data exchange. System bus 80 typically includes data lines for
sending data, address hines for sending addresses, and conirol lines for sending interrupts and
for operating the system bus. An examople of such a svstem bus 80 is the PCI (Penipheral

Component Interconnect) bus.
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[00179] Memories coupled to svstem bus 80 include random access memory
{RAM)} 82 and read only memory (ROM) 93, Such memories include circuitry that allows
nformation to be stored and retrieved. ROMs 93 generally contain stored data that cannot
casily be modified. Data stored m RAM 82 may be read or changed by CPU 91 or other
hardware devices. Access to RAM 82 and/or ROM 93 may be controlled by memory
controller 92. Memory controller 92 may provide an address translation function that
translates virtual addresses mto physical addresses as instructions are executed. Memory
controtler 92 may also provide a memory protection function that isolates processes within
the system and 1solates system processes from user processes. Thuis, a program running in a
first mode may access only memory mapped by its own process virtual address space; it
cannot access memory within another process’s virtual address space uniess memory sharing
between the processes has been set up.

[00180] In addition, computing svstem 90 may contain peripherals controlier 83
responsible for communicating nstructions from CPU 91 to penipherals, such as printer 94,
kevboard 84, mouse 95, and disk drive 85,

[00181] DBusplay 86, which is controlled by display controller 96, 1s used to display
visual output generated by computing system 90, Such visual cutput may include texg,
graphics, animated graphics, and video. Display 86 may be implemented with a CRT-based
video display, an LCD-based flat-panel display, a gas plasma-based flat-panel display, or a
touch panel. Bisplay controller 96 includes electronic components required {0 generate a
video signal that is sent to display 86.

[00182] Further, computing sysiem 90 may contain communication circuitry, such
as a network adaptor 97, that may be used to connect computing system 90 to an external
communications network, such as network 12 of Figures 14A~14D, to cnable the computing
systerm 90 to communicate with other nodes of the network.

[00183] It 1is understood that any or all of the systems, methods and processes
described herein may be embodied in the form of computer executable instructions {e.g.,
program code) stored on a coraputer-readable storage medivm which instructions, when
executed by a machine such as an apparatus of an M2M network, mcluding, for example, an
M2M server, gateway, device or the like, perform and/or implement the systems, methods
and processes described herein. Specifically, any of the steps, operations, or functions
described above may be implemented in the form of such computer exccutable mnstructions.
Computer readable storage media include both volatile and nonvolatile, removabie and non-

removable media implemented in any non-transitory (¢.g., tangible or physical) method or
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technology for storage of mformation, but such computer readable storage media do not
mehude signals. Computer readable storage media include, but are not limited to, RAM,
ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile
disks (DVD) or other optical disk storage, magnetic cassettes, magnetic tape, magnetic disk
storage or other magnetic storage devices, or any other tangible or physical mediom which

may be used to store the desired information and which may be accessed by a computer.
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CLAIMS

We clamm:

)

An apparatus, cCOmprising a processor, a memory, and communication circuitry, the
apparatus being connected to a network via its communication circuitry, the apparatus
further comprsing computer-executable mstructions stored in the memory of the
apparatus which, when executed by the processor of the apparatus, cause the
apparatus to perform operations comprising:
maintaining a configuration, the configuration pertaming to the automatic creation
of a labeled data set, the labeled data set comprising a plurality of labeled
data instances, wherein each labeled data instance comprises a plurality of
data values, the data values comprising one or more data inputs and one or
more expected outputs associated with the one or more data inputs,
wherein the configuration comprises a design of the labeled data set;
creating, according to the configuration, the labeled data set, by acquiring a
plurality of raw data inputs from data source devices, processing the raw
data mputs to create processed data valaes, and storing the processed data
values in the labeled data instances; and

sending the labeled data set to a machine learning repository.

The apparatus of claim 1, wherein, for one or more raw data inputs, the processing of
the raw data inputs comprises converting or scaling cach of the raw data inputs to

create a processed data value for cach raw data mput.

¢ apparatus of claim 1, wherein, for one or morc raw data mputs, the processing of
the raw data inputs comprises scaling a processed data value for each of the raw data
inputs i accordance with one or more statistical observations of the plurality of raw

data mputs.

The apparatus of claim 3, wherein the scaling of the processed data value for cach of
the raw data inputs compnises scaling the processed data value to fit a normalized

Imear scale of the plurality of raw data nputs.
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The apparatus of claim 3, wherein the scaling of the processed data value for each of
the raw data tnputs comprnises scaling the processed data value to fit a normalized

logarithmic scale of the plurality of raw data inputs.

6. The apparatus of claim 1, wherein, for one or more sets of raw data inputs, the
processing of the raw data inputs  comprises deriving a processed data value for cach
plurahity of raw data inputs m accordance with one or more statistical observations of

the plurality of raw data mputs.

7. The apparatas of claim 6, wherein the one or more statistical observations of the sct of
raw data inputs comprises a computed mean, average, or standard deviation of the set

of raw data inputs.

8. The apparatus of claim 1, wherein the operations further comprise cleaning the
labeled data sct prior to sending the labeled data set to the machine leamning

TepOSItoTy.

9. The apparatus of claim &, wherein the cleaning of the labeled data set comprises

identifving duplicate labeled data mstances in the labeled data set.

10. ¢ apparatus of claim 9, wherein the cleanming of the labeled data set comprises

removing the identified duplicate iabeled data instances from the labeled data set.

i The apparatus of claim 9, wherein the operations further comprise informing the

machine learning repository of the identified duplicate labeled data mstances.

12, 'The apparatus of claim 8, wherein the cleaning of the labeled data set comprises
wdentitving duplicate labeled data mmstances with processed data values falling outside

atolerated range.

[
(]

The apparatus of claim 12, wherein the cleaning of the labeled data sct comprises
removing the identified duplicate labeled data mstances with processed data values

falling outside the tolerated range from the labeled data set.

14, The apparatus of claim 12, wherein the operations further comprise informing the
machine learning depository of the identified labeled data wstances with processed

data values falling outside the tolerated range.

55



WO 2020/205693 PCT/US2020/025641

15, The apparatus of claim &, wheremn:
the cleaning of the labeled data set comprises identifying conflicting sets of
labeled data instances, wherein the conflicting sets of labeled data
instances comprise data mstances in which data inputs match and expected
outputs differ; and
the operations further comprise informing the machine learning repository of the

identificd conflicting scts of labeled data instances.

16. The apparatus of claim 1, wherein:
the configuration comprises an output time requirement parameter; and
the operations further comprise acquinng an expected cutput in accordance with

the cutput time requirement parameter.

17. The apparatus of claim 16, wherein:
the output time requirement parameter comprises a time value; and
the acquisition of an expected output in accordance with the output time
reguirement parameter comprises waiting, after recerving a data input
associated with the expected cutput. for a period equal to the time value

before acquining the expected output.

18. The apparatus of claim 17, wherein, acquiring an expected output in accordance with

the output time requircraent parameter comprises retrieving the expected output.

19, The apparatus of claim 16, wherem:
the output time requirement parameter comprises an event or a notification; and
the acquisition of an expected output tn accordance with the cutput time
requirement parameter comprises waiting, after receiving a data input
associated with the expected output, for the event or the notification before

acquinng the expected output.

20. The apparatus of claim 19, wherem the acquisition of an expected output in
accordance with the output time requirement parameter comprises retrieving the

expected cutput.
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Labeled Data Configuration

Target Node:
Data Set URI:
# Instances: Data Source:
# Inputs: # Outputs:
Inputl: Outputl:
Input2: Output2:
Input3: Output3:
Input4: ( New Output )
Input5:

( New Input )

Activate: ( Send )
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