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PROCESS FOR IDENTIFYING 
COMPLETION OF DOMAIN ADAPTATION 

DICTIONARY ACTIVITIES 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH OR DEVELOPMENT 

[ 0001 ] This invention was made with United States Gov 
ernment support under Agreement No . 2013 - 12101100008 . 
The GOVERNMENT HAS CERTAIN RIGHTS IN THE 
INVENTION . 

BACKGROUND 
[ 0002 ] The present disclosure relates to the field of natural 
language processing , and more specifically to domain adap 
tation for deep question answering . 
[ 0003 ] Natural language processing enables electronic 
systems to interpret input in a natural language form ( e . g . , as 
would be naturally spoken or written by a human ) in a 
manner that may be at least partially similar to a manner in 
which a human might interpret the content of the input . To 
perform such processing , the electronic systems may 
develop an understanding of certain key terms or phrases 
that may be relevant to natural language processing in a 
certain field or subject area . A process of developing this 
understanding may be referred to as domain adaptation , and 
depending on a richness of a vocabulary of a domain for 
which natural language processing is desired , may involve 
significant time , cost , and / or user input . Furthermore , 
because the domain may be regularly changing and may 
include a large number of terms , all of which may not be 
beneficial to natural language processing , it may be desir 
able to provide for embodiments that determine a sufficiency 
of domain adaptation of a domain . 

generating a plurality of test systems each corresponding 
uniquely to one of the plurality of sub - corpora . The com 
puter - implemented method also includes evaluating the 
evaluation question using the plurality of test systems to 
determine a plurality of evaluation results each correspond 
ing uniquely to one of the plurality of test systems . The 
computer - implemented method also includes determining a 
threshold for sufficiency of domain adaptation based on at 
least one of the evaluation results . 
[ 0006 ] According to an embodiment of the present inven 
tion , a computer program product for performing domain 
adaptation of a domain , the computer program product 
comprising a computer readable storage medium having 
program instructions embodied therewith , the program 
instructions executable by a processor to cause the processor 
to identify a corpus of documents from within a client 
domain . The program instructions further cause the proces 
sor to divide the corpus of documents into a plurality of 
sub - corpora . The program instructions further cause the 
processor to extract at least one domain term from each of 
the plurality of sub - corpora . The domain terms extracted 
from one of the plurality of sub - corpora may form a lexicon 
for that respective sub - corpora of the plurality of sub 
corpora . The program instructions further cause the proces 
sor to determine a metric having a relationship to the lexicon 
for that respective sub - corpora of the plurality of sub 
corpora . The program instructions further cause the proces 
sor to determine , based at least in part on the metric , that 
sufficient domain adaptation of the client domain has been 
performed . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0007 ] FIG . 1 depicts a block diagram of a system for 
domain adaptation according to various embodiments . 
[ 0008 ] FIG . 2 depicts a flowchart of a method for deter 
mining a threshold for sufficiency of domain adaptation 
according to various embodiments . 
[ 0009 ] FIG . 3 depicts a flowchart of a method for deter 
mining sufficiency of domain adaptation of a client domain 
according to various embodiments . 
[ 0010 ] FIG . 4 depicts a computing device according to 
various embodiments . 
[ 0011 ] FIG . 5 depicts a cloud computing environment 
according to various embodiments . 
[ 0012 ] FIG . 6 depicts abstraction model layers according 
to various embodiments . 

SUMMARY 
[ 0004 ] According to an embodiment of the present inven 
tion , an apparatus comprising a memory and a processor 
coupled to the memory . The processor is configured to 
identify a corpus of documents of an evaluation domain . The 
processor is further configured to generate a first lexicon 
based on the corpus of documents of the evaluation domain . 
The processor is further configured to determine a threshold 
that indicates a sufficiency of domain adaptation of the 
evaluation domain based at least in part on the first lexicon . 
The processor is further configured to identify a corpus of 
documents of a client domain . The processor is further 
configured to generate a second lexicon based on the corpus 
of documents of the client domain . The processor is further 
configured to determine a metric associated with the corpus 
of documents of the client domain and the second lexicon . 
The processor is further configured to determine that domain 
adaptation of the client domain is complete when the metric 
exceeds the threshold . 
[ 0005 ] According to an embodiment of the present inven 
tion , a computer - implemented method comprising identify 
ing , by a processor , a corpus of documents from within a 
domain . The computer - implemented method also includes 
determining , by the processor , an evaluation question for use 
with a question answering system to determine an answer to 
the evaluation question based on content of the domain . The 
computer - implemented method also includes partitioning 
the corpus of documents into a plurality of sub - corpora , 
generating a lexicon for each of the respective sub - corpora , 

DETAILED DESCRIPTION 
[ 0013 ] Disclosed herein are various embodiments that 
provide for semi - autonomous natural language processing 
domain adaptation for domains having a dynamically chang 
ing corpus of documents . The disclosed embodiments may 
provide for determining a sufficiency of the domain adap 
tation based on , for example , a ratio of a number of new 
terms derived from the corpus to a total number of terms 
derived from the corpus exceeding a threshold level . In some 
embodiments , a threshold level for indicating sufficiency of 
a dictionary of terms derived from domain adaptation may 
be determined by performing domain adaptation of a sample 
domain of documents that spans one or more subject matter 
areas and performing question answering with the dictionary 
generated by the domain adaptation of the sample domain to 
determine when a sufficiently robust dictionary exists such 
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that adding additional terms to the dictionary does not 
increase an ability to perform question answering . 
[ 0014 ] With reference now to FIG . 1 , a block diagram of 
a system 100 for domain adaptation according to various 
embodiments is shown . In some embodiments , the system 
100 may be configured to perform domain adaptation to 
generate a lexicon ( e . g . , a dictionary for natural language 
processing and / or deep question answering ) of domain terms 
based on a corpus of documents selected from the domain 
for which the system 100 is performing domain adaptation . 
The domain , and in some embodiments the corpus , may 
dynamically change such that existing documents may be 
removed from the domain and / or corpus , or new documents 
may be added to the domain and / or corpus , with a high 
degree of frequency ( e . g . , substantially continuously ) . 
[ 0015 ] The system 100 may include a server 110 that may 
be configured to interact ( e . g . , via a network ) with one or 
more domains to perform domain adaptation . For example , 
the server 110 may interact ( e . g . , via a network such as a 
local area network ( LAN ) or a wide area network ( WAN ) , 
such as via the Internet ) , with an evaluation domain 120 
and / or a client domain 130 . The server 110 may , in some 
embodiments , be configured to operate at least partially in a 
cloud computing environment and as such , may sometimes 
be considered a cloud computing node . The evaluation 
domain 120 may be a blind evaluation domain comprising 
documents 121 that may cross a plurality of subject matter 
areas . The server 110 may identify a corpus 122 of docu 
ments 121 that includes less than all documents 121 con 
tained in the evaluation domain 120 . The evaluation domain 
120 may further include one or more questions ( e . g . , ques 
tions associated with a question answering system ) for 
which answers may be derived or determined from content 
of the one or more documents and / or for which a set of 
answers may be known . For example , the evaluation domain 
120 may be configured such that the server 110 may perform 
domain adaptation to generate a dictionary or lexicon 123 of 
terms contained in the documents 121 of the evaluation 
domain 120 and having a relationship to the evaluation 
domain 120 . Alternatively , the server 110 may determine the 
one or more questions based on input from a user , contents 
of the documents 121 , or any other suitable means . Utilizing 
the one or more questions , the server 110 may determine a 
sufficiency of the dictionary or lexicon 123 . For example , the 
server 110 may use the dictionary or lexicon 123 generated 
based on contents of documents 121 in the evaluation 
domain 120 to determine an answer to at least one of the one 
or more questions . The answer determined by the server 110 
may , in some embodiments , be evaluated manually to deter 
mine whether the answer is sufficient . In other embodiments , 
the answer determined by the server 110 may be compared 
to a known or expected answer to determine whether the 
answer is sufficient . When the server 110 determines that the 
generated dictionary or lexicon 123 corresponding to the 
evaluation domain 120 is sufficient to answer all of the one 
or more questions , or a predetermined percentage or quantity 
of the one or more questions , the server 110 may determine 
that a percentage of the evaluation domain 120 on which 
domain adaptation has been performed is sufficient . As such , 
the server 110 may determine the percentage of the evalu 
ation domain 120 on which domain adaptation has been 
performed as a threshold value for determining sufficiency 
of domain adaptation of other domains , such as , in some 
embodiments , the client domain 130 . The percentage may 

indicate , for example , a percentage of all possible terms 
related to documents 121 within the evaluation domain 120 
that are included in the dictionary or lexicon 123 of terms as 
a result of domain adaptation . For example , the server 110 
may determine , in some embodiments , that a percentage of 
the evaluation domain 120 for which domain adaptation has 
been completed ( e . g . , a percentage of all possible terms of 
documents 121 within the evaluation domain 120 that are 
included in the dictionary or lexicon 123 ) is sufficient when 
80 percent ( % ) of the terms in the evaluation domain 120 are 
included in the dictionary or lexicon 123 . In other embodi 
ments , other percentages may be determined as a threshold 
for sufficiency of domain adaptation based on , for example , 
a complexity and / or similarity of the terms of the evaluation 
domain 120 , a complexity of the questions for which 
answers will be determined using the terms of the evaluation 
domain 120 , and / or other suitable criteria that may charac 
terize one domain as being different from another domain . In 
yet other embodiments , the threshold may be determined 
based , at least in part , on a ratio of newly extracted terms 
( e . g . , terms not previously seen by the server 110 ) to 
previously extracted terms ( e . g . , terms previously seen by 
the server 110 and extracted for inclusion in the dictionary 
or lexicon 123 ) . 
[ 0016 ] The client domain 130 may be a domain of docu 
ments 131 that may have a relationship to operations of the 
client for which the system 100 is performing domain 
adaptation for natural language processing and / or deep 
question answering . In some embodiments the server 110 
performs domain adaptation based on documents 131 of the 
client domain 130 ( e . g . , to generate a dictionary or lexicon 
133 of terms having a relationship to the client domain 130 ) 
to adapt the server 110 to perform natural language process 
ing and / or deep question answering in response to inputs 
received by the server 110 and having a relationship to at 
least some contents of one or more documents 131 of the 
client domain 130 . 
[ 0017 ] . In some embodiments , the client domain 130 may 
be a dynamically changing domain . For example , the client 
domain 130 may change periodically , aperiodically , substan 
tially continuously , or with any other time frame or period 
icity based on activities of the client associated with the 
client domain 130 . For example , the client domain 130 may 
change when a document 131 in the client domain 130 is 
modified ( e . g . , terms are added to and / or removed from the 
document 131 ) , when a new document 131 is added to the 
client domain 130 , and / or when a document 131 is removed 
from the client domain 130 . Such dynamic changing of the 
client domain 130 may cause a number or quantity of terms 
available for inclusion in a dictionary or lexicon 133 of 
terms having a relationship to the client domain 130 to 
dynamically change . For example , the number of terms 
available for inclusion in the dictionary or lexicon 133 of 
terms having the relationship to the client domain 130 may 
change while the server 110 is performing domain adapta 
tion such that a term included in the dictionary or lexicon 
133 by the server 110 that may be present in the client 
domain 130 at a beginning of the domain adaptation may no 
longer be present in the client domain 130 when the server 
110 concludes the domain adaptation . Similarly , a term that 
may or may not be included in the dictionary or lexicon 133 
may not be present in the client domain 130 when the server 
110 begins the domain adaptation but may be added to the 
client domain 130 during the domain adaptation ( and may or 
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may not be present in the client domain 130 when the server 
110 concludes the domain adaptation ) . 
[ 0018 ] The server 110 may generate the dictionary or 
lexicon 133 by identifying a corpus 132 of documents within 
the client domain 130 and dividing the corpus 132 into a 
plurality of sub - corpora . From each of the sub - corpora , the 
server 110 may extract domain terms to form the dictionary 
or lexicon 133 . Domain terms may be extracted from each 
of the sub - corpora by any suitable means including , but not 
limited to , n - gram frequency lists generated automatically 
( e . g . , by the server 110 ) , n - grams manually determined via 
user input , various forms of semi - automatic methods ( e . g . , 
methods in which some user or manual interaction may 
occur ) , key - phrase extraction , and / or any other suitable form 
of extracting domain terms from a corpus or sub - corpora of 
documents . As used above , a n - gram may be a group of 
items extracted from the corpus or sub - corpora such as , for 
example , single words , word pairs ( e . g . , two - word pairs , 
three - word pairs , etc . ) , syllables of all or part of one or more 
words , letters of all or part of one or more words , etc . The 
server 110 may determine whether the dictionary or lexicon 
133 contains a sufficient number of domain terms to be 
considered complete such that domain adaptation of the 
client domain 130 may end based , at least in part , on a metric 
related to the number of domain terms in the dictionary or 
lexicon 133 . The server 110 may further determine whether 
the dictionary or lexicon 133 contains a sufficient number of 
domain terms to be considered complete based on a thresh 
old determined , for example , based on the evaluation 
domain 120 . For example , the server 110 may further 
determine whether the dictionary or lexicon 133 contains a 
sufficient number of domain terms based on a comparison of 
the metric to the threshold , where the server 110 determines 
that domain adaptation is complete when the metric is less 
than the threshold . The metric , in some embodiments , may 
indicate a ratio of new domain terms extracted from the 
corpus 132 or sub - corpora for a first time to domain terms 
that have already been extracted from the corpus 132 or 
sub - corpora ( e . g . , already seen by the server 110 during the 
domain adaptation of the client domain 130 ) . 
[ 0019 ] Optionally , in some embodiments the server 110 is 
further configured to perform question answering according 
to natural language processing . For example , before per 
forming the domain adaptation activities described above 
( e . g . , before the server 110 identifies the corpus 122 of 
documents 121 ) , the server 110 may be configured to receive 
a first question for processing according to natural language 
processing and perform first natural language processing to 
determine a first answer to the first question . As such , the 
first question may be answered by the server 110 prior to the 
server 110 identifying the corpus of documents of the 
evaluation domain , determining the threshold value for 
determining sufficiency of domain adaptation , and / or prior 
to performing domain adaptation of the client domain 130 . 
The server 110 may be further configured to receive a second 
question for processing according to natural language pro 
cessing and perform second natural language processing to 
determine a second answer to the second question . The 
second question may be received , for example , for process 
ing by the server 110 after the server 110 has determined the 
threshold value for determining sufficiency of domain adap 
tation and / or performed domain adaptation of the client 
domain 130 . As a result , the second answer may be based , 
at least in part , on the dictionary or lexicon 133 . As such , the 

second answer may have a greater degree of accuracy with 
respect to the second question than a degree of accuracy of 
the first answer with respect to the first question . For 
example , the second answer may have the greater degree of 
accuracy as a result of the server 110 performing the domain 
adaptation of the client domain 130 until the threshold value 
for determining sufficiency of domain adaptation has been 
reached with respect to the domain adaptation of the client 
domain 130 and the generation of the dictionary or lexicon 
133 . The natural language processing of the server 110 may 
be performed according to any suitable method known to 
one of ordinary skill in the art and a particular method of 
such is not limited herein . 
[ 0020 . With reference now to FIG . 2 , a flowchart of a 
method 200 for determining a threshold for sufficiency of 
domain adaptation according to various embodiments is 
shown . The method 200 may be implemented , for example , 
by a computing device ( e . g . , the computing device 400 , 
discussed below , implemented as a server 110 ) when the 
computing device wishes to determine a threshold that may 
indicate sufficiency of a lexicon or dictionary generated 
based on domain adaptation . The method 200 may be , in 
some embodiments , language specific such that the comput 
ing device performs the method 200 separately for each 
language of documents contained within a domain on which 
domain adaptation may be performed . In other embodi 
ments , the method 200 may be executed once to determine 
the threshold for sufficiency of domain adaptation and that 
threshold may be used in performing domain adaptation for 
a plurality of domains without performing the method 200 
individually for each of the plurality of domains . In some 
embodiments , based at least in part on a content of the 
domain , the threshold for sufficiency of domain adaptation 
may be applicable across all or a plurality of domains for 
which domain adaptation may be performed and in other 
embodiments the threshold for sufficiency of domain adap 
tation may be applicable to a single or a limited number of 
domains . 
[ 0021 ] At step 202 , the computing device may identify a 
corpus of documents within a domain of documents . In some 
embodiments , the domain may be an evaluation domain 
such as may be available in the public domain for the 
purpose of providing a sample set of data for analysis as will 
be understood by one of ordinary skill in the art . In other 
embodiments , the domain may be any domain of documents 
which may enable determination of the threshold for suffi 
ciency of domain adaptation without respect to a source of 
the domain or particular contents of the domain . It should be 
noted that , in some embodiments , the domain may be a 
dynamically changing domain such that documents con 
tained in the domain may be modified , or documents may be 
added to , or removed from , the domain , during execution of 
the method 200 by the computing device . 
[ 0022 ] At step 204 , the computing device may develop or 
determine one or more evaluation questions for which a 
question answering system ( e . g . , a deep question answering 
system ) may derive an answer based on contents of the 
domain . Alternatively , in some embodiments , one or more 
evaluation questions may be pre - existing questions that may 
be available in the public domain alongside the domain and 
may be associated with the domain such that the computing 
device may utilize the pre - existing questions without devel 
oping or generating new questions associated with the 
domain . 
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sub - corpora subsequent to the nth sub - corpora may not 
increase an ability of the computing device to respond to the 
evaluation questions ) . 
10026 ] At step 214 , the computing device may determine 
the threshold for sufficiency of domain adaptation based on 
which test system resulted in an evaluation result equal to , 
or greater than , subsequent test systems . For example , the 
threshold may be determined , at least in part , by determining 
a ratio of domain terms in the nth lexicon which are not 
present in a lexicon prior to the nth lexicon to a total number 
of domain terms in the nth lexicon . The threshold may be 
mathematically expressed , in some embodiments , as : 

_ | | 1n nUL : | | TE 
| | L | | 

[ 0023 ] At step 206 , the computing device may partition 
the corpus of documents into a plurality of sub - corpora C1 
to Cn . The sub - corpora may be formed in any suitable 
manner such that , for example , the plurality of sub - corpora 
are approximately equal in size , the plurality of sub - corpora 
contain approximately an equal number of documents , or 
each of the sub - corpora contain documents that have a 
relationship to one another ( e . g . , a shared subject matter ) . At 
step 208 , the computing device may generate a lexicon for 
each of the respective sub - corpora . For example , the com 
puting device may determine each lexicon autonomously , 
semi - autonomously , or through manual input of a user . The 
computing device may determine each lexicon , in some 
embodiments , by extracting n - grams from the respective 
sub - corpora ( e . g . , as discussed above with respect to the 
server 110 ) , key - phrase extraction , and / or any other suitable 
means for extracting terms from documents of the sub 
corpora for inclusion in the lexicon of each respective 
sub - corpora . 

[ 0024 ] At step 210 , the computing device may generate a 
plurality of test systems , where a number of the plurality of 
tests systems equals the number of sub - corpora formed by 
the computing device at step 206 . Each of the plurality of 
test systems may be , for example , a question answering 
system . The computing device may form the plurality of test 
systems by forming a unique lexicon for use in question 
answering by the computing device . A lexicon for each of 
the test systems may be formed , in some embodiments , by 
combining one or more lexicons of each respective sub 
corpora . For example , a lexicon for a first of the test systems 
may be the lexicon for a first of the sub - corpora and a 
lexicon for a second of the test systems may be the lexicon 
of the first sub - corpora joined with the lexicon of the second 
sub - corpora . Generally , a lexicon for an Nth test system , 
may be the lexicon of the first sub - corpora joined consecu 
tively with each lexicon of the other sub - corpora up to , and 
including , the Nth sub - corpora . 
[ 0025 ] At step 212 , the computing device may evaluate 
the one or more evaluation questions resulting from step 204 
using the test systems generated at step 210 to determine 
which sub - corpora resulted in the last improvement to the 
plurality of test systems . For example , the computing device 
may determine an evaluation result for each of the test 
systems based , at least in part , on an ability of a respective 
test system to respond to the one or more evaluation ques 
tions . The computing device may compare the evaluation 
result of each test system consecutively , beginning with the 
first test system , to determine which test system resulted in 
an evaluation result equal to , or greater than , subsequent test 
systems . The test system which resulted in an evaluation 
result equal to , or greater than , subsequent test systems may 
include all lexicons for which extraction of domain terms 
included in the lexicons led to an improvement in the ability 
to answer the evaluation questions and , as such , may indi 
cate a sufficiency of the domain adaptation process that 
generated the lexicons . For example , for an nth test system 
of the N test systems which resulted in an evaluation result 
equal to , or greater than , subsequent test systems , the 
computing device may determine that generating the lexi - 
cons of the first sub - corpora through the nth sub - corpora is 
sufficient to conclude domain adaptation of the domain ( e . g . , 
because the inclusion of additional domain terms from 

where T is the threshold for sufficiency of domain adapta 
tion , L , is the nth lexicon , n denotes an intersection opera 
tion , U denotes a union operation , and i is an index begin 
ning at 1 . For example , the threshold T may be defined as a 
ratio of the absolute value of a number of elements resulting 
from an intersection of the nth lexicon with the result of a 
union of the first through nth minus one lexicon to an 
absolute value of a number of elements of the nth lexicon . 
[ 0027 ] After determining the threshold , the computing 
device may proceed to determine a threshold for other 
languages ( e . g . , based on the domain for which domain 
adaptation was performed or for a new evaluation domain ) , 
may determine a threshold for domains of other subject 
matter areas , or may utilize ( or transmit for utilization by 
another computing device ) the threshold to determine suf 
ficiency of domain adaptation of a client domain , for 
example , as discussed below in method 300 . 
[ 0028 ] Optionally , the method 200 may further include 
one or more steps directed to performing question answer 
ing . At step 201 , the computing device may receive a first 
question for processing according to natural language pro 
cessing and perform first natural language processing to 
determine a first answer to the first question . As such , the 
first question may be answered by the computing device 
prior to the computing device identifying the corpus of 
documents from within the domain and / or determining the 
threshold for sufficiency of domain adaptation . At step 216 , 
the computing device may , based at least in part on the 
threshold for sufficiency of domain adaptation , perform 
domain adaptation of a client domain to determine a lexicon 
of the domain . The computing device may perform the 
domain adaptation of the client domain , for example , as 
described above in FIG . 1 with respect to the server 110 . At 
step 218 , the computing device may receive a second 
question for processing according to natural language pro 
cessing and perform second natural language processing to 
determine a second answer to the second question . The 
second question may be received , for example , for process 
ing by the computing device after the computing device has 
determined the threshold for sufficiency of domain adapta 
tion and / or performed domain adaptation of the client 
domain . As a result , the second answer may be based , at least 
in part , on the lexicon of the client domain determined by the 
computing device at step 216 . As such , the second answer 
may have a greater degree of accuracy with respect to the 
second question than a degree of accuracy of the first answer 
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with respect to the first question . For example , the second 
answer may have the greater degree of accuracy as a result 
of the computing device performing the domain adaptation 
of the client domain at step 216 until the threshold value for 
determining sufficiency of domain adaptation determined at 
step 214 has been reached . The natural language processing 
of the computing device may be performed according to any 
suitable method known to one of ordinary skill in the art and 
a particular method of such is not limited herein . 
[ 0029 ] With reference now to FIG . 3 , a flowchart of a 
method 300 for determining sufficiency of domain adapta 
tion of a client domain according to various embodiments is 
shown . The method 300 may be implemented , for example , 
by a computing device ( e . g . , the computing device 400 , 
discussed below , implemented as a server 110 ) when the 
computing device wishes to perform domain adaptation of a 
client domain . The domain adaptation may include , for 
example , lexicon or dictionary creation , sentence syntax 
( grammar rule ) analysis , a taxonomy analysis ( e . g . , identi 
fication of person , places , things , etc . ) , question and answer 
ing system training , and other like activities . 
[ 0030 ] At step 302 , the computing device may identify a 
corpus of documents from within the client domain on 
which the computing device is performing domain adapta 
tion and divide the corpus into a plurality of sub - corpora . 
The corpus of documents may be , in some embodiments , a 
collection of core documents that may contain a large 
number of terms that may have a relationship to a subject 
matter of interest to the client . The plurality of sub - corpora 
may be consecutively ordered such that the corpus is divided 
into sub - corpora C , to Cy . The sub - corpora may be formed 
by any suitable means , such as , for example , by data size , 
quantity of documents , subject matter of documents , etc . 
[ 0031 ] At step 304 , the computing device may extract at 
least one domain term from each of the sub - corpora to 
generate corresponding lexicons L , to Ly . The computing 
device may extract the domain terms autonomously , semi 
autonomously , or based on input from a user . For example , 
the computing device may generate the lexicons according 
to automatically generated n - gram frequency lists that 
optionally may then be manually reviewed by a user for 
intelligibility and / or suitability . Alternatively , the computing 
device may extract the domain terms according to key 
phrase extraction to generate the lexicons . In some embodi 
ments , the computing device may extract the domain terms 
from the sub - corpora for inclusion in the lexicons corre 
sponding to each respective sub - corpora according to any 
suitable means . 
[ 0032 ] At step 306 , the computing device may calculate or 
determine a metric having a relationship to the lexicons Li 
to Ly to determine whether the computing device has per 
formed sufficient domain adaptation such that domain adap 
tation may end . For example , the computing device may 
determine a ratio of newly extracted unique domain terms to 
a number of domain terms extracted overall ( e . g . , a “ type 
token " ratio that may begin at one for the first domain term 
extracted and approaches zero as a proportion of newly 
extracted domain terms approaches zero ) . The metric may 
be mathematically expressed , where lsnsN , in some 
embodiments , as : 

where R , is the metric for one sub - corpora for determining 
whether the computing device has performed sufficient 
domain adaptation , L , is the nth lexicon , n denotes an 
intersection operation , U denotes a union operation , and i is 
an index beginning at 1 . For example , the metric R , may be 
defined as a ratio of the absolute value of a number of 
elements resulting from an intersection of the nth lexicon 
with the result of a union of the first through nth minus one 
lexicon to an absolute value of a number of elements of the 
nth lexicon . 
[ 0033 ] At step 308 , the computing device may determine , 
based at least in part on the metric R , and a predetermined 
threshold T ( e . g . , the threshold T determined as above in 
method 200 ) , whether the computing device has performed 
sufficient domain adaptation of the client domain ( e . g . , such 
that the computing device may end domain adaptation of the 
client domain ) . For example , in one embodiment , when 
R , < T , the computing device may determine that domain 
adaptation is complete and may end domain adaptation of 
the client domain . In other embodiments , when R / > T , the 
computing device may determine that it may be desirable to 
expand the corpus of the domain that is being utilized for 
domain adaptation ( e . g . , the corpus identified at step 302 ) . 
Optionally , the method 300 may further include performing 
natural language processing to answer one or more ques 
tions , for example , as described above with respect to the 
server 110 and the computing device of the method 200 , 
details of which are not repeated again herein . 
[ 0034 ] With reference now to FIG . 4 , a schematic diagram 
of a computing device 400 according to various embodi 
ments is shown . Computing device 400 may be any suitable 
processing device capable of performing the functions dis 
closed herein such as a computer system , a server , a cloud 
computing node ( e . g . , as discussed above with respect to 
FIG . 1 , FIG . 2 , and / or FIG . 3 ) , or may be generally repre 
sentative of a distributed computing device in which one or 
more components of computing device 400 are distributed 
or shared across one or more devices . Computing device 400 
is configured to implement at least some of the features / 
methods disclosed herein , for example , the domain adapta 
tion of system 100 and / or methods 200 and / or 300 , dis 
cussed above . In various embodiments , for instance , the 
features / methods of this disclosure are implemented using 
hardware , firmware , and / or software installed to run on 
hardware . 
[ 0035 ] Computing device 400 is a device ( e . g . , an access 
point , an access point station , a router , a switch , a gateway , 
a bridge , a server , a client , a user - equipment , a mobile 
communications device , etc . ) that transports data through a 
network , system , and / or domain , and / or provides services to 
other devices in a network or performs computational func 
tions . In one embodiment , the computing device 400 is an 
apparatus and / or system configured to implement the 
domain adaptation of system 100 and / or methods 200 and / or 
300 , for example according to a computer program product . 
[ 0036 ] The computing device 400 comprises one or more 
downstream ports 410 coupled to a transceiver ( Tx / Rx ) 420 , 
which are transmitters , receivers , or combinations thereof . 
The Tx / Rx 420 transmits and / or receives frames from other 
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computing devices via the downstream ports 410 . Similarly , 
the computing device 400 comprises another Tx / Rx 420 
coupled to a plurality of upstream ports 440 , wherein the 
Tx / Rx 420 transmits and / or receives frames from other 
nodes via the upstream ports 440 . The downstream ports 410 
and / or the upstream ports 440 may include electrical and / or 
optical transmitting and / or receiving components . In another 
embodiment , the computing device 400 comprises one or 
more antennas ( not shown ) coupled to the Tx / Rx 420 . The 
Tx / Rx 420 transmits and / or receives data ( e . g . , packets ) 
from other computing or storage devices wirelessly via the 
one or more antennas . 
[ 0037 ] A processor 430 is coupled to the Tx / Rx 420 and is 
configured to determine sufficiency of domain adaptation of 
a client domain , for example , by determining a threshold for 
sufficiency of domain adaptation . In an embodiment , the 
processor 430 comprises one or more multi - core processors 
and / or memory modules 450 , which functions as data stores , 
buffers , etc . The processor 430 is implemented as a general 
processor or as part of one or more application specific 
integrated circuits ( ASICs ) , field - programmable gate arrays 
( FPGAs ) , and / or digital signal processors ( DSPs ) . Although 
illustrated as a single processor , the processor 430 is not so 
limited and alternatively comprises multiple processors . The 
processor 430 further comprises processing logic configured 
to execute a domain adaptation computer program product 
460 that is configured to determine a threshold for suffi 
ciency of domain adaptation and determine whether per - 
formed domain adaptation is sufficient based , at least in part , 
on the threshold . 
[ 0038 ] FIG . 4 also illustrates that a memory module 450 is 
coupled to the processor 430 and is a non - transitory medium 
configured to store various types of data . Memory module 
450 comprises memory devices including secondary stor 
age , read - only memory ( ROM ) , and random - access memory 
( RAM ) . The secondary storage is typically comprised of one 
or more disk drives , optical drives , solid - state drives ( SSDs ) , 
and / or tape drives and is used for non - volatile storage of data 
and as an over - flow storage device if the RAM is not large 
enough to hold all working data . The secondary storage is 
used to store programs that are loaded into the RAM when 
such programs are selected for execution . The ROM is used 
to store instructions and perhaps data that are read during 
program execution . The ROM is a non - volatile memory 
device that typically has a small memory capacity relative to 
the larger memory capacity of the secondary storage . The 
RAM is used to store volatile data and perhaps to store 
instructions . Access to both the ROM and RAM is typically 
faster than to the secondary storage . 
[ 0039 ] The memory module 450 may be used to house the 
instructions for carrying out the various embodiments 
described herein . For example , the memory module 450 may 
comprise the domain adaptation computer program product 
460 , which is executed by processor 430 . 
[ 0040 ] It is understood that by programming and / or load 
ing executable instructions onto the computing device 400 , 
at least one of the processor 430 and / or the memory module 
450 are changed , transforming the computing device 400 in 
part into a particular machine or apparatus , for example , a 
domain adaptation device having the novel functionality 
taught by the present disclosure . It is fundamental to the 
electrical engineering and software engineering arts that 
functionality that can be implemented by loading executable 
software into a computer can be converted to a hardware 

implementation by well - known design rules known in the 
art . Decisions between implementing a concept in software 
versus hardware typically hinge on considerations of stabil 
ity of the design and number of units to be produced rather 
than any issues involved in translating from the software 
domain to the hardware domain . Generally , a design that is 
still subject to frequent change may be preferred to be 
implemented in software , because re - spinning a hardware 
implementation is more expensive than re - spinning a soft 
ware design . Generally , a design that is stable and will be 
produced in large volume may be preferred to be imple 
mented in hardware ( e . g . , in an ASIC ) because for large 
production runs the hardware implementation may be less 
expensive than software implementations . Often a design 
may be developed and tested in a software form and then 
later transformed , by design rules well - known in the art , to 
an equivalent hardware implementation in an ASIC that 
hardwires the instructions of the software . In the same 
manner as a machine controlled by a new ASIC is a 
particular machine or apparatus , likewise a computer that 
has been programmed and / or loaded with executable 
instructions may be viewed as a particular machine or 
apparatus . 
10041 ] The present invention may be a system , a method , 
and / or a computer program product at any possible technical 
detail level of integration . The computer program product 
may include a computer readable storage medium ( or media ) 
having computer readable program instructions thereon for 
causing a processor to carry out aspects of the present 
invention . 
0042 ] . The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
RAM , a ROM , an erasable programmable read - only 
memory ( EPROM or Flash memory ) , a static random access 
memory ( SRAM ) , a portable compact disc read - only 
memory ( CD - ROM ) , a digital versatile disk ( DVD ) , a 
memory stick , a floppy disk , a mechanically encoded device 
such as punch - cards or raised structures in a groove having 
instructions recorded thereon , and any suitable combination 
of the foregoing . A computer readable storage medium , as 
used herein , is not to be construed as being transitory signals 
per se , such as radio waves or other freely propagating 
electromagnetic waves , electromagnetic waves propagating 
through a waveguide or other transmission media ( e . g . , light 
pulses passing through a fiber optic cable ) , or electrical 
signals transmitted through a wire . 
[ 0043 ] Computer readable program instructions described 
herein can be downloaded to respective computing / process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing / processing 
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device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing / processing 
device . 
[ 0044 ) Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , con - 
figuration data for integrated circuitry , or either source code 
or object code written in any combination of one or more 
programming languages , including an object oriented pro 
gramming language such as Smalltalk , C + + , or the like , and 
procedural programming languages , such as the “ C ” pro 
gramming language or similar programming languages . The 
computer readable program instructions may execute 
entirely on the user ' s computer , partly on the user ' s com 
puter , as a stand - alone software package , partly on the user ' s 
computer and partly on a remote computer or entirely on the 
remote computer or server . In the latter scenario , the remote 
computer may be connected to the user ' s computer through 
any type of network , including a local area network ( LAN ) 
or a wide area network ( WAN ) , or the connection may be 
made to an external computer ( for example , through the 
Internet using an Internet Service Provider ) . In some 
embodiments , electronic circuitry including , for example , 
programmable logic circuitry , field - programmable gate 
arrays ( FPGA ) , or programmable logic arrays ( PLA ) may 
execute the computer readable program instructions by 
utilizing state information of the computer readable program 
instructions to personalize the electronic circuitry , in order to 
perform aspects of the present invention . 
10045 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 
[ 0046 ] . These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com 
puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
[ 0047 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 

puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0048 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the blocks may occur out of the order 
noted in the Figures . For example , two blocks shown in 
succession may , in fact , be executed substantially concur 
rently , or the blocks may sometimes be executed in the 
reverse order , depending upon the functionality involved . It 
will also be noted that each block of the block diagrams 
and / or flowchart illustration , and combinations of blocks in 
the block diagrams and / or flowchart illustration , can be 
implemented by special purpose hardware - based systems 
that perform the specified functions or acts or carry out 
combinations of special purpose hardware and computer 
instructions . 
[ 0049 ] Turning now to FIGS . 5 and 6 , it is to be under 
stood that although this disclosure includes a detailed 
description related to cloud computing , implementation of 
the teachings recited herein are not limited to a cloud 
computing environment . Rather , embodiments of the present 
invention are capable of being implemented in conjunction 
with any other type of computing environment now known 
or later developed . 
[ 0050 ] Cloud computing is a model of service delivery for 
enabling convenient , on - demand network access to a shared 
pool of configurable computing resources ( e . g . , networks , 
network bandwidth , servers , processing , memory , storage , 
applications , virtual machines , and services ) that can be 
rapidly provisioned and released with minimal management 
effort or interaction with a provider of the service . This cloud 
model may include at least five characteristics , at least three 
service models , and at least four deployment models . 
[ 0051 ] The cloud model characteristics may include on 
demand self - service , broad network access , resource pool 
ing , rapid elasticity , and / or measured service . On - demand 
self - service is a characteristic in which a cloud consumer 
can unilaterally provision computing capabilities , such as 
server time and network storage , as needed automatically 
without requiring human interaction with the service ' s pro 
vider . Broad network access is a characteristic in which 
capabilities are available over a network and accessed 
through standard mechanisms that promote use by hetero 
geneous thin or thick client platforms ( e . g . , mobile phones , 
laptops , and personal digital assistants ( PDAs ) ) . Resource 
pooling is a characteristic in which the provider ' s computing 
resources are pooled to serve multiple consumers using a 
multi - tenant model , with different physical and virtual 
resources dynamically assigned and reassigned according to 
demand . There is a sense of location independence in that 
the consumer generally has no control or knowledge over 
the exact location of the provided resources but may be able 
to specify location at a higher level of abstraction ( e . g . , 
country , state , or datacenter ) . Rapid elasticity is a charac 
teristic in which capabilities can be rapidly and elastically 
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provisioned , in some cases automatically , to quickly scale 
out and rapidly released to quickly scale in . To the consumer , 
the capabilities available for provisioning often appear to be 
unlimited and can be purchased in any quantity at any time . 
Measured service is a characteristic in which cloud systems 
automatically control and optimize resource use by lever 
aging a metering capability at some level of abstraction 
appropriate to the type of service ( e . g . , storage , processing , 
bandwidth , and active user accounts ) . Resource usage can be 
monitored , controlled , and reported , providing transparency 
for both the provider and consumer of the utilized service . 
[ 0052 ] The cloud model Service Models may include 
Software as a Service ( SaaS ) , Platform as a Service ( PaaS ) , 
and / or Infrastructure as a Service ( IaaS ) . 
[ 0053 ] SaaS is a service model in which the capability 
provided to the consumer is to use the provider ' s applica 
tions running on a cloud infrastructure . The applications are 
accessible from various client devices through a thin client 
interface such as a web browser ( e . g . , web - based e - mail ) . 
The consumer does not manage or control the underlying 
cloud infrastructure including network , servers , operating 
systems , storage , or even individual application capabilities , 
with the possible exception of limited user - specific applica 
tion configuration settings . PaaS is a service model in which 
the capability provided to the consumer is to deploy onto the 
cloud infrastructure consumer - created or acquired applica 
tions created using programming languages and tools sup 
ported by the provider . The consumer does not manage or 
control the underlying cloud infrastructure including net 
works , servers , operating systems , or storage , but has control 
over the deployed applications and possibly application 
hosting environment configurations . IaaS is a service model 
in which the capability provided to the consumer is to 
provision processing , storage , networks , and other funda 
mental computing resources where the consumer is able to 
deploy and run arbitrary software , which can include oper 
ating systems and applications . The consumer does not 
manage or control the underlying cloud infrastructure but 
has control over operating systems , storage , deployed appli 
cations , and possibly limited control of select networking 
components ( e . g . , host firewalls ) . 
[ 0054 ] The cloud model Deployment Models may include 
private cloud , community cloud , public cloud , and / or hybrid 
cloud . Private cloud is a deployment model in which the 
cloud infrastructure is operated solely for an organization . It 
may be managed by the organization or a third party and 
may exist on - premises or off - premises . Community cloud is 
a deployment model in which the cloud infrastructure is 
shared by several organizations and supports a specific 
community that has shared concerns ( e . g . , mission , security 
requirements , policy , and compliance considerations ) . It 
may be managed by the organizations or a third party and 
may exist on - premises or off - premises . Public cloud is a 
deployment model in which the cloud infrastructure is made 
available to the general public or a large industry group and 
is owned by an organization selling cloud services . Hybrid 
cloud is a deployment model in which the cloud infrastruc 
ture is a composition of two or more clouds ( private , 
community , or public ) that remain unique entities but are 
bound together by standardized or proprietary technology 
that enables data and application portability ( e . g . , cloud 
bursting for load balancing between clouds ) . 
10055 ] A cloud computing environment is service oriented 
with a focus on statelessness , low coupling , modularity , and 

semantic interoperability . At the heart of cloud computing is 
an infrastructure that includes a network of interconnected 
nodes . 
[ 0056 ] Referring now to FIG . 5 , illustrative cloud com 
puting environment 50 is depicted . As shown , cloud com 
puting environment 50 includes one or more cloud comput 
ing nodes 10 with which local computing devices used by 
cloud consumers , such as , for example , PDA or cellular 
telephone 54A , desktop computer 54B , laptop computer 
54C , and / or automobile computer system 54N may commu 
nicate . Cloud computing nodes 10 may communicate with 
one another . They may be grouped ( not shown ) physically or 
virtually , in one or more networks , such as Private , Com 
munity , Public , or Hybrid clouds as described hereinabove , 
or a combination thereof . This allows cloud computing 
environment 50 to offer infrastructure , platforms and / or 
software as services for which a cloud consumer does not 
need to maintain resources on a local computing device . It 
is understood that the types of computing devices 54A - N 
shown in FIG . 5 are intended to be illustrative only and that 
cloud computing nodes 10 and cloud computing environ 
ment 50 can communicate with any type of computerized 
device over any type of network and / or network addressable 
connection ( e . g . , using a web browser ) . 
[ 0057 ] Referring now to FIG . 6 , a set of functional 
abstraction layers provided by cloud computing environ 
ment 50 ( FIG . 5 ) is shown . It should be understood in 
advance that the components , layers , and functions shown in 
FIG . 6 are intended to be illustrative only and embodiments 
of the invention are not limited thereto . As depicted , the 
following layers and corresponding functions are provided : 
[ 0058 ) Hardware and software layer 60 includes hardware 
and software components . Examples of hardware compo 
nents include : mainframes 61 ; RISC ( Reduced Instruction 
Set Computer ) architecture based servers 62 ; servers 63 ; 
blade servers 64 ; storage devices 65 ; and networks and 
networking components 66 . In some embodiments , software 
components include network application server software 67 
and database software 68 . The hardware and software com 
ponents of hardware and software layer 60 may serve as the 
underlying computing components on which cloud comput 
ing functions are executed in response to receipt of a request 
for performance of a function and / or service offered as a part 
of cloud computing environment 50 such as , for example , 
the domain adaptation described above . 
[ 0059 ] Virtualization layer 70 provides an abstraction 
layer from which the following examples of virtual entities 
may be provided : virtual servers 71 ; virtual storage 72 ; 
virtual networks 73 , including virtual private networks ; 
virtual applications and operating systems 74 ; and virtual 
clients 75 . These virtual entities may enable a subscriber to 
cloud computing environment 50 to interact indirectly with 
the hardware and software components of hardware and 
software layer 60 indirectly via virtual layer 70 without 
having a specific knowledge of , or interacting directly with , 
hardware and software layer 60 . For example , a plurality of 
subscribers may interact with virtualization layer 70 to 
respectively access a corresponding plurality of virtual serv 
ers 71 and virtual storage 72 that all exist as separate threads , 
instances , partitions , etc . on a single server 62 and storage 
device 65 , respectively . In such a scenario , virtualization 
layer 70 may cause each virtual server 71 and virtual storage 
72 to appear to each subscriber as a dedicated and seamless 
computing and storage device , while enabling efficient 
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operation of the hardware and software components of 
hardware and software layer 60 by reducing a potential for 
redundancy of components . 
[ 0060 ] In one example , management layer 80 may provide 
the functions described below via an abstraction layer such 
that a subscriber to cloud computing environment 50 may 
interact with virtualization layer 70 and / or hardware and 
software layer 60 indirectly via management layer 80 with 
out having a specific knowledge of , or interacting directly 
with , virtualization layer 70 and / or hardware and software 
layer 60 . Resource provisioning 81 provides dynamic pro 
curement of computing resources and other resources that 
are utilized to perform tasks within the cloud computing 
environment . Metering and Pricing 82 provide cost tracking 
as resources are utilized within the cloud computing envi 
ronment , and billing or invoicing for consumption of these 
resources . In one example , these resources may include 
application software licenses . Security provides identity 
verification for cloud consumers and tasks , as well as 
protection for data and other resources . User portal 83 
provides access to the cloud computing environment for 
consumers and system administrators . Service level man 
agement 84 provides cloud computing resource allocation 
and management such that required service levels are met . 
Service Level Agreement ( SLA ) planning and fulfillment 85 
provides pre - arrangement for , and procurement of , cloud 
computing resources for which a future requirement is 
anticipated in accordance with an SLA . Management layer 
80 enables a subscriber to cloud computing environment 50 
to interact with cloud computing environment 50 through 
management layer 80 to perform tasks and functions ( e . g . , 
administrative tasks ) separate from actual execution of func 
tions in the cloud computing environment 50 . For example , 
an administrator may request access to a certain amount of 
computing resources ( e . g . , as provided in virtualization layer 
70 and / or hardware and software layer 60 ) in cloud com 
puting environment 50 via management layer 80 without 
having a specific knowledge of , or interacting directly with , 
virtualization layer 70 and / or hardware and software layer 
60 . 

[ 0061 ] Workloads layer 90 provides examples of function 
ality for which the cloud computing environment may be 
utilized . The workloads and functions illustrated in work 
loads layer 90 are merely exemplary workloads and func 
tions that may be executed in cloud computing environment 
50 at the request or direction of a subscriber to cloud 
computing environment 50 , and are not limited to those 
explicitly recited herein . Examples of workloads and func 
tions which may be provided from this layer include : 
mapping and navigation 91 ; software development and 
lifecycle management 92 ; virtual classroom education deliv 
ery 93 ; data analytics processing 94 ; transaction processing 
95 ; and domain adaptation 96 . These workloads and func 
tions of workloads layer 90 may be end - user applications 
that enable a subscriber to cloud computing infrastructure 50 
to interact with any of management layer 80 , virtualization 
layer 70 , and / or hardware and software layer 60 indirectly 
via workloads layer 90 without having a specific knowledge 
of , or interacting directly with , any of management layer 80 , 
virtualization layer 70 , and / or hardware and software layer 
60 . In this manner , the subscriber and / or an end user who 
accesses cloud computing infrastructure 50 may not require 
any form of specialized knowledge relating to the compo - 
sition or operation of any of management layer 80 , virtual 

ization layer 70 , and / or hardware and software layer 60 to 
perform the workloads and functions of workloads layer 90 . 
In such a scenario , the workloads and functions of work 
loads layer 90 are said to be abstracted from management 
layer 80 , virtualization layer 70 , and hardware and software 
layer 60 because workloads layer 90 hides the underlying 
operation of management layer 80 , virtualization layer 70 , 
and hardware and software layer 60 from the subscriber 
and / or end - user while still enabling the subscriber and / or 
end - user to indirectly interact with management layer 80 , 
virtualization layer 70 , and / or hardware and software layer 
60 to receive the computer processing benefits thereof via 
workloads layer 90 . 
[ 0062 ] The descriptions of the various embodiments of the 
present invention have been presented for purposes of 
illustration , but are not intended to be exhaustive or limited 
to the embodiments disclosed . Many modifications and 
variations will be apparent to those of ordinary skill in the 
art without departing from the scope and spirit of the 
described embodiments . The terminology used herein was 
chosen to best explain the principles of the embodiments , the 
practical application or technical improvement over tech 
nologies found in the marketplace , or to enable others of 
ordinary skill in the art to understand the embodiments 
disclosed herein . 
What is claimed is : 
1 . A computer - implemented method comprising : 
identifying , by a processor , a corpus of documents from 

within a domain ; 
determining , by the processor , an evaluation question for 

use with a question answering system to determine an 
answer to the evaluation question based on content of 
the domain ; 

partitioning the corpus of documents into a plurality of 
sub - corpora ; 

generating a lexicon for each of the respective sub 
corpora ; 

generating a plurality of test systems each corresponding 
uniquely to one of the plurality of sub - corpora ; 

evaluating the evaluation question using the plurality of 
test systems to determine a plurality of evaluation 
results each corresponding uniquely to one of the 
plurality of test systems ; and 

determining a threshold for sufficiency of domain adap 
tation based on at least one of the evaluation results . 

2 . The computer - implemented method of claim 1 , 
wherein generating the plurality of test systems each corre 
sponding uniquely to one of the plurality of sub - corpora 
comprises combining one or more lexicons of each of the 
respective sub - corpora to generate the plurality of test 
systems . 

3 . The computer - implemented method of claim 1 , 
wherein evaluating the evaluation question using the test 
systems to determine the plurality of evaluation results each 
corresponding uniquely to one of the plurality of test sys 
tems comprises determining that a first evaluation result of 
the plurality of evaluation results corresponding to a first test 
system of the plurality of test systems is greater than or equal 
to a second evaluation result of the plurality of evaluation 
results that corresponds to a second test system of the 
plurality of test systems . 

4 . The computer - implemented method of claim 3 , 
wherein determining the threshold for sufficiency of domain 
adaptation based on at least one of the evaluation results 



US 2019 / 0228067 A1 Jul . 25 , 2019 

comprises determining a ratio of domain terms associated 
with the first evaluation result and the first test system which 
are not associated with a third evaluation result of a third test 
system that is prior to the first test system to a total number 
of the domain terms associated with the first evaluation 
result and the first test system . 

5 . The computer - implemented method of claim 4 , 
wherein the threshold for sufficiency of domain adaptation is 
determined according to 

| | 1 . NUL | | T = 

generate a plurality of test systems each corresponding 
uniquely to one of the plurality of sub - corpora ; 

evaluate the evaluation question using the plurality of 
test systems to determine a plurality of evaluation 
results each corresponding uniquely to one of the 
plurality of test systems ; and 

determine a threshold for sufficiency of domain adap 
tation based on at least one of the evaluation results . 

9 . The apparatus of claim 8 , wherein generating the 
plurality of test systems each corresponding uniquely to one 
of the plurality of sub - corpora comprises combining one or 
more lexicons of each of the respective sub - corpora to 
generate the plurality of test systems . 

10 . The apparatus of claim 8 , wherein evaluating the 
evaluation question using the test systems to determine the 
plurality of evaluation results each corresponding uniquely 
to one of the plurality of test systems comprises determining 
that a first evaluation result of the plurality of evaluation 
results corresponding to a first test system of the plurality of 
test systems is greater than or equal to a second evaluation 
result of the plurality of evaluation results that corresponds 
to a second test system of the plurality of test systems . 

11 . The apparatus of claim 10 , wherein determining the 
threshold for sufficiency of domain adaptation based on at 
least one of the evaluation results comprises determining a 
ratio of domain terms associated with the first evaluation 
result and the first test system which are not associated with 
a third evaluation result of a third test system that is prior to 
the first test system to a total number of the domain terms 
associated with the first evaluation result and the first test 
system . 

12 . The apparatus of claim 11 , wherein the threshold for 
sufficiency of domain adaptation is determined according to 

in - 1 
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wherein T is the threshold for sufficiency of domain adap 
tation , wherein Ln , is a lexicon containing the domain terms 
associated with the first evaluation result and the first test 
system , wherein n denotes an intersection operation , 
wherein U denotes a union operation , and wherein i is an 
index beginning at 1 . 

6 . The computer - implemented method of claim 5 , 
wherein the lexicon containing the domain terms associated 
with the first evaluation result and the first test system 
contains domain terms associated with one or more tests 
systems prior to the first test system in the plurality of test 
systems . 

7 . The computer - implemented method of claim 1 , 
wherein before identifying , by the processor , the corpus of 
documents from within the domain , the method further 
comprises : 

receiving a first question for processing , by the processor , 
according to natural language processing ; and 

performing , by the processor , first natural language pro 
cessing to determine a first answer to the first question , 
wherein after determining the threshold for sufficiency 
of domain adaptation based on the at least one of the 
evaluation results , the method further comprises : 

performing , by the processor , domain adaptation of a 
client domain to determine a second lexicon of the 
client domain ; 

receiving , by the processor , a second question for pro 
cessing according to natural language processing ; and 

performing , by the processor , second natural language 
processing to determine a second answer to the second 
question based at least in part on the second lexicon , 
and wherein the second answer has a greater degree of 
accuracy with respect to the second question than a 
degree of accuracy of the first answer with respect to 
the first question . 

8 . An apparatus comprising : 
a memory comprising computer - readable instructions ; 

and 
a processor coupled to the memory and configured to 

execute the instructions , which causes the processor to 
be configured to : 
identify a corpus of documents from within a domain ; 
determine an evaluation question for use with a ques 

tion answering system to determine an answer to the 
evaluation question based on content of the domain ; 

partition the corpus of documents into a plurality of 
sub - corpora ; 

generate a lexicon for each of the respective sub 
corpora ; 

wherein T is the threshold for sufficiency of domain adap 
tation , wherein L , , is a lexicon containing the domain terms 
associated with the first evaluation result and the first test 
system , wherein n denotes an intersection operation , 
wherein U denotes a union operation , and wherein i is an 
index beginning at 1 . 

13 . The apparatus of claim 12 , wherein the lexicon 
containing the domain terms associated with the first evalu 
ation result and the first test system contains domain terms 
associated with one or more tests systems prior to the first 
test system in the plurality of test systems . 

14 . The apparatus of claim 8 , wherein before identifying , 
by the processor , the corpus of documents from within the 
domain , the processor is further configured to : 

receive a first question for processing according to natural 
language processing ; and 

perform first natural language processing to determine a 
first answer to the first question , wherein after deter 
mining the threshold for sufficiency of domain adap 
tation based on the at least one of the evaluation results , 
the method further comprises : 

perform domain adaptation of a client domain to deter 
mine a second lexicon of the client domain ; 

receive a second question for processing according to 
natural language processing ; and 
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tation based on at least one of the evaluation results com 
prises determining a ratio of domain terms associated with 
the first evaluation result and the first test system which are 
not associated with a third evaluation result of a third test 
system that is prior to the first test system to a total number 
of the domain terms associated with the first evaluation 
result and the first test system . 

19 . The computer program product of claim 18 , wherein 
the threshold for sufficiency of domain adaptation is deter 
mined according to 
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perform second natural language processing to determine 
a second answer to the second question based at least 
in part on the second lexicon , and wherein the second 
answer has a greater degree of accuracy with respect to 
the second question than a degree of accuracy of the 
first answer with respect to the first question . 

15 . A computer program product for performing domain 
adaptation of a domain , the computer program product 
comprising a computer readable storage medium having 
program instructions embodied therewith , the program 
instructions executable by a processor to cause the processor 
to : 

identify a corpus of documents from within a domain ; 
determine an evaluation question for use with a question 

answering system to determine an answer to the evalu 
ation question based on content of the domain ; 

partition the corpus of documents into a plurality of 
sub - corpora ; 

generate a lexicon for each of the respective sub - corpora ; 
generate a plurality of test systems each corresponding 
uniquely to one of the plurality of sub - corpora ; 

evaluate the evaluation question using the plurality of test 
systems to determine a plurality of evaluation results 
each corresponding uniquely to one of the plurality of 
test systems ; and 

determine a threshold for sufficiency of domain adapta 
tion based on at least one of the evaluation results . 

16 . The computer program product of claim 15 , wherein 
generating the plurality of test systems each corresponding 
uniquely to one of the plurality of sub - corpora comprises 
combining one or more lexicons of each of the respective 
sub - corpora to generate the plurality of test systems . 

17 . The computer program product of claim 15 , wherein 
evaluating the evaluation question using the test systems to 
determine the plurality of evaluation results each corre 
sponding uniquely to one of the plurality of test systems 
comprises determining that a first evaluation result of the 
plurality of evaluation results corresponding to a first test 
system of the plurality of test systems is greater than or equal 
to a second evaluation result of the plurality of evaluation 
results that corresponds to a second test system of the 
plurality of test systems . 

18 . The computer program product of claim 15 , wherein 
determining the threshold for sufficiency of domain adap 

wherein T is the threshold for sufficiency of domain adap 
tation , wherein Ln , is a lexicon containing the domain terms 
associated with the first evaluation result and the first test 
system , wherein n denotes an intersection operation , 
wherein U denotes a union operation , and wherein i is an 
index beginning at 1 . 

20 . The computer program product of claim 15 , wherein 
the instructions executable by the processor further cause the 
processor to , before identifying the corpus of documents 
from within the domain : 

receive a first question for processing according to natural 
language processing ; and 

perform first natural language processing to determine a 
first answer to the first question , wherein after deter 
mining the threshold for sufficiency of domain adap 
tation based on the at least one of the evaluation results , 
the method further comprises : 

perform domain adaptation of a client domain to deter 
mine a second lexicon of the client domain ; 

receive a second question for processing according to 
natural language processing ; and 

perform second natural language processing to determine 
a second answer to the second question based at least 
in part on the second lexicon , and wherein the second 
answer has a greater degree of accuracy with respect to 
the second question than a degree of accuracy of the 
first answer with respect to the first question . 


